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1 Preface 

This is a user assistance document for users of the Oracle Financial Services (OFS) 

Adaptive Intelligence Foundation for Anti Money Laundering (AIF4AML) application. The 

document provides information about using the application through the FCC Studio user-

interface.   

1.1 Audience 

This guide is intended for users of AIF4AML who will create models and compare the 

created systems.  

1.1.1 Prerequisites for the Audience 

This document assumes that you have working knowledge on the following: 

 OFSBD Pack  

 OFSFCC Studio 

 Creating Models 

1.2 Related Documents 

This section identifies additional documents related to OFSAIF4AML in the following list: 

 OFSBD documents from OHC. 

 OFSFCC Studio documents from OHC. 

 OFSAIF4AML documents from OHC: 

 OFS AIF4AML Installation Guide 8.0.8.0.0 

 OFS AIF4AML Administration and Configuration Guide 8.0.8.0.0  

1.3 Conventions Used in this Guide 

 Window names are italicized. 

 Window actions are indicated in Bold. 

1.4 Acronyms Used in this Guide 

Acronym Description 

AML Anti Money Laundering 

https://docs.oracle.com/cd/E60570_01/homepage.htm
https://docs.oracle.com/cd/E60570_01/studiohome.htm
https://docs.oracle.com/cd/E60570_01/aifamlhome.htm
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Acronym Description 

API Application Programming Interface 

DIM Dimension 

EDA Exploratory Data Analysis 

FCC Financial Crime and Compliance 

GLM Generalized Linear Model 

IV Information Value 

NB Non-behavioral 

NB Naive Bayes 

OFSAA Oracle Financial Services Advanced Analytical Applications 

OFSAAI Oracle Financial Services Analytical Applications Infrastructure 

OFSBD Oracle Financial Services Behavior Detection 

OHC Oracle Help Centre 

OLAP Online Analytical Processing 

ORE Oracle R Enterprise 

OSIT Out-of-sample-in-time 

OSOT Out-of-sample-Out-of-time 

UI User Interface 

URL Uniform Resource Locator 

WOE Weight of Evidence 

XGBoost Extreme Gradient Boost 
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2 Using AIF4AML 

OFS AIF4AML application is a foundation with building-blocks for ML life-cycle, tailored for the AML 

domain. It uses the familiar notebook environment to rapidly train, test and validate ML models. It has 

a pre-defined dataset with more than 300 attributes ready for variable analysis. Users can execute 

models with multiple techniques and compare the results side-by-side. 

The application UI for users involves the following topics: 

1. Knowing the Prerequisites 

2. Logging into OFS FCC Studio 

3. Accessing AIF User Notebooks 

4. Loading the AIF4AML Library 

5. Creating Stage 1 Data 

6. Loading Datasets from AIF4AML Library Model Groups 

7. Loading Behavioral and Non-behavioral Dataframes from Model Group Datasets 

8. Applying Transformation on Datasets 

9. Selecting NB Variables to Build Models 

10. Generating Stage 2 Dataset 

11. Generating Data for Exploratory Data Analysis (EDA) 

12. Using Feature Selection Techniques 

13. Building Models using OREXV Package 

14. Using Model Explanation 

15. Scoring Customer List 

16. Understanding Individual Customer Score for Local Explanations 

17. Using Model Evaluation 

18. Benchmarking and Evaluating OSOT Performance Matrix 

19. Deploying Models 

20. Viewing List of Applied Transformations 

21. Updating the Transformations' List 

22. Saving the Run Definition 

2.1 Knowing the Prerequisites 

The prerequisites to use AIF4AML is in the following: 

1. Users must have the requisite permissions to access OFSFCC Studio. 
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2. Users must know how to use OFSFCC Studio for features such as Creating Notebooks and 

Paragraphs. 

2.2 Logging into OFS FCC Studio 

Login to OFS FCC Studio and create Notebooks. The following is the procedure to login to OFS FCC 

Studio: 

1. Enter the URL for OFS FCC Studio in a web browser to display the Login window. 

 

OFS FCC Studio Login Window 

2. Enter the details in the Username and Password fields, and click Login to display the OFS FCC 

Studio Home window. 

2.3 Accessing AIF User Notebooks 

On the OFS FCC Studio Home window, AIF User Notebooks are displayed. These Notebooks are pre-

packaged with required APIs that allows you to create Stage 1 data, and build and train models. Click 

User Notebooks to run the various APIs and functions to create Models. You can also customize the 

Notebooks to include your transformations, along with the prepackaged ones. 
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OFS FCC Studio Home Window 

2.4 Loading the AIF4AML Library 

After you open an AIF User Notebook, on the Notebook window, the first step is to load libraries from 

the AIF4AML application.  

Execute the paragraph instructions to load AIF4AML Library as shown in the following illustration: 

 

Loading AIF4AML Library 

2.5 Creating Stage 1 Data  

After loading the library, create Stage 1 Data. Execute the paragraph instructions as shown in the 

following exampe and create the data: 
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Creating Stage 1 Data 

2.6 Loading Datasets from AIF4AML Library Model Groups  

After loading the ofsaif library, the next step is to load the Stage 1 data created during CreateStage1 

batch (for details on how to run the batch, see the OFS AIF4AML Administration and Configuration 

Guide. Stage 1 data output consists of Behavioral and Non-behavioral data, and the getStage1 

function loads the data and provides handles for the dataset. 

You can run models in the following methods: 

1. OSIT (Out Of Sample In Time) - Pass only one date range, and the test and train sample is 

considered from the same dataset. 

2. OSOT (Out Of Sample Out Of Time) - Pass two date ranges, one for Model Build dataset; which 

is used to train a Model, and the other date range for OSOT dataset; which is used to test the 

Model. 

3. Both OSIT and OSOT - Pass two date ranges, the Model will be built on both OSOT and OSIT 

methods. 

In the paragraph, specify the list of Model Groups for which you want to create the model and execute 

the paragraph as shown in the following illustrations: 

 

Loading stage 1 datasets from library without OSOT validations  

 

https://docs.oracle.com/cd/F15168_01/technical.htm
https://docs.oracle.com/cd/F15168_01/technical.htm
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NOTE If you do not specify a Model Group list, the application loads 
Stage 1 data for all available and active Model Groups.  

 

 

Loading stage 1 datasets from library with OSOT validations 

2.7 Loading Behavioral and Non-behavioral Dataframes from 

Model Group Datasets 

After loading the Stage 1 dataset, segregate and create ORE frames for Behavioral and Non Behavioral 

datasets, which will be used in Model building. 

Execute the functions shown in the following illustrations to derive the outputs: 

 

Loading behavioral and non-behavioral dataframes without OSOT validations 

 

Loading behavioral and non-behavioral dataframes with OSOT validations 

 

NOTE In case of OSOT or BOTH, create separate ORE frames on both 
the Model build dataset and the OSOT dataset as shown in the 
preceding illustration.  
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2.7.1 Viewing Dimension of Behavioral and Non-behavioral Dataframes 

After loading behavioral and non-behavioral dataframes from model group datasets, you can view the 

dimension of behavioral and non-behavioral dataframes as shown in the following illustration:  

 

Viewing DIM of Model Build, OSOT Behavioral and Non-Behavioral dataframe 

You have to now transform the available data. For more details, see the following section. 

2.8 Applying Transformation on Datasets 

Stage-1 data transformation is achieved using time-series clustering and bit-map jump. The following 

subsections provide details on how to apply transformation. 

2.8.1 Applying Time-series Clustering 

Stage-1 data is deep on time-series and you have to collapse to create a single observation for each 

group-by levels (Customer and model-group). Use time-series clustering to achieve this. The time-

series function returns the following types of variables to cover both aspects of time-series data: 

1. Trend variable to focus more on magnitude (above or below the mean).  

2. Direction variable to focus more on direction (increasing or decreasing).  

The following illustration shows an example for transformation applied to time-series clustering 

model build data: 

 

Transformation - Time Series Clustering Model Build Data 

Where input parameters are, 

 x: Object of class ofsaif 

 B: Behavioral Object 

 include: List of features to be included for time-series clustering 

 exclude: List of features to be excluded for time-series clustering 

 bit.map.type: Type of Feature Extraction - clip or trend 
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 max.cluster: Maximum number of clusters to be considered (Default=20) 

The output contains ORE frame with the transformed time-series variables. The following illustration 

is an example: 

 

Output of time-series clustering 

 

NOTE  New Customers (scenario where the data is not 
available for all the months) are assigned a constant 
Cluster Id: max.cluster + 1.  

 Either include or exclude parameter has to be NULL. If 
both are NULL, all the input attributes are considered 
for clustering. 
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2.8.2 Applying Transformation - Jump Bitmap 

Stage 1 data is deep on time-series and has to be collapsed to create a single observation per 

Customer for each group by levels. This is achieved using jump bitmap computation. The function 

returns bitmap created by the following jump calculations: 

1. Current month jump over most recent month (is there a recent unexpected  jump?). 

2. Current month jump over same month last year (is the jump because of seasonality?). 

3. Current month jump over previous 12 months' historical mean (is the behavior abnormal?). 

The following illustrations show examples for transformation applied to time-series clustering model 

build data and time-series clustering OSOT data: 

 

Transformation - Jump Bitmap Model Build Data 

Where input parameters are: 

 x: Object of class ofsaif 

 B: Behavioral Object 

 include: List of features to be included for computing Jump Bitmap 

 exclude: List of features to be excluded for computing Jump Bitmap 

 threshold: Threshold percentage which should be considered for Jump 

The output contains ORE frame with the transformed Jump Bitmap variable. The following illustration 

is an example: 
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Output of Transformation - Jump Bitmap 
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NOTE  Either include or exclude parameter has to be NULL. If 
both are NULL, all the input attributes in the 
Behavioral frame is considered. 

 Possible values of bit: 

 1 - Jump exceeds the threshold percentage 

 0 - Jump doesn't exceeds the threshold percentage 

  _ - Insufficient data to compute jump 

 

2.9 Selecting NB Variables to Build Models 

As part of the procedure to transform Stage 1 data, select the NB variables required to build models as 

shown in the following illustration: 

 

Selecting NB variables to build models 

2.10 Generating Stage 2 Dataset 

Data objects that was transformed previously from the Stage 1 dataset is used to create Stage 2 

dataset. The input consists of the object class of OFSAIF and the ORE frames from Stage 1 (comma-

separated). The output derived are ORE frames containing Stage 2 dataset.   

The following illustrations show an example for how to generate stage 2 dataset: 

1. Create Stage 2 dataset with the time-series transformed data, the jump bitmap transformed 

data and the non-behavioral data. The following illustration is an example: 
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2. Additionally, you can also define transformations with parameters that are defined by you. This 

is part of the User Defined Transformation Function (UDTF) and you can update the Stage 2 

Data with the UDTF output The following illustration set is an example: 
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NOTE  You can add any user defined transformation apart 
from Time-series Clustering and Jump. 

 You must store the user defined transformation by 
calling the Function ofsaif::saveTransformation(x) for 
Production Scoring. 

 

 

2.10.1 Creating Stage 2 Dataset for OSOT Dataframe 

Use this function to convert any new OSOT dataset to Stage 2. Before you call this function, prepare 

Stage 2 data for model build dataset for the conversion to work. 

Create Stage 2 dataset for OSOT dataframe as shown in the following illustration: 

 

OSOT Stage 2 Data Conversion Function Call 

 

Where input parameters are, 

 x: Object of class ofsaif 

 data: Behavioural data for any new dataset (in this example, OSOT Behavioural Data) 

 data.nb: Non Behavioural data for any new dataset (in this example, OSOT Non Behavioural 

Data) 
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The output returns Stage 2 converted ORE frame. The following illustration is an example of the 

output: 

 

OSOT Stage 2 Data Conversion Output 

2.11 Generating Data for Exploratory Data Analysis (EDA) 

User provided sampling percentage is used to calculate dataset for EDA.  

 

NOTE If you do not enter the sampling percentage, the system will 
calculate based on the following formula: 

 0.33 % -> If Num of Bads < 100 

 0.5 % -> If Num of Bads < 150 

 0.66 % -> If Num of Bads < 200 

 0.75 % -> If Num of Bads < (250 + 50*0.2) 

 0.8 -> Otherwise 

 

Provide percentage values and create sampling data as shown in the following to perform EDA on the 

Stage 2 dataset: 
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Generate Data for EDA  

Where input parameters are, 

 x: Object of class ofsaif 

 data: Transformed Object from Stage 2 

 sample.percentage: Stratified Sampling on the sampling percentage passed 

2.12 Using Feature Selection Techniques 

Use feature selection techniques to perform various data classification operations such as splitting or 

ranking of variables to help create a dataset that is relevant, but much smaller in size, and build 

models for analysis.  

The following techniques are supported in this release: 

1. Feature Clustering (VARCLUS) - (requires third party package GPArotation) 

2. Entropy (Mutual Information) 

3. BKW Decouple 

4. IV (Information Value) 

2.12.1 Classifying Using Feature Clustering 

Feature Clustering divides a set of variables into disjoint clusters. The process starts with all variables 

(standardized) grouped in a single cluster and then split into different clusters. The splitting process 

stops when the number of clusters is equal to the value specified for parameter no.of.clusters or the 

default value specified.  

The default value calculation is shown in the following: 

When each cluster has a total variation of at least 75% explained by its cluster component, and within 

each cluster of variables, one variable is chosen based on the Sqload.ratio (highest), which is 

computed as (1-Sqload.own_cluster)/(1-Sqload.nearest_cluster). 

Select variables using Feature Clustering as shown in the following illustration: 
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Feature Clustering Function Call 

Where input parameters are, 

 x: Object of class ofsaif 

 data: Transformed Object from Stage 2 or Non-Behavioral Data 

 include: Variables to be included for Feature Selection 

 exclude: Variables to be excluded for Feature Selection 

 no.of.clusters: Number of Clusters to be formed 

 proportion: Minimum variation explained by each of Cluster component in the Cluster 

 label: Response Variable 

The output consists of the following elements: 

 Cluster Summary 

 Cluster Members 

 Cluster Loadings 

 Selected Features 

The following illustration is an example of the output: 
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Feature Clustering Output 
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2.12.2 Classifying Using Mutual Information (Entropy) 

Mutual Information (Entropy) variable selection is a measure of the amount of information that a 

variable has about another variable. In this technique, the variables give mutual information that each 

feature has about the response variable (label). 

 

NOTE  Binning in case of numerical variables is done using 
woe from ofswoelr. 

 Higher the value of Mutual Information, greater is the 
information contained by that variable about the 
response variable. 

 

Select variables using Mutual Information as shown in the following illustration: 

 

Mutual Information (Entropy) Function Call 

Where input parameters are, 

 x: Object of class ofsaif 

 data: Transformed Object from Stage 2 or Non-Behavioral Data 

 include: Variables to be included for Feature Selection 

 exclude: Variables to be excluded for Feature Selection 

 label: Response Variable 

The output consists of mutual information for each Predictor as shown in the following example: 
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Mutual Information (Entropy) Output 

2.12.3 Classifying Using BKW Decouple 

BKW Decouple variable selection uses iterative calculation of Generalized Variation Inflation Factor 

(GVIF) for the input features until none of the features exceeds the threshold provided. 

Select variables using BKW Decouple as shown in the following illustration: 

 

BKW Decouple Function Call 

Where input parameters are, 

 x: Object of class ofsaif 

 data: Transformed Object from Stage 2 or Non-Behavioral Data 

 include: Variables to be included for Feature Selection 

 exclude: Variables to be excluded for Feature Selection 

 vif.thresh: Threshold value to be considered for GVIF (2.5 by default) 

 label: Response Variable 
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The output consists of GVIF for each of the Predictor as shown in the following example: 

 

BKW Decouple Output 

2.12.4 Classifying Using Information Value (IV) 

Information Value (IV) variable selection computes the IV for each variable and ranks variables on the 

basis of their importance. 

Select variables using IV as shown in the following illustration: 

 

IV Function Call 

Where input parameters are, 

 x: Object of class ofsaif 

 data: Transformed Object from Stage 2 or Non-Behavioral Data 

 include: Variables to be included for Feature Selection 

 exclude: Variables to be excluded for Feature Selection 

 iv.thresh: Threshold value to be considered for IV (0.1 by default) 

 label: Response Variable 

 

NOTE Higher the IV of the variable, better is the predicting power of the 

variable. 

 

The output consists of IV for each of the Predictor as shown in the following example: 
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IV Output 

2.13 Building Models using OREXV Package 

Stage 2 dataset prepared previously should be passed to OREXV package to perform Model building. 

The following techniques are supported:  

1. ODM NB (Naive Bayes Algorithm) 

2. ODM GLM (Generalized Linear Model) 

3. WOELR (Weight of Evidence Logistic Regression) 

4. XGB (Xtreme Gradient Boosting) 

Before you start, you have to be familiar with the characteristics of the following terms that you will 

use in OREXV: 

 OREXV Classifiers  

 Defines the list of classifiers to be used in cross-validation. 

 Takes hyper-parameters for each of the classifiers as input parameters. 

 Along with hyper-parameters, it also takes: include, exclude and mustInclude parameters. 
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 include=NULL (default): Column names that you must enter into the model or 

algorithm. 

 exclude=NULL (default): Column names that you must exclude (either include or 

exclude should be NULL). 

 mustInclude=NULL (default): Column names that you must use in the model or 

algorithm. 

 

NOTE All classifiers for OREXV are part of the oreclassifiers R 
Package. 

 

 OREXV Control Parameters 

a. col.na.check - Check for the columns with NA values (T/F). Default is T. 

b. drop.col.na.pct - Drop columns with percent of NA values specified. Default is 33. 

c. col.zero.var.check - Check for the columns with Zero Variance (T/F). Default is T. 

d. find.linear.combos - Check for the columns with perfect linear combinations (redundant 

variables) (T/F). Default is T. 

e. min.minority.obs.fold - Minimum number of Minority class to be considered for each fold. 

Default is 50. 

f. auto.data.partition - Enable auto Data Partition (T/F). 

 If this parameter is set to T, the subsequent four parameters will be used as reference 

for computing optimal parameters. 

 If this parameter is set to F, the subsequent four parameters will be used as-is. 

g. auto.feature.selection - Enable or disable Auto-selection of variables. If set to T (TRUE) 

OREXV automatically decides the features that are good to be considered, which is 

dependent on the feature selection technique. Default is F (FALSE). 

h. min.validation.data.pct - Minimum independent hold-out validation data percent (should 

be between 0.1 and 0.5). Default is 0.2. 

i. max.cv.runs.per.model - Maximum of Cross Validation runs per Model. Default is 10. 

j. max.cv.folds.per.repeat - Maximum of Cross Validation per repeat. Default is 10. 

k. data.randomsorted - Random shuffling of data. Default is T. 

l. max.oversample.ratio - Maximum Over Sample Ratio. Default is 10. 

 

NOTE max.oversample.ratio adds an equal number of new synthetic 
minority observation for each existing minority observation. 

 

Perform the following paragraph execution procedures for OREXV operations: 

1. Set the classifiers control parameters as shown in the following: 
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2. Set the control parameters to run OREXV as shown in the following: 

  

3. Create an OREXV trainer object. For example, in the following example, cvrun is a trainer object 

creation function: 

 
 

NOTE The following options are available for validation type cvrun(): 

1. OSIT  

2. OSOT  

3. BOTH (includes OSIT and OSOT) 

 

4. Select data created in Generating Stage 2 Dataset and run OREXV model training on database 

server as shown in the following: 

#Run OREXV 

library(orexv) 

library(oreclassifiers) 

 

orecv_run_status <- ofsaif::runOnServer(x,  

         cvr = cvr,  

         data = B_NB, 
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         osot.data= B_NB_OSOT, 

         feature.select.method = "iv",feature.select.params = 

list(bin.method="auto",bin.brks=20,iv.thresh=0.5), 

#        feature.select.method = "BKW",feature.select.params = 

list(vif.thresh=2.5), 

#        feature.select.method = "VARCLUS",feature.select.params 

= list(no.of.clusters=NULL,proportion=0.75), 

#        feature.select.params = 

list(bin.method="auto",bin.brks=20,iv.thresh=0.5), 

         label="SAR_FLG", 

         id.variable = "CUST_INTRL_ID",  

         include =NULL ,  

         exclude = NULL ) 

NOTE For details about use of runOnServer and to view outputs, refer 
to the R Man pages for runonserver using the command 
?runonserver. 

 

The output is OREclassifierXtrainer object containing the cross validation model results. 

2.14 Using Model Explanation 

Model explanations add additional criteria for model selection, which are important. When you 

compare models and interpret it, working with model-agnostic explanations is easy because the same 

method can be used for any type of model.   

The following techniques are used in Model Explanation: 

 GLM Explanation 

 XGBoost Model Explanation 

 WOE Model Explanation 

 NB Model Explanation 

Where input parameters are, 

 model.group.name: Model group name for which the explanation is required 

 label: Response Variable 

 technique: Model Techniques - ODMglm, ODMnb, xgboost, and OFSwoelr 

 featImp.method: Type of method for feature importance - “permimportance”, and 

“shapimportance” 

 plot.type: Plot theme - “ofs”, by default, using standard R plots. Supports ggplot2 as well, if 

ggplot2 and gridExtra are installed 
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 num.top.featImp: Number of most important featured to be selected for the following 

techniques -  Feature Contribution, Model Response (ICE), and Sensitivity Analysis (OFAT) 

 num.bottom.featImp: Number of least important featured to be selected 

 feature.list: List of features for which Feature Contribution, Feature Sensitivity(OFAT), and 

Model Response is required. By default, it is set to NULL, which means that the feature list will 

be taken from num.top.featImp and num.bottom.featImp 

 on.server: Execution on server side (T/F) 

 serialize.plot: Serialize the plot (T/F). Set to TRUE for execution on server side and return the 

plots from Studio 

 explain.customer.score: Optional Boolean flag to explain individual Customer Score (T/F). By 

default, set to False. 

 customer.id: Customer id for which local explanation is required 

The output is that plots for each technique is rendered in the application. 

2.14.1 Creating GLM Explanation 

Enter the function call details for GLM Explanation as shown in the following illustration: 

 

GLM Explanation Function Call 

The output appears as shown in the following example:  
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GLM Explanation Output 

2.14.2 Creating XGBoost Model Explanation 

Enter the function call details for GLM Explanation as shown in the following illustration: 

 

XGBoost Model Explanation Function Call 

The output appears as shown in the following example:  
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XGBoost Model Explanation Output 

2.14.3 Creating WOE Model Explanation 

Enter the function call details for GLM Explanation as shown in the following illustration: 

 

WOE Model Explanation Function Call 

The output appears as shown in the following example:  
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WOE Model Explanation Output 

2.14.4 Creating NB Model Explanation 

Enter the function call details for GLM Explanation as shown in the following illustration: 

 

NB Model Explanation Function Call 

The output appears as shown in the following example:  
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NB Model Explanation Output 

2.15 Scoring Customer List 

Get a list of customers that you can use to score. The function call is 

ofsaif::getCustomerListForScoring. 

Enter the function call details as shown in the following illustration: 

 

Get Customer List for Scoring Function Call 

Where the input parameter is: model.group.name (Model Group Name for which the list of 

Customers is required for Local Explanations). 

The output displays a list of customers as shown in the following example:  

 

Get Customer List for Scoring Function Output 
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2.16 Understanding Individual Customer Score for Local 

Explanations 

Local Explanation for a Customer score renders plots for two techniques:  

 Prediction Attribution  

 Sensitivity Analysis (OFAT) 

Select a Customer ID from the list of customers output in Scoring Customer List and enter the function 

calls as shown in the following illustration: 

 

Individual Customer Score for Local Explanations Function Call 

 

 

Individual Customer Score for Local Explanations Output  

2.17 Using Model Evaluation 

Evaluate Models using plots rendered and compare values (high, medium, and low) for the various 

techniques (GLM, XGBoost, WOE, and NB). The following plots are available: 

 Prediction Decile Plot 

 Confusion Matrix Plot at different Cut-offs - F1 Score, Precision-Recall, and Kappa 
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2.17.1 Evaluating Prediction Decile Plot  

Enter function calls in the paragraph as shown in the following illustration to render Prediction Decile 

Plots and evaluate the Models: 

 

Evaluating Prediction Decile Plot Function Call 

Plots are rendered as shown in the following example: 

 

Evaluating Prediction Decile Plot  

  

 

Evaluating Prediction Decile Plot Model - Techniques Comparison 
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2.17.2 Evaluating Matrix Plot at different Cut-offs - F1 Score, Precision-

Recall, and Kappa 

Enter function calls in the paragraph as shown in the following illustration to render Matrix Plot at 

different Cut-offs and evaluate the Models: 

 

 

Evaluating Matrix Plot at different Cut-offs - F1 Score, Precision-Recall, and Kappa Function Call 

Plots are rendered as shown in the following example: 

 

Evaluating Matrix Plot at different Cut-offs - F1 Score, Precision-Recall, and Kappa Plot 

 

 

Evaluating Matrix Plot at different Cut-offs - F1 Score, Precision-Recall, and Kappa - Techniques Comparison 
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2.18 Benchmarking and Evaluating OSOT Performance Matrix 

Benchmark and evaluate OSOT performance in the Models created by using the details in the 

following table:  

Test Description Expected Result 

AUC Area under the ROC Curve - a test for ranking power 

of a score system.  

It is equal to the probability that a classifier will rank 

a randomly chosen positive instance higher than a 

randomly chosen negative instance.   

ROC curve is created by plotting the true positive 

rate (Sensitivity) against the false positive rate (1-

Specificity) at various threshold settings. 

Sensitivity or True Positive rate measures the 

proportion of actual positives (in other words, 

having a condition, such as BAD), which are correctly 

identified. 

Specificity measures the proportion of negatives, 

which are correctly identified (for example, GOOD). 

 Random model: 0.5 

 Perfect model: 1.0 

 Acceptable: 0.7<AUC<0.8 

 Excellent: 0.8<AUC<0.9 

 Exceptional: 0.9<AUC<1 

KS test Kolmogorov-Smirnov (KS) Test  draws a cumulative 

BAD distribution curve (BADs in deciles <=n/total 

BADs) and a cumulative GOOD distribution curve 

(GOODs in deciles <= n/total GOODs) against the 

descending ordered scores. The max vertical 

distance between the two curves is checked. 

Observations: 

If the score is sorted in descending order (smaller 

the value on the x-axis, higher the score, as in 

AIF4AML), then KS figure gives a sensitivity curve 

and a (1- specificity) curve for each of the sorted 

scores or ranks. 

If the score is sorted in ascending order (smaller the 

value on the x-axis, less is the score), then KS figure 

gives a specificity curve and a (1- sensitivity) curve 

for each of the sorted scores or ranks. 

Expect most Bad to be 

concentrated on the first or 

second Decile. 

Rank Ordering Actual BAD=1 rate in each decile and the average of 

the risk score in each decile is computed. The 

average risk score in each decile is in the descending 

order as the data is already sorted in the descending 

order. The actual BAD=1 rate in each decile is 

computed and if found in the descending order the 

model is said to be rank ordered. 

Confirm rank order. 

Lorenz Curve Lorenz Curve is drawn between the cumulative 

percentage of BAD accounts ((BADs in deciles 

<=n/total BADs) and the cumulative percentage of 

ALL accounts. 

The curve should reach the 

ceiling fairly early. 

https://en.wikipedia.org/wiki/True_positive_rate
https://en.wikipedia.org/wiki/True_positive_rate
https://en.wikipedia.org/wiki/False_positive_rate
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Test Description Expected Result 

Cumulative Lift 

Curve 

Lift= (Percentage of the BAD=1 in the deciles)/ 

(Percentage of BAD=1 in the whole population of all 

the accounts) 

For a decile, if the lift is more than 1, then the BAD=1 

ratio in the deciles is above BAD=1 ratio in the whole 

population. 

Interested in lift>1 deciles. 

Population 

stability index  

(PSI) 

Compute observed and expected BAD rates for all 

the deciles, and then calculate PSI as shown in the 

following equations: 

PSI: ∑(𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑑 − 𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑) ∗ ln(
𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑑

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑
) 

 No significant shift: <0.1 

 Minor Shift: 0.1-0.25 

 Significant shift: >0.25 

2.19 Deploying Models 

After model evaluation, you can deploy models for each of the required model groups using the 

paragraph in the notebook.  

Deploy the model by entering and executing the function as shown in the following:  

 
 

NOTE For details, prefix the function name with ? and access the R 
Man Pages. For example, ?deploy.   

 

The deployment makes an entry in the table AIF_DEPLOYED_MODEL_GROUPS. 

2.20 Viewing List of Applied Transformations 

View the list of applied transformations for the selected model groups by entering and executing the 

function as shown in the following: 
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NOTE For details, prefix the function name with ? and access the R 
Man Pages. For example, ?deploy.  

 

The transformations selected would be applied on the prediction dataset.  

2.21 Updating the Transformations' List 

Remove the transformations that are not useful from the object class ofsaif and update the list. Enter 

and execute in the paragraph the update transformation list function as shown in the following: 

  

 

NOTE For details, prefix the function name with ? and access the R 
Man Pages. For example, ?deploy.   

 

2.22 Saving the Run Definition 

After deploying the model and updating the transformation list, save the run definition. This function 

saves the ofsaif object, which has the complete training information and will be used in predictions. 

The class object is stored in the ORE data store. 

Enter and execute the following function in the notebook paragraph to save the run definition: 

  
 

NOTE For details, prefix the function name with ? and access the R 
Man Pages. For example, ?deploy.   
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Send Us Your Comments 

Oracle welcomes your comments and suggestions on the quality and usefulness of this publication. 

Your input is an important part of the information used for revision. 

 Did you find any errors? 

 Is the information clearly presented? 

 Do you need more information? If so, where? 

 Are the examples correct? Do you need more examples? 

 What features did you like most about this manual? 

If you find any errors or have any other suggestions for improvement, indicate the title and part 

number of the documentation along with the chapter/section/page number (if available) and contact 

the Oracle Support. 

Before sending us your comments, you might like to ensure that you have the latest version of the 

document wherein any of your concerns have already been addressed. You can access My Oracle 

Support site which has all the revised/recently released documents. 
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