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4. ZNICOMTUAQ14IZRE SN TS EEHELET,

A BRYI—0 - FETIOTANTAIZTIEALET,

B. T#mI 20J)vyoLFET,

C. TEME) 27T, TO¥ Ry y bl OENNVI14THLCEEHRELET.

View your active networks

QOracle Dual Port 10Gb/25Gb SFP28 Cloud Ethernet C... - W Primary Properties 5 |_
‘ General | Advanced | Driver I Details I Evernts | Power Management ‘ Networking |Shanng |
The following properties are available for this network adapter. Click Connect using:
the property you wart to change on the left, and then select its value
on the right. %F Oracle Dual Port 10Gb/25Gb SFP28 Cloud Ethemet Contr et
ety
= - 55
o = o
ggiagi%asd T OMaad =l 4 i This connection uses the following tems 21
E_ﬁ::raurd m;;ﬁ:ﬂm Il % Client for Microsoft Networks ps
p =
i Pkt = gﬁle and Printer Sharing for Microsoft Networks
Large Send Cffload V2 (|Pv4) g & Link-Layer Topology Discovery Mapper 140 Driver
Large Send Cifload V2 (IPvE) T . Link-| Topal Di R e
Locally Administered Address O nk-Layer Topology .\scuvery Sl
Masdmum Number of RSS Process! «4. Intemet Protocol Version & (TCP/IPvE)
Maximum Mumber of RSS Queues of & Intemet Protocol Version 4 (TCP./IPw4)
Maximum RSS Processor Number =
Network Direct Functionality
Prefemed NUMA node pd
Priority & VLAN kad
Install... ‘ ‘ Uninstall | Froperties
M5
Description
Allows your computer to access resources on a Microsoft
network
=
=
See also

ER:FEVRATLEBEB LGOI TIESLY
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5. H—/\—I[THyper-V&EEIZA VX F—ILLET,

6. (BEFIEIDHRT + A8 A VARV REBREYBLET,

Hyper-V D& X

1. HyperVI¥®*—Tv—%BEET,

2. RERA YvF THR—Tv¥—FFALVT, External& LVS ZBTOET L LVorERvSwitchZ /ERE L
9, 22— MIORBIESRIOVZENZT S £ T a3 DA EERLET,

=i Virtual Switch Properties

MName:
IExtemaI

Motes:

Connection type
What do you want to connect this virtual switch to?

@ External network:
Orade Dual Port 25Gb Ethernet Adapter #2 v
[] Allow management operating system to share this network adapter
Enable single-root I/0 virtualization (SR-IOV)

O Internal network

(O Private network

VLAN ID

M7 2 XADEK

BEORTY (&, BET7IVEXAXEFERAL THyper-VIZZF X b2 T 704 3 558ICOHABLE
TY, COARZHEALLEMESE, ROBEIZRF v TLTLEEL,

Windows DHCP. DNS# & U'Microsoft Loopback Adapter® 4 > X b—IL & &K UHERL

1. ROWindows#ezx= 4 VX F—ILLE T,
e DHCP
e DNS
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2. Microsoft KM-TEST Loopback Adapter (A—Hh 54 XENf=)—FNv ¥y « Ry kT—
D -T7EITET, FRIOEKICER)EA VA M—ILLET,

AL TIARIR—Uv—&RETFET,

Best match

Device Manager
I control panel

Settings

B. ¥—N\—(TNAR -V )—DJEMZER IV VILT, LAY N—FIzT7DiE
my ##ERLFET,

C. D«4H¥—FT, T8 A7 a3 E&8RLET,

Add Hardware

The wizard can help you install other hardware

The wizard can search for other hardware and automatically install it for you. Or, if you
know exactly which hardware model you want to install, you can select it from a list.

What do you want the wizard to do?
(O) Search for and install the hardware automatically (Recommended)

(® Install the hardware that | manually select from a list (Advanced)

< Back Nexd Cancel

W
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D. #7323 DURKRT, TRy b I—=H9 FHETR—] #ERLFET,

Add Hardware

From the list below. select the type of hardware you are installing

If you do not see the hardware category you want, click Show All Devices.

Common hardware types:

ﬂ Modems ~
§ Multi-port serial adapters

L IPCMCIA adapters

E Portable Devices

i Ports (COM & LPT)

*4] POS Barcode Scanner

B pOS Cash Drawer

- PO5 HID Magnetic Stripe Reader v

< Back Nexd > Cancel

E. ZAIDOKRY - X T IMicrosoft] Z#EIRL. HRIDHKR Y- X T IMicrosoft KM-TEST
Loopback Adapter] #:#RLET,

Manufacturer Model (o]

Intel =) Microsoft Hyper-V Network Adapter

Intel Cerporation 4 Microsoft IP-HTTPS Platform Adapter

Mellanox Technologies Ltd. =4 Microsoft ISATAP Adapter

Microsoft "
B oo o Tt b Tirmm il o B i ehimmn

3 This driver is digitally signed. Have Disk...

Tell me why drver signing is important

F. AVAR—=IL- D4 F—FELRTLET,

3. Hyper-VOODNS/DHCPA >4 7 = —XIZEIY B THIPT FLATIL—TNRv Y - 7E TR
EREAELET, CCTlE. TIAHILEDT— DA ODNS7 FLRIEEIY HTHLTL
fZ&Ly,
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COBEERTISTOERT, ROEEV/RTENFET ., ERLTHEDY Tt A,

Microsoft TCP/IP x

The DNS server list is empty. The local IP address will be configured as
! the primary DNS server address because Microsoft DNS server is
installed on this machine,

ZDA VA =)L, PowerShellCRITTEFT ., COBREERITITHRI YT HFE, X
DESIZHBYETS,

SinternallIpBase="<IP address range with CIDR>"
ShvIp="<IP Address of Internal Hyper-V adapter>"

Sinstance=$ (ConvertFrom-Json $ (Invoke-WebRequest

( “http://169.254.169.254/opc/v1/instance/” )) .Content)
Svnics=$ (ConvertFrom-Json $ (Invoke-WebRequest
("http://169.254.169.254/0opc/v1/vnics/” )) .Content)

$secondVnic=""
SprimaryVnic=""
SsecondAdapter=""
SprimaryAdapter=""
SloopAdapter=""

foreach (Svnic in $vnics) {
Svnic.macAddr = $vnic.macAddr.replace(":","-") .toupper ()
if (Svnic.nicIndex -eq 1 -and $vnic.vlanTag -eq 0) {
$secondVnic = Svnic
} elseif ($vnic.nicIndex -eq 0 -and S$vnic.vlanTag -eq 0) {
SprimaryVnic = $vnic

foreach (Sphys in Get-NetAdapter) {

if ($secondVnic.macAddr -eq S$phys.MacAddress) {
SsecondAdapter=S$phys
Rename-NetAdapter -Name $phys.Name -NewName "External-HV"
continue

if (SprimaryVnic.macAddr -eq S$phys.MacAddress) {
SprimaryAdapter=S$phys
Rename-NetAdapter -Name $phys.Name -NewName "Primary"
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continue

SloopAdapter=$phys
Rename-NetAdapter -Name S$phys.Name -NewName "Internal-HV"

Update-Help -Force:S$true

$intPrefix=$internalIpBase.split ("/") [1]
SnetPrefix=$secondVnic.subnetCidrBlock.split ("/") [1]

New-NetIPAddress -InterfaceIndex $secondAdapter.ifIndex -IPAddress
SsecondVnic.privateIp -PrefixLength $netPrefix -DefaultGateway
$secondvVnic.virtualRouterIp

New-NetIPAddress -InterfaceIndex $loopAdapter.ifIndex -IPAddress S$hvIp -
PrefixLength $intPrefix -Confirm:$false

Start-Sleep 10

Set-DnsClientServerAddress -InterfaceIndex $secondAdapter.ifIndex

- ServerAddresses "169.254.169.254"

Set-NetAdapterAdvancedProperty -Name * -RegistryKeyword "*JumboPacket" -
RegistryValue 9014 -NoRestart

Enable-NetFirewallRule -DisplayName "File and Printer Sharing (Echo
Request - ICMPv4-In)"

$SnrTargetPortal=$ (New-IscsiTargetPortal -TargetPortalAddress 169.254.2.2)
Get-IscsiTarget -IscsiTargetPortal $nrTargetPortal | Connect-IscsiTarget -
IsPersistent Strue

SnrDisk=Get-Disk | Where-Object {S$_.IsSystem -eq

Sfalse} Initialize-Disk —-Number S$nrDisk.Number

New-Partition -DiskNumber $nrDisk.Number -UseMaximumSize

- AssignDriveLletter

SnrPart=$ (Get-Partition -DiskNumber $nrDisk.Number | where-object {$ .Type
-match "Basic"})

Format-Volume -Partition $nrPart -NewFileSystemLabel "hvsystem"

- Confirm:S$false

Install-WindowsFeature -Name "DHCP" -IncludeManagementTools
Install-WindowsFeature -Name "DNS" -IncludeManagementTools
Install-WindowsFeature -Name "Hyper-V" -IncludeManagementTools
- IncludeAllSubFeature -Restart

AR CORVYTETIEE. =Ty - FHETREA VA b—LEhFEEA, ORI YT+
EETTBHNC. BEOGUIZERALT, L—TN\yy - PETRERES VR b—ILT B SESH
BYET, W—TNRNv Y - FETREA VR =T BRI, COKS3LGRI) T LOERTERIT
LELTLESLY,

4. A RBAVAEBEHLT. BEOYAULET,
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Hyper-VZ7 X FHORER Y kT —9 DR
1. HyperVI3x—I ¥ —ZHEET,

2. REXAMyF IH+x—T¥—%FUVT, Internal& LS BRETOH L LIREVSwitchZF/ER L F
T, MRy FT—1 AT 3 U &ERL T, %kIZEDNS/DHCP7 # FA2 & L THEK
L f=Microsoft Loopback Adapter#:#iR L &9, EEBFIRL—TFT4 V5 PXTFLIZZD
FYRI—Y FPETE—DRBEHAT D AT a3V EERLET,

wha Virtual Switch Properties

MNarne:

|Inberna|

Notes:

Connection type
What do you want to connect this virtual switch to?

(@) External network:
Microsoft KM-TEST Loopback Adapter ~

Allow management operating system to share this network adapter

() Internal netwark
() Private network

WLAN ID
[ Enable virtual LAM identification for management operating system

Remove

o SR-IOV can only be configured when the virtual switch is created. An external
wvirtual switch with SR-I0V enabled cannot be converted to an internal or private
switch,

Canca

3. AVRBVADRY FI—VEHREREET,

3IDDRY RT—=D - A2A3T2—RDHY. TDS5ED1DhvEthernetf 2 T —X T
T, TRE £ D SRILAfFLVIzVEthernetf 42 J 1 —ADEHEHEET,
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I Network Connections = | = -
+ | E' < MNet.. » Metw.. » v & | | Search Network Connections 0@ |
Organize ~ ji 4 E (7]
o~ Hyper-V o~ Primary
L..{,”e Enabled L.V”e Network
@7 Oracle Dual Port 10Gb/25Gb SFP2... @7 Oracle Dual Port 10Gb/25Gb SFP2...
.L. vEthernet (External) .L. vEtlhernét. (Internal)
o Network o= _ Unidentified network
=4 Hyper-V Virtual Ethernet Adapter ... = Hyper-V Virtual Ethernet Adapter ...

4. NICTETLEDOERLFIET. WADVEthemnet7 # T2 DMTUZE14ICEELFET,
CCTHEHBEHLENTLCESL,

Hyper-V4* X b FADDNS$ & 'DHCPD#RL

1. DNSOBEB7 T UHr—avERE, Y—N—%2F2) v LT IFAanTa] #&RL
9,

3

= DNS ©h
File Action View Help
e 2@ XE Q= PFES

% DNS H Mame
4| Ca-yprarnamenu f=
b q Configure a DNS Server...

B[ F MNew Zone...
> R Set Aging/Scavenging for All Zones...
p T

b d Scavenge Stale Resource Records
Update Server Data Files

Clear Cache

Launch nslockup

All Tasks r
View 3
Delete

Refresh

Export List...

Properties

Help
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2.

(20— —] 27T T#R&E1 #7')v o LT, 169.254.169.254MD T > k') #4ER L

£9. FODNAERENFLEAD. EAHABEEDRETT,

C4-VCN1-HYPERV- Properties

L+

Debug Logging | Ewvent Logging I

Monitaring

Interfaces | Farwarders | Advanced |

Root Hints

queries for records that this server cannot resolve.

Forwarders are DNS servers that this server can use to resolve DNS

IP Address
169,254,169, 254

Server FQDN
<Unable to resolve>

Use root hints if no forwarders are available

3. #BHZEREFLCDNSZHEELET,

4. DHCPEET7 JU/7r—LavzREET,

5. —nN—%ZRELT NPv4] Z2HY Uy L.

b

File  Action

View Help
Y I EETEEY
@ DHCP Contents of DHCP Sern

4 ﬂ cd-venl-hyperv-

i | Scope[192.168.11.0]
4 i.'“‘“"' = :

B Display Statistics...
MNew Scope...
§ New Superscope...

FLLWRa—F) #8RLET,
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6. Hyper-VIZRIRL:IP7 FLADEHEEZFERAL TRAI—T&2ERLES. COTOEXRIC

FALTWA3DDERICKRS 7 FLATHIBLET .

Scope [192.168.11.0] Internal Properties

B

General |DNS | Network Access Protection | Advanced |

j Scope

Scope name: Intemal

Start IP address: I'IS‘Z. 168,11 . 4
End IP address: |'|92. 168. 11 . 254

255 256 . 255 . O

Subnet mazk:

7. Ra—TJ&#EB L5, EOFESF—I 30 - RAUTEFDODROA—TEZERL.
THFToav) 72XV EEREL )OI LT AT a ol #&RLET,

8. TRaA—FHFav) #4704 Ry AT, DNSHF T3 %EEIRL.,
DHCP/DNSIZ:EIRL=IP7 FLREZAHALET,

Length; 24

Scope Options

3

General | Advanced

Available Options |

Description | ~

[ 005 Name Servers Aray of nam |
006 DNS Servers Amay of DN

- ad |
Remove |
Up |

Down

[ 007 Log Servers Amay of MIT
[ 008 Cookie Servers Amay of con v
<| ] [ >
— Data entry
Server name:
I Resalve |
IP address:

oK || Cancel

Apply

rxa—
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9. TFIATEELGEAF>ar) OFT.

M219 SALA#HIIL— k] ZRRL T, (RIER)X

DIL—+ZEEBMLET, BMIL—T 125 - 5— DA (DRG)EZRHET HZDHDVCN
PRy FIT—=I08HBBEIE. VCNF— b2/ OIL—F2— - T RFLRAZFERALT, Fh

5HZZTCTAALEY,
a5k TR L—43—
0.0.0.0 0.0.0.0 FIHIL DT — k9 AINATIZSIF EBIR

LEIP7 FLXR

VCN#y kT—2 % |[VCNOxRy F<RY

VCNT— b+ A /IL—2—IZEIFEBRL
=IP7 FL R

Scope Options

General | Advanced

B

Available Options
[ 074 Intemet Relay Chat {IRC) Servers List of IRC 5
[ 075 Street Talk Servers List of Stree:
[ 076 Street Talk Directory Assistance (STDA) Servers  List of STDA
121 Classless Static Routes Destination, K4
£ 1] >

Description | ~

Data entry

The table below lists the static routes to enable for the scope
options. Click Add Route to add a route to the table. Click
Delete Route to remove the selected route from the table.

Destination Mask Router
10,5000 2552552550 192.168.11.2
10.50.1.0 2552552550 192.168.11.2
0.0.00 2552585255255 19216810
Add Route... | Delete Route

10. ¥R ZERF L CDHCPZBEEH L FY,

A JLsS—Hyper-V& X kDR

1. Hyper-VI 32— v —%FE. 1D[Ehvnat EWVWVSEEIT, £ 3 1D(Ehvrouter& V54
HIT. HILOWMZ2DHERLE S, VMIZROBMEZEZERLFET

2 DVM
=RIEE4196MBD A ) —(BIRIA E!) —)
SHERVSWitch~AD v kT — &k

JOvs - R kL— - FRL RIZ$H HVHDXAIZ100GD4EE (EE (ED: K51 )
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2.

3. L—bk 2=y ELTER

ERLT=5. hvnat VMZZERL T M&/EI ZBRLET,

ENTOZGLEAVEYVNICOERZRGEL T,

FA4 705 - RYIRATRDATY TEETLET,

A EQFES—ar - RLUT,

B.

fRIELAN IDZE%ICT D] Fx vy - Ry I REERLET,

C. A4S YVNICOVLANIDZEAALET,

% Hardware
4[] Add Hardware
& Firmware
Boot from File
il Memary
2048 MB
B Processor
1 Virtual processor
= @ 5CsI Controller
w Hard Drive
windows-guest. vhdx

= [ Network Adapter
External

Hardware Acceleration

Advanced Features

% Manansment

4. EOFET—23r - RALUT,

T2 —5E1 OTF)ERRL T,
TO

0 Network Adapter

Spedify the configuration of the network adapter or remove the network adapter.

virtual switch:
| External

VLAN ID
Enable virtual LAN identification

The VLAN identifier specifies the virtual LAN that this virtual machine will use for al
network communications through this network adapter.

[ 4

Bandwidth Management
["] Enable bandwidth management

# Hardware
m Add Hardware
& Firmware
Boot from File
il Memaory
2048 MB
I} Processor
1 Virtual processor
= ¥ SCSI Contraller
i Hard Drive
windows-guest. vhdx
= E‘ Network Adapter
External

Hardware Acceleration
Advanced Features
#® Management

L | Name
windows-guest

i

\*=| Integration Services

Some services offered

Checkpoint File Location
C:\ProgramData\Microsoft\Winda...
Smart Paging File Location
C:\ProgramData\Microsoft\windo...
Automatic Start Action

Restart if previously running
Automatic Stop Action

Save

Hardware Acceleration
Specify networking tasks that can be offloaded to a physical net

Virtual machine gueue

Virtual machine queus (VMQ) requires a physical network adag
this feature.

Enable virtual machine queue

IPzec task offloading

Support from a physical network adapter and the guest operz
required to offload IPsec tasks.

When sufficient hardware resources are not available, the sei
are not offloaded and are handled in software by the guest o

Enable IPsec task offioading

Select the maximum number of offloaded security association:

4096,
Offloaded SA

Maximum number:

Single-root IO virtualization
Single-root 10 virtualization (SR-I0V) requires spedfic hardwi
require drivers to be installed in the guest operating system.
When suffident hardware resources are not available, netwo
pravided through the virtual switch.

Enable SR-IOV
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5. EDFTEF =23 - RAUT, TBEGHEE (TRy bI7—9 FET2—5E1 OT)
9y LEF, D TMACZ FLR] £33 >T, M #7232 %R0
T. FALTWS AV FYVNICIZEEMITENTLWSIMACTY RLREAALET,
TMAC7 FLRADRT—=D 4 VT BT S Fxzvy - Ry I REERLET,

Advanced Features

MAC address
(O Dynamic
(@) static
[00]-o0]-[17]-[o0]-[17]-[#l]
MAC address spoofing allows virtual machines to change the source MAC
address in outgoing packets to one that is not assigned to them.
Enable MAC address spoofing

6. EOFTEHSF—23 - RAVT, IN—FH9zxz7DEM| . TRYEI—H PETH—]
DIBIZEIRLET,

7. ARy bT—9 - THETEEBML, TI4HLFOREFITRTEDEFEICLET,
8. BHZEREFELET,

9. hvrouter VMIZX{ LT, CCETHDATYTE#HBYEBLET,

BD3D2DEY 23 VOBRT A TLIE, PowerShell CHEITTEFET, RDYUTIL-RH YT
F(hvrouting.ps1)T. CNHEDRTY TEEFTTEITUIL—LERLET,

Function ConvertTo-NetMask ($Scidr) ({
Smask=[Convert]::ToString(([Math]::Pow(2,$cidr) - 1) -shl (32 - $cidr), 2)
Snetmask = @ ()
for($x = 0; S$x -1t 4; S$x++) {

Snetmask += [Convert]::ToUInt32 (Smask.Substring((8 *
$x),8),2) .ToString ()
}

return [String]::Join(".", $netmask)

Sinstance=$ (ConvertFrom-Json $ (Invoke-WebRequest

( “http://169.254.169.254/opc/v1l/instance/” )) .Content)
Svnics=$ (ConvertFrom-Json $ (Invoke-WebRequest
("http://169.254.169.254/0opc/v1/vnics/” )) .Content)
SsecondVnic=""

Sadapter=""

ShvVnics=Q ()

SinternalIpBase="192.168.11.0/24"
ShvIp="192.168.11.3"
SbeginIpRange="192.168.11.4"
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SendIpRange = "192.168.11.254"

foreach (Svnic in S$vnics) {
if (Svnic.nicIndex -eq 1 -and $vnic.vlanTag -eq 0) {
$secondVnic = $vnic
foreach ($phys in Get-NetAdapter) {
SvnicMac = $secondVnic.macAddr.replace(":","-
") .toupper () if (SvnicMac -eq S$phys.MacAddress) {
Sadapter=$phys
break

}
} elseif ($vnic.nicIndex -eq 1 -and S$vnic.vlanTag -gt 0) {
ShvVnics+=S$Svnic

New-VMSwitch -Name "External" -AllowManagementOS S$true -NetAdapterName
Sadapter.InterfaceAlias -Enablelov S$true

New-VMSwitch -SwitchType Internal -Name "Internal"

SintAdapter=S (Get-NetAdapter | Where-Object {$ .Name -match "internal"})
SextAdapter=$ (Get-NetAdapter | Where-Object {$ .Name -match "external"})

New-NetIPAddress -InterfacelIndex S$intAdapter.ifIndex -IPAddress S$hvIp -
PrefixLength $internallIpBase.split ("/") [1]

Set-DnsServerForwarder -IPAddress 169.254.169.254

sleep 30

Add-DhcpServerv4Scope -Name "Internal" -EndRange S$endIpRange -StartRange
SbeginIpRange —-SubnetMask $ (ConvertTo-NetMask

([Convert]::ToIntl6 ($internallIpBase.split ("/") [1]1)))

Set-DhcpServerv4OptionValue —-Scopeld S$internallIpBase.split("/") [0] -DnsServer
ShvIp

Set-DhcpServerv4Binding -InterfaceAlias $intAdapter.InterfaceAlias -BindingState
Strue

Set-DhcpServerv4Binding -InterfaceAlias S$extAdapter.InterfaceAlias -BindingState
Sfalse

New-Item -ItemType Directory —-Path "D:\Virtual Machines"
ShvNetGuests=Q ("hvnat", "hvrouter")
Scount=0
foreach (Sguest in $hvNetGuests) {
New-Item -ItemType Directory -Path ("D:\Virtual Machines\" + S$guest)

New-VM -Name Sguest -MemoryStartupBytes (4* [Math]::Pow(1024,3)) -NewVHDPath
("D:\Virtual Machines\" + S$Sguest + "\" + Sguest + ".vhdx") -NewVHDSizeBytes (100
* [Math]::Pow (1024, 3)) -Generation 2 -SwitchName

"External" Add-VMDvdDrive -VMName S$guest

Set-VMFirmware -VMName S$guest —-BootOrder @ ($(Get-VMDvdDrive -VMName S$guest),
$ (Get-VMHardDiskDrive -VMName S$guest))

Set-VM -Name S$guest -DynamicMemory -MemoryMinimumBytes (4%*
[Math]::Pow(1024,3))
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Set-VMNetworkAdapter -VMName Sguest -StaticMacAddress
ShvVnics[$count] .macAddr -IovWeight 100
Set-VMNetworkAdapterVlan -VMName S$guest -Access -VlanId
ShvVnics[$count].vlanTag
Add-VMNetworkAdapter -VMName S$guest -SwitchName "Internal"
Scount++
}

Set-NetAdapterAdvancedProperty -Name * -RegistryKeyword "*JumboPacket" -
RegistryValue 9014

hvnat# & Uhvrouter Hyper-V4 X k FHOWindowsD 1 > X b—JL & & R
1. hvnat VM&hvrouter VMOMAIZ, Windows 2012 R2% A4 VX h—ILLET,
2. FEFRAMIHLT, RORTYTEEFTLET,

A EHUFYVNICIZEEMTONTWESA U 7 —RAEHELET, ChEETITH
121X, 41 2RV RADRENICOMACTY FLRESEBLET,

B. HEDA VAR VRIZDOWTHEA EN-FEHREFERALT, £HhFJVNICDIP7 KL
A, HITRY M- IRIBEUVTIAN DT — b9z A4 ZERLET,

C. HEEISEIRSINIIPZ FLRAZFEALT, 20BDA V2 7 —REERLET,
e hvnatZ R EZEVCNDIL— b - B—5Fy MZIFT B EFXTES. T4
DT — b A INATIZESE S T 5N T SHyper-VD7 KLAZRET 2HE
"HYET,
e nhvrouter5 R FTIE., EAVHFYVYNICEIIL—F - 2—5y - 7 RKLRIZE
B+, VCNF— Dz A /)L—3 —IZBEER 1T 5N TUL SHyper-VD 7 KL X
*WMBTEIVLENHYET,

HyperV7 ELADA VB 7z —RTETIHIN DT — b Iz ZERTHEIE
TEFHEHAMN,. DNS7 RLRZEIY B THILENHY FT, DNS7 FLRIF.
Hyper-VAODNS/DHCPHEREIZBE&E T (T 5N F-WNE7 FLRIZT ZRENH Y FT,

D. 84 VARZ VAN, VCNOHY TRy DT I+ k- 5— k™ = A4 £ NEBDNS/DHCP
D7 FLAR%ZEPINgTEDZ E, AV —Fy MIERTEDLZHELEY.

E. ARL—FT 425+ VXTFTLALIZ, BEDOWindows/ Ny FE=FTXTEALET,
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hvnat7 X + DHERL

RORATY TERTT BRI, hvnat YA FDTRTORY FIT—OWEBRGETHIEEL TSI L
ZHEELTLLESWL, 2Y FI—9 DT R I, hvnat5 X FOVCNAIDA Y RZ VR E, W
EHyper-VEIO Yy kD —4 « 3—5y FrOWMAELEBETER L ENEENET, BB LpingT R
FC+HTT,

1. hvnat4 A% > A[Z, Routing and Remote Accesst—E X (RRAS)DIL—T 4 V5T DH
FAVAM=ILLET, TOXRTYTIE ROPowerShellav > REFEALT, EEEL
LTERITLFEY,

Install-WindowsFeature -Name “Routing” -IncludeSubFeature
- IncludeManagementTools -Confirm:$false

2. W—TFT 4T )VE—FTHOER-Y—ILERHEFET,

eyl and Remote Access | ]

Routing and Remote Access

8. ¥—N—%HYVIVVILT, TWh—Ta2TEVE— T RROBRAEENEL] EFR
L/ij—o

L) SEIVEl Srauus

b @HVNATH all || wan_1 PP .
Configure and Enable Routing and Remote Access

Disable Routing and Remote Access
All Tasks v [0

Nelete

4. 4= FOFEBR—UT, TR~ EVVYILET,

5 T R—IT, TRy 7= 7FULREH(NAT)] ZFBIRLT., TR~ ZH Uy
9LET,
secure virtual private networs (VPN) Intemet connection.

{* Network address translation (NAT)
Allow intemal clients to connect to the Intemet using one public IP address.

(" Virtual private network (VPM) access and NAT
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6. INATA VA —XRy FEH R—C T, /13—y MIEEEHELTWSSA V2 T —
ZADVCNIP7 FLABHBA VBT —RAEBIRLT, kAl 29)vb LET,

Routing and Remote Access Server Setup Wizard

NAT Intemet Connection
You can select an existing inteface or create a new demand-dial interface for
client computers to connect to the Intemet.

{+ |se this public interface to connect to the Intemet:
Metwork Interfaces:

MName Description IP Address
Extemal Microsoft Hyper-V Net...  10.50.0.68
Hyper-V Microsoft Hyper-\ Net...  152.168.11.1

(" Create a new demand-dial interface to the Intemet

A demand-dial inteface is activated when a client uses the Intemet. Select this
option i this server connects with a modem or by using the Point+o-Point Protocol
over Ethemet. The Demand-Dial Interface Wizard will start at the end of this wizard.

7. T5%T1Z9UV99LFET,

8. RDEENRTSINF-L, BELTIOK] 2V JvILET,

Routing and Remote Access -

Remote Access Service is unable to enable Routing and Remote Access
% forthe probable reason like: unable to open ports for Routing and

Remote Access in Windows Firewall service. In this case RAS may not

accept vpn connections,

User Action: Manually open the port of Routing and Remote Access in

the windows firewall.

BREETHTHAIILERTZIATAYT - Ry ABRERINET,
Completing Initialization

Please wait while the Routing and Remote Access

@ senvice finishes inttialization.

COTOERBEELLGSGEIHEELNHYFT. 100 BERBLTHLEI7RT - Ry )
AWHABWERR, 1 VRS VREBEHLET.
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9. I—T42TEVE—F TR -Y—ILT, Y—N—ZEHEHLT INAT] 29 Uvo L
*9,

V4 FODBRBIC. ROESLGIY MIARTENTET,

5 Routing and Remote Access \;‘i-

File Action VWiew Help

| XE o= HE
% i nteface | Totalmappings | Inbound packd
4 oca
all Hyper-V 0 0
B Network Interfaces %E;pﬂ | 0 0
=3 Remote Access Logging s
4 B IPvd
B General
B Static Routes
B IGMP
B NAT
b B IPvE

10. Hyper-V7 FLREH T, VCNY TRy bDTIAIL b - 5— DA TpingTEBH T &
#HELET, ROBITIX, VCNT— kD x4 $H10.50.0.65T. hvnatDHyper-V7 FL R
[£192.168.11.1TY, PowerShelly 1 > FOZRWLNT, AT FEHRITLET,

e Administrator; Windows Power

oft Corporation. All rights reserved.

dministrator> ping 10.50.0.65

1cs for 10.50.0.65:
nt = 2, Receive
nd trip times in
Om=, Maximum = Oms, Average

dministrator> ping -5 192.168.11.1 10.50.0.65

.0.65 from 192.168. of data:
.50, 0. 65 =

- 50.0. 3

-50.0.65:

1cs for 10.50.0.65:
nt = 3, Receive
d trip times in milli
Om=, Maximum = Oms, Average

dministrators= _

ping -sAY Y K&, EEESINT=A D@?I—Xt)\foping"éiiﬁ LEY,
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hvrouters” X kDK

RDRTY TERTT BRI, hvrouterTRA FDTRTORY FT—IDERFETHEEL TS
CEEHRLTLCESL, Ry FIT—2DO TR MIIE, hvrouter 7R FOVCNEIDA VX2 VR
&, REHyper-VEIQO Ry DT —9 - 83—y FOMALBIETEHIENEENFT, HEL
pingTA FTH+HTT,

1. hvrouterd YRR VRIZATAVLET,

2. PowerShelly 4 v FOZEBEE LTHEEY,

3. RDARUVKEEFTLT, 1 V3 71— RAFKRSIBSER/HELFEY,

Get-NetAdapter

&Hyper-VA4 2 71— ZADifindexBEEEAELET,

4 BHEINEBAUEZTI—RFSICODVTROATV FEERITLT, ThELADA LS
Tz —RICEEZEEBALFET,

Set-NetIPInterface -InterfacelIndex <ifIndex number> -Forwarding Enabled
5. VCNH TRy b EDA VRE VU ADSHyperVA 8 71 —R%pingTE5Z & 2MERT
BTALEFTVET,
CNTHEREETTY.

TAMDA R =)L

FRAR A 2VRRAVRIE, Hyper-VFZ R FDERICEET 2BEDTAOELATSA VA M—ILTEE
ITH, ROEESNHYFET,

Windows{REB< D BEIZ A & > AEFEREL

ROKIZY R FEA TV BWindowsZ R k&, RET LU DEEHT A £ 2 RBE(AVMA) T O+ X
DR LT BH1=8. Windows 2016 Datacenter Hyper-VIZEZH XA h&EA VA F—ILT % Z &HH
BET. MR MMENFET . LnuxPEDMDARL—T 4 2T - VAT LDOEATIC
WindowsD 54 £V RIEHEHY EFB A, WindowsTRY by TDS A4 U RIEZDERTIEH
N—ZNFFADTITEFELZELY,

FRV—TF4 VT - VRFLOIN—Da Y AVMAF—

Windows Server 2012 R2 Essentials K2XGM-NMBT3-2R6Q8-WF2FK-P36R2
Windows Server 2012 R2 Standard DBGBW-NPF86-BJVTX-K3WKJ-MTB6V
Windows Server 2012 R2 Datacenter Y4TGP-NPTV9-HTC2H-7MGQ3-DV4TW
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ARL—=TFT 4T - SRFLDIN—D 3 Y AVMAX—
Windows Server 2016 Essentials B4YNW-62DX9-W8V6M-82649-MHBKQ
Windows Server 2016 Standard C3RCX-MBNRP-6CXC9-TW2F2-4RHYD

NLDF—[FIR/REINTNEEDT, HyperVOEEBFIZHENOLDARL—F 425 - VR
FLIRTDA VA R—ILIZENTY ., EYRACTROFIEEZEFTTSE. YA NETY T4 71
TEET,

1. Ay R-Jovra8BEEBELLTEHLET,

2. ROARVEKZEAHALET,

slmgr /ipk <AVMA key>

3. AvrFr-TJavITrEHALET,

AVMA®DEEMIL. altaro.com® J A4 %% Hyper-V Automatic Virtual Machine Activation in
Windows Server 2016] #ZB LTS,

BEET7ILEADT X K
BEE7IVEADHT R ML, BEDOHyper-VZ/ R FDERIZMAZ, =Y FT—OBROEHHLL
2hHYET,

1. BEEZ7IEADHF A MIVNICEFERT S0, 41 > X F—JLENZ. &5 X FIZVNICZE
YU TEIBRENHY ET, VNICIEX, £7F, Hyper-ViIRZX b EDNICIZEY HTTLESL,

2. VNICZT742vyFLIzb, TOVNICIZET 2 RDEREINELFT,
o IPPRLR, YTy DTIAILE - F—boz4, BELUH TRy b - TRY
o MAC7 FLZX
o VLANZ Y

3. HFRAR ARL—FT 42T - SRTFLEA VA M=ILT BD, BEDSAFELTA Y
R—rLET, ¥R FZE5EVSwitch(ZHERE L E T,

4. FTRLEEETHENIC. TAMEERLT I&E) 20UV v I LFET,

5. ATy JITHERLI-EHMEEMAL. TR’E) §4707 - Ry IV ATRORATY TR
TLET,
A EDFTEHF—L 30 - RAVT, TR MI—=D 7PETE—5E 20y I LFET,
B. MRIELANIDZE%IZT S Fxvy - Ry I REERLET,
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C. VLANIDZAALZFEY,

% Hardware
ﬂ’ﬂ Add Hardware
& Firmware
Boot from File
[l Memaory
2043 MB
B Processor
1 Virtual processor
(= ® 5CSI Controller

@ Hard Drive
windows-guest. vhdx

= [ Network Adapter
External

Hardware Acceleration
Advanced Features

4 Mananamant

6. ENFES—Lar - RAUT,
Ta—5#1 OTF)EV YU LT,

LET,

',';\ Network Adapter

Spedify the configuration of the network adapter or remove the network adapter.
Virtual switch:

| External v

VLAM ID
Enable virtual LAN identification

The VLAN identifier specifies the virtual LAM that this virtual machine will use for all
network communications through this network adapter.

[ 4

Bandwidth Management
[] Enable bandwidth management

A Hardware
4}1]1 Add Hardware
ik Firmware
Boot from File
Wi Memory
2046 MB
n Processor
1 Virtual processor
= E¥ SCSI Controller
& Hard Drive
windows-guest. vhdx
= Ef' Network Adapter
External

Advanced Features

% Management

L] Mame

windows-guest

Integration Services

Some services offered

(3] Checkpoint File Location
C:¥ProgramData Microsoft\Windo. ..

(s

%é Smart Paging File Location
C:¥ProgramDataMicrosoft|Windo. ..
§) Automatic Start Action
Restart if previously running
I8) Automatic Stop Action

Save

7. EQFEF—3r - RLUT,

Hardware Acceleration
Specify networking tasks that can be offloaded to a physical net

Virtual machine queue

Virtual machine queue (VMQ) requires a physical network aday
this feature,

Enable virtual machine queue

IPzec task offloading
Support from a physical network adapter and the guest operz
required to offload IPsec tasks.
When sufficent hardware resources are not available, the se
are not offloaded and are handled in software by the guest o

Enable IPsec task offioading

Select the maximum number of offloaded security assodation:

4096.
Offloaded SA

Maximurm number:

Single-root IO virtualization
Single-root If0 virtualization (SR-I0V) requires spedfic hardw;
require drivers to be installed in the guest operating system.
When sufficient hardware resources are not available, netwo
provided through the virtual switch.

Enable SR-IOV

[IN—FY9z7 7O +€5L—421 (TR I—H 7H
[SR-IOVZEZE#HIZT B Fz vy - Ry X%EFER

BEGHEE (TRy FD—92 7HT2—5E8] OTF)

#9)vo LET, HEIDO IMACZ FLR] 92 3a>T, T#M A7 3 %&IRL.
FRALTWAtEAYFUVNICIZEAEMFENTWLWAMACT FLRAZAALET, TMAC
FELRADRT—=24 VT %8MF3] Fzvy - Ry I REERLET,
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Advanced Features

MAC address
(O Dynamic
@) static

MAC address spoofing allows virtual machines to change the source MAC
address in outgoing packets to one that is not assigned to them.

Enable MAC address spoofing

8. MEBRY bT—Y - THTLEEML, TIAILIDREFITRTEDEFICLET,
9. BEZEREFELZET,

10. ¥R FEREILET, ChAAHFLLA VR F—ILDBEIE. FRALTWAARL—T 1>
G DRTLDERIZHE ST, BMIPERZERTAE55AMEBRLET, 4 VR—
FDBEIX, BMIP7 FLABRIZHES LS, 2y RI—9 A VA TJx—XEBERL
9,

M. LinuxARL—T 425 - DRTLEA R M—ILT BIHEIE. Hyper-VEED K54 /3D
A— FARBRELZHZEAHY FT, BHEDLNUXT A A RJEa1— 3 DOMIE. Microsoft
MDWebt A T, _[Supported Linux and FreeBSD virtual machines for Hyper-V on
Windows| #ZB LT Z&LY,

FIET7 O EADT X k
ME7IVERADTA DOy FD—VBREHEOVOTILTT, METIVEADT X CE2ERT S
BRIE. RDHAA FSA4 IZHREVET,
o SR IME., HERVSwWitch T/t 7% <. REBDHyper-V4w k7 —4-vSwitchDA~DT I £ R
THETARENHYET,

o S RMIFEICDHCPE#FERAT HINELAHY FT, M7 FLANRELEEIL. XA D
MAC7 K L X #Hyper-VAR—ZXDDHCPH —/\—R[ZDHCPF#1& L TEER 3 5h. XD
FHREFERALTY R &R L. DHCPIZRRA ZBMLET,

o IPZFRLR:EIYHTONEIPTFLR

o FYRIRV:IPHTRY DRy FIRY

o FTIHIEHF—F9xA:hvnatd YAE Y ADHyper-V7 KL X
o DNS: /\A /8—/\{ HFDHyper-V7 K L R (%IF EERL L 7=DNS/DHCP)

o VCN¥— kA (hvrouter) D7 FLRAEHT., VCNH TRy FOFDMDAE R v
FT—5ADIL— FEFEFTEM
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R4 HHyper-VH—/N\—LEDH X FREIZCE T HEEDODEIIL

ZOTOLRTIE, BET7YI EXAARXTHyperVH—/A—[24 VR h—)LENE=HFR A, BID
Y—N—LEDHTRMEFTHITHOYERY TESHELSIZLET, Oracle Cloud InfrastructurelRIE £ A H
COEREBERMISRLTWS ., BET7IVEAAXDOSZAMIZOTOERELEHY T A,
ROEIZ, COBBOT—FTIFvERLET,

Bwailability Domain 1
5 10.0.0.0/16

00,10 Windows DataCanter Ed
Hypar-\

ORACLE CLOUD INFRASTRUCTURE (REGION)
AD3

W Submetz
10.0.2.0/24 Windows DataCenter Ed
Hyper-y
Mot BM.Standardz52  Cuest

BM.Standard2 52

FE
i

e e e e e e e e
e i i e i e e e e e i NG

Drestination CIDR Route Target
172.16.0.0/16 172 20.00/16

1721600016

172.20.0.0/16 | NalesyEiiet i}

| |
¢z E_
=
S s

0.0.000/0 Internet Gateway 0000/

ZO7OtR(E, BELVCNTHREL TLWST R TOHyper-VH—N\—IZERATEE T, HBATIL.
Hyper-VH#—/\—[&Svr1 &£Svr2M2D T, ZNENDT X FDIPT7 FLRIE2DDELZEHTH D
EIRELET . COFIEEERTT BRI CORITA b - R—=NX—THALL-TOEXZFERALT.
WA DHyper-VH—N\N—%EBHT I2LENAHYET, COTOERXZEHMIBT HH1IC. ZHyper-V
H—N—DFRFPYH TRy b, BEFMITLONTLNSRY FYRXY . hvrouterDIP7 KL A &4
ELTHEDELIHYFETS,

1. SVrMMODHCPHY—/N\—%BEET,

2. THyper-VHZ' R FFHMDDNSH &K U'DHCPDO#ER] THERLE-Ra—T%#ERLFT,

3. TRA=F AT av) #4705 - Ry REME. MM SALAHNIL—) %
BIRLET,

4. ROIL—MEBREANLET,
o BHE:SVRICHRESNATVWAST R FDIPH TRy
o RARV:SVREDHTARDIPH TRy k= IRY
o NL—A—:SvrIZE EnfhvrouterDIP7 KL R

5. ¥H%ZEELTCDHCPZEBREELET,
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6. SVMTEITLTWEIRTHDS R CDDHCP)—REE#HLET,

7. SVr2MDHCPH—N\—%KEFT,

8. THyper-V5'X ~FHDDNS# & UDHCPDHERK I TR LIzRa—T&#ZBRLFET,

9. TRaA—=FFFLav) 4705 - Ry RAZMAE. MU SALABHIIL—F] %
BIRLET,

10. RDIL— FEHREASILET,

e BBE:SVMLEDTRFDIPH TRy k
e WARV:SVMEDHFRAMDIPH TRy k- IRY
o J—AB—:Svr2IZfEf S Nf=hvrouterDIP7 FL R

1. B ZREL TDHCPZEBEFBLEFY,

12. SV2TEITL TSI RTDT A FODHCPY —RZEHLET,

EHyper-VH—/N\—OVCNDIL— b RIZEFXF 2T - URMEID MY EERLTHIEEIL.
INT. &Hyper-VH—N—DF R FEITEETEDLLSITHYET ., BRICMZ Z2BENHD T
DtDHyper-VH—N—FnENITIL—T 4 VJ1ERZEMT H5Z & T, BEMOY—N—ICZDE
TILVENRTEET,

RT = AFWERBAVREIVR - BALTE ARL—F 4205 - VRATLOT T r—avsk
TIOATEHBIHRINDIAETEHYETNS., ChoDAEEFERATEHAVVKREZCHY FE
9, Windows Serverh’—f§# T dH 5IRETIEL. Hyper-VIRTH R FDEEZBRAICHR— T 518
AEDEHNEEZELEL, ZORTA b+ R—/X\—TiHA L I=Hyper-VOT FOA F%TlE, &
INBDOHRMTEDERZEZY SV RICHETESEIFTHL, LAY— - FRL—F 45T - VRTF
LETFTIOAFTEHENAEINTE Y. CPULERAMDEIAZREB T S HAIEETY ., FLT.
CZOWTNEI 50 FERICBITLENSITSZENTEET,
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fFERA: Hyper-VL ) hT 704

EE: KICHRARIZ& S, Hyper-VL T hZBEATE20EF, MET7IVEXAAXTSI VA F—LERFTR
FDHTY .

FDMDINA IN—NAHF ER L & 512, Microsoft Hyper-V# & L TOracle Cloud Infrastructure¥®
BICHFRAMEERT DI EEAEETT A, YR MIBE—EER LAY ET, Oracle Cloud
Infrastructure’z ED Y 5 FIREIFBECEEHDHHERRBETI N, ZLD1—HF—H, 79—
O—FOAAMELEESKRABGEEERRT DL, BALSTAEHA)DMHEABEL LKL TL
9, BALGHAD#EEYR— 9 571z, Oracle Cloud Infrastructure ©l&. Hyper-VL 71 h %
ERAL T, 220OHyperVA VRAA VAMTL T Y r—2 a3 VEBEREREILITESLSITH>TLET,

Hyper-VL 7'1) 71 [&Hyper-VOMRAAHEEET, ChEMATHLICKY, R bL—D - JY—RFE
HELTIT, FUSAVTHRM A RL—TF 42T - DRTLEZ—FY b VRTLIZLTY
T—bTEET, Hyper-VLTY HlE, V—R - X FOEREN—F - T4 X9 (VHD)NDZE F BB
TV, TNAODEELZTCPR Y FI—VEGRET, LIVH - 4—Fy b LTHELTWLS
FEEDHyperVH—nN—IZLTYH5—FLET,

C D8k T, Oracle Cloud Infrastructure RIZ{ERL S 4112 D DHyper-VA > X 42 > X[EIZ. Hyper-
VLT hiEREHIL 570X EHALET, CSTHRATEIIOERIE. 70 TLIR -4
U AHB U AM50racle Cloud Infrastructuref Y X2 D RIZTFFAA Shi=L 7Y AICHLBHATEZE
ERS

B
CNTOERERH;EBYICHEESESIZIE. ROHREHZHE-ITVENHYET,

e U= ADLTIADGEEIE., COERTA b R—IN—D A VDEH THALT- &
BY. 28DOHyper-VH—/N\—%F TAOA LET, Oracle Cloud Infrastructure 4> 7L =
AMBDHyper-VL T H - 4—45y b ELTHEELTLSIBE., BEXLHyper-VH—/3—
[F1EDH T,

o Y—REHZ—HY FDHyper-VA4 VAR VAN, WARTEHKIN TS EE2HEELTL
2E0, EHETR ME, BEApIngTHA T,

o Y—REHZ—Hy FDHyper-VA VR B VAT, KRR MR EMMRTEEHILEHERLTL
k=] AW

e H TRy AT, TCPR—I80&443%ERATEALS5IZLET, Oracle Cloud
Infrastructure@ ¥ 2! T4 - URA FEETIHERLTLEE,

o L TJYUADHyper-VFX FRADYRY b1 & LTHEESE SIZIE, :BINDOracle Cloud
Infrastructure Block Volume&R k L—2 - iR 2 —L%ET AR v F$B5h. HyperVAL X432
VRIZTAYFENEBREOTOYY - AL—2 - RYa—LADT 1 LY b EHE
LET,
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Hyper-VR2—4 Y k + £ VA B U ZDER

HyperVA4 YR A2 VR %&T7AOA LTTRA LG, ROFIEEFEALT, LTVr—2 320
B—5y b THBAVAZ U RITHyper-VL 7Y hZE#ERBLET,

1. Hyper-VIY®— ¥ —%#HEET,

2. ERIOARAL 2 THyper-VIRR bEHS 1) w49 LT, THyper-VDEKE] ZERLET,

3 Hyper-V Manager
| 58 Hyp g

z File Action View Help

le=|z@E i

ﬁ Hyper-V Manager || ,7
ime s Virtual Machi
I
d E New ¥ [
o Import Virtual Machine...
-E Hyper-V Settings... "’
d Virtual Switch Manager...
g Virtual SAM Manager... ﬂ:S_
.
Edit Disk...
.
Inspect Disk...

(&

Stop Service
Remove Server

Refresh
View b

Help

l I

3. THyperVORTE] #4705 - Ry ADERDARA T, TLTYHr—> 3 0l
#79)woLET,

E] Hyper-V Settings for HY-1

X Server
] o Virtual Hard Disks
C:\Users\Public\Documents'\Hyper-...
J = | Virtual Machines
C:\ProgramDataMicrosoftiWindo. ..
8 Physical GPUs
Manage RemoteFX GPUs
[ nuMa Spanning
Allow NUMA Spanning
ﬂ‘l Live Migrations
Mo Live Migrations
ﬁ Storage Migrations
2 Simultaneous Migrations
I; Enhanced Session Mode Policy
4 Mo Enhanced Session Mode

i Replication Configuration

Not enabled as a Replica server
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4, HEEDODRAUT, TLFYVHH—N—E¢LTCDAVEL—E2—ZHAMN-T5] Z]IRL
E3CIN

Eﬁ" Replication Configuration

Enable this computer as a Replica server.

Authentication and ports

5. TEREEAR—Fbk1 €9 32T, [KerberosZERAT SHTTP)l ZRIRLET,

TCPR— FDIEIFBONDFEFIZLET,
that the ports you spedity are openin the firewall.

IUse Kerberos (HTTP):
Data sent over the network will not be encrypted.

[] Use certificate-based Authentication (HTTPS):

EE: COBHTIE, TAZER—XDRIHTTPS)MNTEEETIT A, FOHEDHREIZDOLTIEZOD
RIA b R=R—DHEEEBZ TLVET, Windows Server 2016I1= 8 [+ ZEEBAE T O/ X DE
MIZBE9 5. Microsoft DB F¥ 1 AV FESHBLTLEELY,

6. [EEBLipteE €/ avT., MBELEY—A—DEOLTVr—2a v EHT 5]
FTLavERRLET.

Authorization and storage

Spedfy the servers that are allowed to replicate virtual machines to this
computer,

(O Allow replication from any authenticated server
Specify the default location to store Replica files:

D:\virtual Machines

® Allow replication from the spedfied servers:

| Primary Server Storage Location Trust Group |

FE: RBREEhETRTOY—N—DoDLT)r—2avEHad 5] LEELETH, &
FalTs ELOEEMSHEESNEEA,

7. Tl EVUVILET,
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8.

10.

TRETV MYDBEM 47045 - Ry D R, ROBEHREZEMLET,

o T4 -Y—/)X—: ThiF, LTYHBEHRDOY—R - —/"\—TF, BHREHD—
BELTHRR FRDERTHERLI-RA FETT,

e LFUHD-IT7ALDEFR: LT HDE—4 Y FDHyperVA Y RB VRICT R YF
ShTWEMDTAayY - AbLb—2 - R)a—A, FEIEIDAVRAREZDRADT
54 X JHyper-VFZR MZTF7 Ay FEINTWETAYY - A bL—2 - R 2a—L~AD
TIWISRTT, T— bk - RYa—LELTYHDERELTHERALBEVTL S,

o EEINL—T:LTVHr—2 3 BEADGSMEDHyper-VA VA2 VA E#HAT HE

BEDUN—TRTT, WARDLTYr— 3 U&algEIZT 3581, V—RELS—
YDA VRAEVRABT, CORRZE—BIEILELRHYET,

=i Add Authorization Entry X

Specify the primary server:
i |hv-2.nu:i-test.local

You can use wildcard characters in the fully qualified intemationalized domain

" name, such as * <FQIDN>.

g
3| Specify the default location to store replica files:

_ | D:WWirtual Machines . Replicas® |

Browse...
Specify the trust group:

AR |

Trust group identifies a group of primary servers within which a given primary
virtual machine can move.

Cancel

TOKl 22wy LT, TLFUTr—SavoiEml £72avn TOKl #2UvysL
F9,

RRSNIBREAvE—2D TOK] &0y I LET,

Settings *

Configure the firewall to allow inbound
traffic.

Ensure the inbound TCP exception for port "30" is
enabled in the firewall. If you are using Windows
Firewall, enable "Hyper-V Replica HTTP Listener
(TCP-In)" rule.

[] Please don't show me this again

1. Windows®a > bA—JL /SR T, Ry bD—H¢HEFELVE2—] 2HEET,
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12. 94 FODETIZHSD Windows 7 7L 74—l 99O LET,
See alzo
Internet Options

n Windows Firewall

13. TWindowsZ2 74794 —J)L] D4V F9T, THMERTEl 27y LET,

14. T2F2 ) T4 oRIESH-Windows T 7L 7o +—Jb] V1«2 F T, TZ{EOHREAL
EUUvILET,

15. RORY V)= 3y MIRRINTWAELSIZ, RYB—)L- T2 LT, 220
Hyper-VL U h#RBIZRDOTFE T, RAIZEARRLTEI Vv I L. TRUOARE]
ERIRLET,

¥ Hyper-V Management Clients - WM (TC... Hyper-V Management Clients  All
Hyper-V Replica HTTP Listener (TCP-In) A e
Hyper-V Replica HTTPS Listener (TCP-In} All

Enable Rule

ISCSI Service (TCP-In) Cut All
Key Management Service (TCP-In) - : All
£ mDNS (UDP-In) e Al

Netlogon Service (MP-In] Sees All

Metlogon Service Authz (RPC) Help All
Metwork Controller Host Agent (TCP-In) reerwork conuoner must Ag., Al

16. TWindowsZ7 74 7oA —JL] D4V FROE@mAELELEHALET .

ZNT., $8ELT=HyperVA Y RABVAD LT HEZETHELS. 1 VREVANRESIET,
BARDL T r—> 3 oEFHMCT HEEIE. V—XDHyperVA YV AAVATIOTOER%E
BYRLET,

Hyper-V4 R + DR

2 —4y FDHyper-VA VR A2 U REEBLIz5, 2—4 v FOHyper-VA VR A2V RIZL T ir—
FF35&5. YV—ADHyperVA4 VA2V RARDT R FZEHICHEBRLET,

4> 7L 2 XM 50racle Cloud Infrastructure~®M&F X k « LY 5r— 3 U DFIREIE

# > 7 L 2 XA 50racle Cloud InfrastructurelZ L 7 r— k&N =5 R blE. 2y FT—2 R
ALY« RT—B X, DNSERIZCE>TIH. WOV DBROEENDLELRIGENHY FT,

T 74 bDERKTIX. Oracle Cloud InfrastructureI®ERIZER S-SR MK, Ry bT—5 D
1D2DVSWitchIZ LM TV A TEFE R A, RLHIRA. 72 TLIRDA VX E U AH B0racle
Cloud InfrastructureHyper-VA4 Y R 2 XL T r—rShf=F R ML BERHINET,

Oracle Cloud InfrastructurelZ L 7 — b =15 E&. vSWitchhAEH T2 v FEnTWBA 2T
LERADTRABMIE, FY R T—=9 - A 2BT2—XM1DULDEWNSH, BEABEICKRY FT,
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FAA I28MLTE=4 R k&, Oracle Cloud InfrastructurelZL 71— b LTz, FASL Y - OV
FO—FICEETEHVES. RAOBENRET AL HYET, FASVITSMLEZTR
k % Oracle Cloud Infrastructure®Hyper-VA Y X2 D RIZL T r— 3 B5E8F. LATUUN
RKEWT E, FEERASUNYIREINTWS Z ENRRADRIIDMEZEEET 511, Oracle
Cloud InfrastructureRIZF 54 <) « KALA Y -aY b A—=5, NI TV TDORALY -+
O—35., FEEERMYERAORASY - O FAO—S2 KT R EE2BEHLET,

KAALDIZBMLTWEWS R b, £EWindowsEISA DS X KHADNSH—E X ZFAHAL TULVS
BEREEIC. TAMDRRX FBOBRVEKRKT HHEENH Y F£9, Oracle Cloud Infrastructure A1
ER SN RAAL Y - H—EZADOYR— T, Windows DNSH—EZXAMER SN TULRENMEEIC
. BRBERBLET, FMINF—N—RIZFX FEDEGEHIFT 520, DNSEFET
BRAL. LTUAICEIVETOATLWAREDIPT FLAA., @t)EDNSY—VICEELKEASH
TWAILDHRELEBOHLET, RRMRZEELERT 5120, DNSOFEITOEFH I/
B BGENHY 9, ;. Oracle Cloud InfrastructureDNSH—E X Tl&, Hyper-VE7F=I&
ZDMDHNEDNSH—EZXNSDEFHNIE L L BFE I NG LHZITFITShFEE A,

Hyper-V45 X + D#ERK
ROFIEIZH->T, BT A MEEBRELETS,

1. HyperVIY#—Lv—ZBWNT, LTIV — T E535RXMEBIRLET,

2. ATORA VT, TLFUF—2avEBRTE 0V v I LET,
AN, T E’ MOvEL.

.:j Export...

-L Rename...

EE Enable Replication...

5 ﬂ Help

3. DAY —FDRYDR—IT, RN 2V VILET,

4. ROR—=TT, TLFYHHY—i—] Ry Y RIZZ2—4y FDHyper-VA >R H 2 ZADK
ArBEAAL, RN ZVUVILES,
Specify the Replica server name to use to replicate this virtual machine. If the Replica server is on a

failover duster, specify the name of the Hyper-V Replica Broker as the Replica server, Use the
Failover Cluster Manager on the Replica server to find the name of the Replica Broker.

Replica server: |=m Browse...
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AR V—REZ—5Y FDHyperVA VR A D ABDBIEIS —IE. KA FEOFERNELRR
TYo. IT—DRELIGEEIE. RYVRICAALERR FEH, TOEHELRKRR G THRT
EHTELEMRLTLCESY, HEYICERKT 2-HICFQRDNAREIZEZHEELNHY ET, Fi=.
Y —RXMDHyper-VA A2 U REZM, THyperVE—4 vy b+ L VRBVADER] OFIETEL
CEHBALf=. BRIV MJDEMATY ITRELELDIZ—HIT IHEAHYET,

BIEICHYNTSE. TERNSIA—FDEE] R—UARTENET,

HH Enable Replication for test-centos-1 x

B Specify Connection Parameters

Before You Begin Replica server: |:w—2.oci—test.lncal

Spedfy Replica Server
PEdy Ko Replica server port:

Spedfy Connection

Parameters Authentication Type
Choose Replication VHDs (®) Use Kerberos authentication (HTTF)

Configure Replication Data wil not be encrypted while being transmitted over the network.
Frequency

Configure Additional i
Recovery Points

Choose Initial Replication
Method

Summary

Compress the data that is transmitted over the network,

< Previous Finish Cancel

5. TKerberosBBiEZ AT H(HTTP)] AT a3 U ZR#IRL., TRy FI—ORATEES
N=-F—2Z2FEHETE] Fzvy - Ry I RZBIRLT, TRA] 29 VI LET,
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6. THOFAMIEEMTOLNTNERTIRTOVHDZRIRL T, T&RA] U9 oLET,

~ 1 Artions

Before You Begin
Spedify Replica Server

Spedfy Connection
Parameters

hoose Replication

Configure Replication

i Frequency

Configure Additional
Recovery Points

Choose Initial Replication
Method

Summary

ﬁﬁ Enable Replication for test-centos-1 *

bEli Choose Replication VHDs

Clear the chedk boxes of any virtual hard disks (VHDs) that you do not want to replicate (for example,
a VHD used for a dedicated paging file).

Mot replicating certain VHDs, such as the operating system VHD, could resultin the Replica virtual
machine not starting up properly.

Virtual Hard Disks:
D:\irtual Machines\test-centos-1\test-centos-1.vhdx

< Previous Finish Cancel

7. LIV =L a v OBEEERLT, TR~ 2909 LETS,

8. REYHEERS Y FOBERRLFTTS, BHOEERA V FEERLIZIBAIX, VSSH
ToavEBRLGOTREEL,

~ 1 Arhons

Before You Begin
Spedfy Replica Server

Spedfy Connection
Parameters

Choose Replication VHDs

Configure Replication
il Frequency

Choose Initial Replication
Method

Summary

‘dﬂ Enzble Replication for test-centos-1 X

i Configure Additional Recovery Points

You can choose to store only the latest recovery point of the primary virtual machine on the Replica
server or to add additional recavery points, allowing you to recover to an earlier point in time.
Additional recovery points require more storage and processing resources.

Configure additional recovery points for this virtual machine

(@ Maintain only the latest recovery point
() Create additional hourly recovery points
291

< Previous Finish Cancel
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9.

ML TV r—2avmAEELT,
WL, WYL TV =23 vDRTDa—LERRICEE TERLET,

vy LET,

L ArTIOns

| ﬂﬂ Enable Replication for test-centos-1

i Choose Initial Replication Method

Before You Begin
Specify Replica Server

Specify Connection
Parameters

Choose Replication VHDs

Configure Replication
Frequency

Configure Additional

Before replication can start, an initial copy of all virtual hard disks that you selected must be
transferred to the Replica server.

Size of the initial copy of selected virtual hard disks: 3.13 GB
Initial Replication Method
(® Send initial copy over the network
(O send initial copy using external media
Specify the location to export initial copy.

Ao E—%2%y FJ—VBATERET S &F
ISET1 %7

Recovery Points

Choose Initial Replication
Method (7)) Use an existing virtual machine on the Replica server as the initial copy.

Summary Choose this option if you have restored a copy of this virtual machine on the Replica server.

The restored virtual machine will be used as the initial copy.
Schedule Initial Replication
(®) Start replication immediately
() Start replication on:

4/11/2018 3:00 AM =

< Previous Finish Cancel

FTCICLTVS— B EEBRLEBEIE. LTUS—FLTWLSS X kDHyper-V
YHR—T¥—I2, ROESLIV MIDBRERENFET,

<
Checkpoints

EIE% test-centos-1 - Inttial Replica - (/11,2018 - 1:53:00 AM)
e e Now

test-centos- 1
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Y—RERZ—5y FDHyper-VA4 VA2V ABTOD 7 A JLA—/\—

EULVBRDH BRI, COBRZFERLT,. 1 YRV RZFHTLTYHA - 245y MIT7zM4IL
F—N—FB23LENHYET,

B 4—4 Y FOHyper-VA YRAVRIZT T LA —NR—LI=FR AL TL I REENSDS R

B,

4> 7L 2 XH 50racle Cloud Infrastructure~®% XA k - LTS5 —S 3 VOHIBEIE] (TR

FERTLSFIREEDNOHRTY

RDOFIEZFERAL T, HyperVFR bELTUH A VREAVRIZT A NA—N—LET,

1.

2.

Y—R A VAB U ADHyper-VI +—P vy —%FE, Hyper-VFR L &#EZFILELET,

Hyper-VI #+—2 v —TH R FDABIRSN-RET, ATORA T ILTYr—2 3y
FRVVYILT, A=-a—nb5 TRHEIZz—IA——] ZERLET,

TEST-WIn -
4 Connect..
E3 Settings...
Replication Planned Failover...
®) Turn Off... Pause Replication
® ShutDown... View Replication Health..,
T ® save Remove Replication
Il Pause -

BB 7 z—)IF—n—] 54705 - KRy Y XT, ERAOREEICEET. T72z—L
F—nN—RICLTVr—>a 0FAERET S Fzvy - Ry VR, [7x—)LF—
N=RICLT) AREIDVEZERT S Fxvy - Ry IR, FHLEZOMAEERL
9, TDE. [Fx—NF—n—1 0 ) v I LET,

5% Planned Failover bt

Click Fail Owver to start the planned failover process for test-centos-1". Any changes on the primary virtual
machine that have not already been replicated will be replicated, and the Replica virtual machine will be
prepared to start.

Reverse the replication direction after failover.
Start the Replica virtual machine after failover.

. Prerequisite check
Checl: that vitual machine is tumed off. Mot Started
Check Replica virtual machine state. Mot Started
Check corfiguration for allowing reverse replication. Mot Started
Actions
Send data that has not been replicated to Replica server. Mot Started
Fail overto Replica server. Mot Started
Reverse the replication direction. Mot Started
Start the Replica vitual machine. Mot Started

o
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RYTRXCYRAFPENTWNBRRATYTIDIEIZL T r—2avhETEIR, EXTYTD
BT E5 74— NV IRRTEINET, LTVT— a3 UhBITHE, RDAY
t—UhARTEINFET,

nnt alreacs haon ranbestad will o renbeatad  and tha oo satal ms

Planned Failover *

o Failover completed successfully.

Virtual machine on hv-2.oci-test.local has been started
successfully.

Close

TR LEFTDHyper-VA D RARADRIZT A NA—N—LEBTIZIX. 2—4 v FDHyper-V4A >
RAVRIZATA VL, SOTAEREFHIZTVET,
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