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console=ttyS0, 9600 rd.luks=0 rd.lvm=0 rd.md=0 rd.dm=0 ip=dhcp
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ISCSI Commands & Information close

IP ADDRESS AND PORT
169.250.2.2:3260
C_om B AR R
VOLUME IQN
ign.2015-12.com.oracleiaas:ada/fea3-e4c5-457b-b806-39db2c951754
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Configure iSCSI to maintain a persistent connection between the Instance and this Block Volume between reboots:

sudo iscsiadm -m node -o new -T ign.2015-12.com.oracleiaas:a4a7fea3-e4c5-457b-b806-39db2c95£754 —p 1€

sude iscsiadm -m node -o update -T ign.2015-12.com.cracleiaas:ataifead-e4c5-457b-bB06-39db2c95£754 -1
A

Copy

Log on to ISCSI:

sudo iscsiadm -m node -T ign.2015-12.com.oracleiaas:ada7fea3-ed4c5-457b-b806-39db2c95£754 -p 169.254.2

4
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URL=http://169.254.169.254/0opc/v1/vnics/

baseAddress="curl -s S${URL} | Jjg -r '.[0] | .privatelIp'’
PHYSDEV="ip -o -4 addr show | grep ${baseAddress} | awk -F: '{gsub (/"I
\NET 1L \tl1s$/,"",$2);split ($2,0ut, /[ \tl+/);print out[1]}"'"

echo S${PHYSDEV}

EE . ZOFDOURLIE, Oracle Cloud Infrastructure Compute * 2 ¥ —4 - ¥—EXD—ETY,
AET—B - H—ERE, 1 VREVADERICET HERERBLET, COFRICIEZ, URLT
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echo "16" > /sys/class/net/${PHYSDEV}/device/sriov numvfs
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3. A—HYRY b - TNARADT ) Y BT — FEvepalZlBELET, InteldA —H Ry b -
W—FIZE, 2 A UDTNAREESVFEDREZBEMIZTY v T HHEELHY T,

bridge link set dev ${PHYSDEV} hwmode vepa

FEBHIDIETAL - ARL—T 127 - VATLTHERTHEMDA 2 T —REERT
BIZE, LTOFIEZRYEBLET,
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BEREVFNALOMGEI S LELTEFTT,

6. VF&, RIST D1y bT—0 - THNAADEHEBRLET,

ip link set ${PHYSDEV} vf <VF number> mac <MAC_ address> spoofchk off
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ethtool -i ${PHYSDEV} | grep bus-info

&1

ethtool -i ${PHYSDEV} | grep bus
bus-info: 0000:13:00.0
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lspci -nn | grep -i virtual

10 | INSTALLING AND CONFIGURING KVM ON BARE METAL INSTANCES WITH MULTI-VNIC



&1

lspci -nn | grep -i virtual

13:10.0 Ethernet controller [0200]: Intel Corporation 82599 Ethernet
Controller Virtual Function [8086:10ed] (rev 01)

13:10.2 Ethernet controller [0200]: Intel Corporation 82599 Ethernet
Controller Virtual Function [8086:10ed] (rev 01)

13:10.4 Ethernet controller [0200]: Intel Corporation 82599 Ethernet
Controller Virtual Function [8086:10ed] (rev 01)

13:10.6 Ethernet controller [0200]: Intel Corporation 82599 Ethernet
Controller Virtual Function [8086:10ed] (rev 01)

13:11.0 Ethernet controller [0200]: Intel Corporation 82599 Ethernet
Controller Virtual Function [8086:10ed] (rev 01)

13:11.2 Ethernet controller [0200]: Intel Corporation 82599 Ethernet
Controller Virtual Function [8086:10ed] (rev 01)

PCI7 F L R[dport number:slot number.function numberTY, fz& ZIE. HED
IV hJIE7 FLAA3:10.0TT,

o HR—F&ES:13

e ROV IEF:10

o HWHES:O0

AR TNAROT FLREBETIHE., BETERHEIA—X - TS RICEEFITENTILNSVF
21X, BEOPCI7 FLRAEIY HTHN, FHTHERDHDIRN—R - T/ RIZEEFM TSR TL
BVFIZIE. FHMOPCI7 FLAMEIY B TohFES, LOFITIEPCIZ FLAAM3:00.0, OF

UIBHTY,

C. 16ENR—R -7 FLRAZ10EERICERLES, =& ZIE 13.10.01£19.16.0127%2 Y
FJ,

D. R—Z 7 KLR%E, VFIZBERFONTNESY kT—2 « FIRAR - T7A LIS
9 BIntelDERBIFET I+ —< v FLET,

enp<port number>s<slot number>[f<function number>]

&1

enpl9s16£0

FE TN ROTRBETE., VFOHEEBSHNODIGE. fT MINTIYEBTOATER
ShFERHA, T0EH. COFITIEEREDT/INA R » 774 )LIZenp19s16TT,

11| INSTALLING AND CONFIGURING KVM ON BARE METAL INSTANCES WITH MULTI-VNIC



E. VFT/3A4 X%down, up. down, uplZE&E L T. BYIHEMACT FLRATT /A R %48
BLET,
ip link set <VF device name> down
ip link set <VF device name > up
ip link set <VF device name > down

ip link set <VF device name > up

INT, VFRY bT—9 - TINLAZADMACT FL AN, VFERIZEEL-7 FLRE—
BL., E55HBIRLEZUNICIC—ET BET TT,

7. VLANR J&FERT A2 7 —REERLET ., RIFERBELEZTNARX - T74)LH
FEHRATEETA. ELLWLANLIZHY FEHA, VFLTEEVLANEZRET S L L OHET
TH., VLANZ Y YT ELEFERETEHHDIC, X7 - AR A 2V RZVAEREHFREEL
Ty bI—UFFL2ICUEY FLBETNEGSHBCBEYET, ShERITDHIZIE. VNIC
VLANIZEIEDY VO REA VR T —REVFRY FT—9 « TINA RIZERLET,
LW B D —REERT HEITTT,

ip link add link <VF network device> name vlan<VLAN tag> type vlan id <VLAN tag>

ip link set vlan<VLAN_ tag> up

VLAN (<VIAN tag>) T/N\A R(E, TR EDA VR b—)LHIZFERESNET/NAIRTT,
AEERMOTHELTLEZEL,

EE:COFIBEFHUTIL - RV TRIZHAESATEY., FATAVYNICEZRIRL T, fEESh-IFRICE
DWTHERZETTEIIENTEET, HBREIA VRV MY - T7AILIZHEASHh, EBBICENLEFERT
BERYRT—Y - RAYIEEREELL BT DI ENTEZET, =L, BEHLTLWETRTORSY
ThERK., CORTY TEIEED=Z—XIZET AN ESIMNIRIETEEE A,

ATV T3 KIMTR DA VR =)L
AVRBVADERITERT 5HEE. 1 VREVREEDE S ISR LIS E > TREY
FY,
o FOoRKFHLWARL—TFT AT - VRATLTHLWIRAEA VA —)LL, TOISO
AbIE—FS
o FHIHBHADARL—TAUT - DATLAHLMN LS VR F—LENTIKET. BIF
DA A—=TEAL R— T B

AR F=ILAISONL 7R FOSZTA VR F—)L

ZDHETIH. A VR M=ILAISONSH LW R CEERLET ., COFIEERTT HEHEICIE.
FRTDRIANDBTRTEL>TEY. UNCISAT YU RDBTRA MDA VR F—ILEEIZF R b
[CEMTELLSICLE-TVRIRENHYET, COFIETIE. COTFRMMIEL>THERASND
FYRT—=D A UATI—RETTIZERALTEY., FEDOIIU L -Raor2TOYY -
TNAREIDVRLTWS, ZLTHRHFICEZNIOYY - TNRNARADBBEIYIV FEND
K5I, Jetc/fstabZ PAINIZELWI Y FUMRHBZEBELTVET,
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XDODaAT FZErootk LTEITLET,

1.

SSHEMFRALTAR7 - A2 - A VAR VRAIZEHZ L, AT SHVYNCAIZSSHEVRILE
AWT., YRAFDaAVY—)LIZEHKLET ., ik, sHEEGETHEE Lz/R—F (59XX)
T9, Mac/LinuxTHR—k « o RILERALC FEZEZRDFIZRLET, WindowsDiFE .

A—A - R—b - FURILDOEREFEFISSHISA T b YT bz 7THRELTL
=&y,

ssh -L <VNC port>:localhost:<VNC port> opc@<public IP of BM instance>

ARL—TFT 427+ DRATLDA VA R—=LAISOL RS A4 /1\DISO%E., AT+ A7) - A
VRAVRIZAE—LEY, JE—KIF. FREERETLHTOVY - TNA XD, BR
BICISOA A —DEREFT DL SITERLERAEC T« LY FUEETT, ZZTIE.
ISODFT RTIZH L T/usr/local/share/images&#{ER LE L 1=,

TFAMDT— b= RSATERBERBT A RV EEBLET,
gemu-img create -f raw <path to block mount point with file name>.img

<size of virtual disk in GB>G

REIZHDHclF. RIEEAME LTCBZERAT 5 &LV S gemu-img~DIEETY . Sl
gemu-imgdmanN—I E#SBL T2 &L,

TRALEBUFAAVEFEBLET . FASVIE KIMRTY R FERFSS32TFT
To RALMVEERTEE. REN—FDZTICDODVWTHTRMDINSGA—ENESHEST
WEMNZEKVMIHEET A LICRYET, BAITE2TERDHD FA A VRZRRLE
Yo TAMDKRR FRIC—HTHIVERFHY EEA,

virt-install --arch=x86 64 --name=<domain name> --ram=<RAM in MB> --cpu
Haswell-noTSX \

--vcpus <number of CPUs> --hvm --video gxl --nonetwork --os-type
<linux or windows> \

--noautoconsole --boot cdrom,hd \

--disk <ISO location>,device=cdrom,bus=ide \

--disk <ISO location #1>,device=cdrom,bus=ide \

--disk <virtual disk path>, format=raw,bus=virtio \

--graphics vnc, port=<VNC port>,listen=0.0.0.0, password=<password>
NS A—RIZHT HIEEER:

o EmHDISO location? F'1&., T— FISOD/IREELHENHY F£9,
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2&B DISO_location? J'l&, AARL—F 425 - VRTFL A VA F—ILD—E
ELTA VR MN—ILTERENHD KSANDNREZETCHENHY FF ., Windows
NIZFE. Thld/usr/share/virtio-win/virtio-win.iso&E T ABHENHY FF, =
DEFEDISOIZIE, RbL—D, AEY— XY FT—Y - TNARITBEBEHE AN
NIRTEENET,

BIMD RS A NABRELFEEF, 3TEDISOFEML., RODCDROMA A —S%<T ™
DhTEFET, IMODTNARIE, 41 VA F—ILEICHIBRTEET, COESLT
NARERAL D SHEIBRT BFIBIZDONTIE. QEMUElibvitd) K¥ 1 4> 2SR
LTLEELN,
--nonetworkZHELTWA I EITEFELTLESW, Xy FI—VDOREFZIFOT
VESAUTIRHEETES. FAMVDERRICTNA RZENT ABENHY FT,
VNCHR— k&, BTREHTHEELEZR—FTT, 32 V—ILIZIEFNRRT—FEHRET
5ZLLBBOHLET,

ARL—F 4045 « VRFAITvirtioR FL—2 - NAD FSA N EWNMGEF,
DEBDITEBEIGENR - 34 TICEERZETS, FRATELINR - 24 TEEHH
Y. virt-install@manXR—[CRBEF S TLET,

KD TRTYTL: FAAADRYRT—D - TINAADTEYF] FTAFYTLET,

BEDA A =MD TR ROSEA ViRk—k

EABREDA A —CFA VR— T BRICIE. ARL—TFT 2T - SRTLEEDELSITAY
Ab=LLi=hé, KIMBBOEBEHRICHE LTS A—DICHT H2EENARENE IMITK - T,
REBEENHYET, COFIETIE. VNICEZT TIZERLTEY., EORY FT—Y - (424
T—RAARBEUVL2A TE#FERTIHNEBRELTNT, RYMICHELFNIRESE (JRvY - T/
AADIIVEGE) PIRTETLTWEAERELET, Ffoi 41 A—D - T7MUDBITART
ELULWERX (KVYMRAWZE=IXqcow2) THBZ &, HAWELTF7FAILERT - A B )L - A VRAE
VRICAE— LB TERTOELRANEITEINS Z ELHIHIRTT,

RO FZErootk LTEITLET,

1.

SSHZFERLTAR7 - 2B - A VAR VRIZEHE L, THATSVYNCAHIZSSHM Y RILE
FAWT, YA EDaVY—ILIZEHKELET, Thik. AHREHTHEE LER—F (59XX)
T9, Mac/LinuxTHR—k « FoRILZRALHEZEZRDFITRLET, WindowsDiIHE .

A—Al K=t FORILDERFEIESSHY SA T b YT bz 7THEELTL
k-1 AW

ssh -L <VNC port>:localhost:<VNC port> opc@<public IP of BM instance>

RETARIDAA—2 - T7ANLETOYY - ARL—2 - TINARIZAE—LET,
WY TIXGEWATREEAH D=0, IL— bk - THRARIZIEF T E—LLZOTLESLY,
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3. FALNEEBU A VEERLET,
virt-install --arch=x86 64 --name=<domain name> --ram=<RAM in MB> --cpu
Haswell-noTSX \
--vcpus <number of CPUs> --hvm --video gxl --nonetwork --os-type
<linux_ or windows> --noautoconsole \
--disk <virtual disk path>, format=raw,bus=virtio \

--graphics vnc, port=<VNC port>,listen=0.0.0.0,password=<password> --import
INTA—RICHT HIEFR:

o BALHIMDEMTISOZA A—VITTRYFTEILENHIEEET. RDLIGITE
BRIZEMLET,

--disk <ISO location>,device=cdrom,bus=ide \

o A*A—VIZBEBORBETARIUDHBHGEE. BRITY RTEHBDvirtual disk
path’ﬁ'é*ﬁ'i LTIEFEICURMLET,

o --nonetworkZFBELTWAIEITEELTLESL, Ry FI—JDEEAZEIED
IVESAVUTIIBETET., FAMAVDERRICT/NA RAZEBMT Z2BELHY F

ERS
o VNCHR— K, HREHETIEELRAR—FTY, A2Y—ILIZIFENRT—FEERET
HEELBEHLET,

o ARL—F 42T - DRAFALIZvirtic A RL—2 « RZAD KSA NGB WNESIE,
DEBDITEBELLGNR - 3 TITBEMRZFET, FHTEENR - 24 TEZHH
Y. vit-install@manXR—(ZEE&H S TULVET,

4. D AT T4 FAALADEY FT—D0 « TINMMADTEYFI FTAFYTILET,

ARTFYT4: RKALADIY R T—D « FTINAADT R YF
FAALVEERLES, BREORY N T—H - FNNARAETAYFLES, Yy bT7—4H - 44
JIZIE CCTHEUGAEICHE > TLEEL,

hostdevry kD —7%

1. BELVUNICIERZINELET,
o MAC7 KL X
o VLAN%Z %
o VFOPCIAR—+ES. ROy FES, BLUHEES (CZEFTOFIETRER)
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2. LFTOTFUTL—rEEALT. Ry MIT—9 - A3 T —RDFEMEEELIZT7 74
WEHEBRLET . FTL—RRLFEHLET HERICESHRZ. XMLT 7ML
(attach.xm1% &) ELTRELET,
<interface type='hostdev' managed='yes'>
<source>
<address type='pci' domain='0x0000' bus='[port number in hex]'
slot="'[slot number in hex]' function='[VF number in hex]'/>
</source>
<vlan>
<tag id='[VLAN tag]'/>
</vlan>
<mac address='[VNIC MAC address]'/>

</interface>

3. FAALUIZRY NT—=D - TINAREZFTEYFLET,

virsh attach-device <your domain name> ./attach.xml --config

T77A4 N B Fattach. xnl SN LIZIGEIE. ENICEDETI7ANLBEERLTLE
LY,

4. FAAUZERFIMICHEBLES, RO FIE, AL VEBEFIEFLE (destroy
O#}D) LTHoBEHLET. ChERTIILESHIDE. A VR +—)L- TRt
AD—RELTHRY b TV - TNAREERT H-0TT,
virsh destroy <your domain name>

virsh start <your domain name>

5, FAMUNBEELIZL., TAMIBETEIANL—Ta42T - DRATLICHIET 1Y
Ab=IL - TOEREHITLET . TRV by TELES YT by TITA VR =L LT:
VNCY I bz 7%FERALT. localhost:59XX (XXIFHIDRTY TTEIRLI=AR—k
FBE) THRb-aVvY—IZEHKEL, ARL—T 1425 - SRATLEBREIRAV E#ETL
F9,

hostdev®ry kT —%

1. BELGUNICERZIRELET,
o MAC7 FLZ
o BIDFIETHEMRLIEVLANSR Y kT—% « T34 ADZH]
o IZalL—t+9FBdFRybT—Y-H—F - ETI (e1000. virtiokt &)

16 | INSTALLING AND CONFIGURING KVM ON BARE METAL INSTANCES WITH MULTI-VNIC



2. UWFOTYTL—bEFERLT, 2y b T—VBROFMERELL 77/ LEERLE
FTo BETL—ARLFTEZZLET HEMICESMA. XMLT 7ML (attach.xmi @ &) &L
TRELEY,
<interface type='direct'>

<mac address='[VNIC MAC address]'/>
<source dev='[VLAN network device name]' mode='passthrough'/>
<model type='[NIC model for guest]'/>

</interface>

3. FAALUIZHRY N T—=Y - TN/ RETEYFLET,

virsh attach-device <your domain name> ./attach.xml --config

T7A N B Fattach. xml SHZ LTI=B AL, FNICEDODETIZ7AMILBZERBLTLE
AN

4, FAAUZBHMICHEREELET, XOAT Y FIE, FAAL U %EBHIMIZELE (destroy
DER) LTHLBEFLEYT, ChEERTTIVLELSHIDIE, 1 VA =)L - TOt
AD—RELTRY FT—0 - TINAREFIRT H1=-HTY,
virsh destroy <your domain name>

virsh start <your domain name>

5, FAMUNBEELIZL., TAMIBETEIARNL—Ta2T - DRATLICHIET 1V
Ab=)L- TOCREHEITLET, TRV MY TERES YT by FITA 2R =)L LT
VNCY I rDx7%FERALT. localhost:59xX (XXIEXBIDARATY TTEIRLI=R—F
FS) THRL-a Y= IZERL, ARXL—TFT1 297 - DRTLERBIRI #ETL
EX I8

TAR 2y FT—O K

ZZ FRIZERT BUNICICEEF TR TSRy FT—1EHRIL. COBERTIXDHCPEEL
THRA MBI FEREA, TOEH. TR FOIPERIE. 41 VA F—ILTDHEEDFRL—
TAYT  DRATLERFAA=DICHIET 2ELOFIEIZH>T, FHTERT I2LELHY
F9., COBERIE. YR EHBUNICBETT7 2 YFIRTULBIHEDH Ty FDIP7 FL X,
Y RIRY BEKUTIAHILE - L— R ETT,

AA=—DEA VA M—LTBHE, FETRTOS A - TIPEREHNUICEKETEES. O
56, IP7 FLR (UNICHEHEMD) ETIAIE - F— oA DELEKEHERE L THIMIC
RELES.
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FED

BOTESISTENWET, RT7 - AR A VAREZ U RXTHEBL. Oracle Cloud Infrastructure® 5%
UDEH EXMETEBKIMIZ, YR MEEREICA VR M—=)ILTEZELT,

T8A - A R F—=ILD S TN a—T4 Y
o AL FARL—FT 425 SRTFALIZERLI-REBE RS A THRRTEINGEWNGE, =0
TWNMIARL—TF 425+ SRTFLDA VA =)L T7ALRD—EL L Tvirtio K54
NDEMAKETYT WELDILEE. WindowsDIZETY) , @t FSA4/\ZFRAL
TISOZ 72y FIRD U FLTEBRAITLTLESTWL, FOAZEIZDOVTIE. KVMEIlibvirt®d
R=UHESBHBBLTLESLY,

o AVAF=IHIZRYFRT—=Y AR T—ADFERATELLEEZDELE, A VA =)L
BISEY G RS A N\DEWNMEGEDRKIETT, ACFIET. REFS A4 TRICIERSNIZF
SATEA VR M=LTIRENRHYET, zFZL. ARL—TFT 125 - DRXTLOAY
A b=y FT—IDBRBBELREWEE, 2V RT—0 - A3 Tz —R[FEMS LD
THHERTEET,

o VNICOERHIZEIY KT, F=IFERLEIPT7 KLRIX, DHCPIZ&K > TRt hFET,
R7 AR A VRBUVANA VAR VRIEENEZNEY, FOT7 KLRAILEIZEFD
UNICIZEIYETONET, LEA>TEIC, ERICERLEZF X MIBIYETOAET,
ARG EEALZOAEY, YA ML SIPT FLRAEREHNICEY LTI LEEHY
FHA, L. ARL—TFT 425 - DRTLATIEEFEMNLZT IAILE - L—FDEED
WMWETY, IXTOIPT FLRERZEANT IVLELNH SHI5E. DHCPIZER S, IPTE
WETRAS - ARL—F 425 - DRTFLRATERAINET,

8B : 1~y T =V EmE— FDRHA

hostdev

NIF—TAMIZEHF R MDEEOETEH., hostdevAXEZREOHLET, YA NS, /(73—
NA P ETSRIOVEHERK T 5—8& L THERSNBPCITNA RICEERT VLA TESINLTT,
PCIF /A R (&, {RAE#EE (VF) EMEIENR, NAIRX—NNAH (R7 - AR A VREZVR) D
N—RKYO9TFICHTEEEDA VE2 T —RIZHEYET, TDEH, R FTREERDRIL—
Ty bEDBENHERINET,

o RAI—TYFRRKIZHEZDIE. FALEXRY FT—ODRBIZARL—TF 425 - ORTF
LRNELEWN=HTT,

o NEEMNRKIZEBDIEZ. NAIR—NAFDARL—TFT 425 - SRAFLNR, N—Fozx
T AVA T —RAFRBTHULIZIZBEAE L AEWN =TT,
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hostdev AR DR mIE, BIDTNAR - AL TETZaL—bTERVLWILIZHYET, TD=5H.
FBRAK FARL—F 405 - SRATLTIE, NMIR—NRABPIZE>TRBEENEZN—FHIT7D4
A FI2—BTBRSANDBREIZHY FT, Oracleld. X7 - AZJL - 4 VXA 2 X[ZIntel 82599
100G —HYRy b - A2 7 —REFEALETS, ETA L - FNL—T 12T - VRATLICE,
CDTNAREYR—FFTETNAR ESANEL VA M=LT BN, TAIDA VR b—)L#E
FlFA VR—FDETRIZBALGHDFETED RSANELA VA M—=LTIRENHY FT,
TFRAMESNELAD— - ARL—TF 405 - SATFLDELIZERINRFSA4/8 - Y RIE,
Intel® Ethernet Adapter Connections CDIZH Y F£9 ., T2HEFZIA /N -y bEFooO—FL,
ZIWBISOZERTHLEBBEOLET, 7y FI—VEBGEOARXEERT HHIIC. FFa A
DETRESAN -ty FZDOWTBBL, ARL—T 425 - DATLTIDHERZED RS A /30F
FATESILEMRLTLIZEL,

Bk

BEAKIE. NAIR—NATFEBEDOLRY bT—9 - A VAT —REFALTTR b - ARL—
TFAT - VRTLIZEHELET, L. N R—NAHFIZE-TIRENZRY FT—I K
[E&/NBRTY, DHCPE L UBEENDTEL R Y hT—V EBEEEEXTRA b - ARL—TFTo VT -
ATFLDB|EHMETRTHRITL, NANRN—NAHFFEIZHFR D ET 54 03 T —AFRET
5121+ TY,

BEEAKXTE. RFELUVLAS—DFARL—TFT 127 - VATLTELHE5—BHERY FT—
D AR TI—R AL TEKIMTHRA T4 TIZTIaL—+TEFET, 1000 (Intel
FastEthernet K5 4 /%) Bk Wvirtio (KVYMARA T4 T) TNAR - AL TDITIaL—> 3 VILE
T B ENERESNTULET A, vittio KRS A /N TIEBIEHE, WindowsARL—F 1245 - VR
TLICRZANEA DY T EIRBERHYFET. ChiF. BREOVBETHNUTHY . BFED
IN—KRDxT - BATERELET B, "Nvr—CFORBI I VIZEFTY, VMATRYL—
R4 T, e1000C22L—2 30 TY, BEARORY T—2 - T/AA RIZDWNTERHA
THEEIZIFH, ChEFERLET,

T8C: RO9YTr-S54TF)

LTORS YT rE, CTETICHBALEA2RVDO—E8EZEHELTHILDTT., EORYYTRE.
TS INOBETHENERINTVETA, EOBEBTLRLCESIZEBMET 2N E S NIRRT
=EH A,

—HRBITEVE Ry b — O EREEE : common.sh

#!/bin/bash
common.sh - common functions

Copyright Oracle, Inc. All rights reserved.

#
#
#
#
# This is provided "as is" without warrantee, either explicit or implied

function GetPhysDev ({
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URL="http://169.254.169.254/opc/vl/vnics/"

baseAddress="curl -s ${URL} | jg -r '.[0] | .privateIp'"

physdev="1ip -o -4 addr show | grep ${baseAddress} | awk -F: '{gsub(/"[ \t]|[
\t1$/,"",$2) ;split ($2,0ut, /[ \tl+/);print out[1]}"'"

echo ${physdev}

function GetVfInfo {
physdev=5$1
vENumber=$2

declare -a virtArray

function="echo " (${vfNumber} % 4) * 2" | bc’

(( cycle = viNumber / 4 ))

basePci="ethtool -i ${physdev} | grep "bus-info" | awk -F: '{print $3":"$4}'"

portPci="echo ${basePci} | awk -F: '{print ":"S$1":"}'"®

read -ra virtArray <<< “lspci -nn -s ${portPci} | grep -v ${basePci} | awk '{print
$1}' | grep "\.${function}™’

vEiPci=${virtArray[${cycle}]}

hexPort="echo ${vfPci} | awk -F: '{print $1}'"

hexSlot="echo S${vfPci} | awk -F: '{print $2}' | sed 's/\..*s//"
port=$ ((0x echo ${hexPort}))

slot=$ ((0x echo ${hexSlot}"))

if [ ${function} -eq 0 ]
then

postfix=""
else

postfix="f"${function}

device="enp"${port}"s"S${slot}${postfix}

echo ${hexPort}","${hexSlot}","${function}","${device}

function ConfigVlan {
physdev=5$1
vlanId=$2
ip link add link ${physdev} name vlan${vlanId} type vlan id ${vlanId}
ip link set vlan${vlanId} up
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function ConfigVf ({
physdev=3$1
vENumber=$2
macAddr=$3

ip link set ${physdev} vf ${vfNumber} mac ${macAddr} spoofchk off

function ConfigDev ({
physdev=5$1
vENumber=5§2
macAddr=$3

declare -a viDev

IFS="," read -ra vfDev <<< $(GetVfInfo ${physdev} ${vEiNumber})
ip link set ${vfDev[3]} down

ConfigVf ${physdev} ${vfNumber} ${macAddr}

ip link set ${vfDev[3]} up

ip link set ${vfDev[3]} down

sleep 5

ip link set ${vfDev[3]} up

sleep 10

echo ${vfDev[3]}

iISCSIZRY 2 —LZBEBIIZT AR v F I 5 : iscsiattach.sh

#!/bin/bash

# iscsiattach.sh - Scan and automatically attach new iSCSI targets

Author: Steven B. Nelson, Sr. Solutions Architect

#
#
# Oracle Cloud Infrastructure
#
# 20 April 2017

#

Copyright Oracle, Inc. All rights reserved.
BASEADDR="169.254.2.2"
# Set a base address incrementor so we can loop through all the
# addresses.

addrCount=0

while [ ${addrCount} -le 32 ]
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CURRADDR="echo ${BASEADDR} | awk -F\. '{last=$4+'S${addrCount}’';print
$1"‘ vv$2n '"$3n ."last} [

clear

echo "Attempting connection to ${CURRADDR}"

mkfifo discpipe
Find all the 1SCSI Block Storage volumes attached to the instance but
not configured for use on the instance. Basically, get a list of the
volumes that the instance can see, the loop through the ones it has,

#

#

#

# and add volumes not already configured on the instance.

#

# First get the list of volumes visible (attached) to the instance

iscsiadm -m discovery -t st -p ${CURRADDR}:3260 | grep -v uefi | awk '{print $2}' >
discpipe 2> /dev/null &

# If the result is non-zero, that generally means that there are no targets available

or
# that the portal is reachable but not active. We make no distinction between the two
# and simply skip ahead.
result=35?
if [ ${result} -ne O
then
(( addrCount = addrCount + 1 ))
continue
fi
# Loop through the list (via the named FIFO pipe below)
while read target
do
mkfifo sesspipe
# Get the list of the currently attached Block Storage volumes
iscsiadm -m session -P 0 | grep -v uefi | awk '{print $4}' > sesspipe 2> /dev/null
&

# Set a flag, and loop through the sessions (attached, but not configured)
# and see if the volumes match. If so, skip to the next until we get

# through the list. Session list is via the pipe.

found="false"

while read session

do
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if [ ${target} = ${session} ]
then

found="true"

break
fi

done < sesspipe

# If the volume is not found, configure it. Get the resulting device file.
if [ ${found} = "false" ]

then

iscsiadm -m node -o new -T ${target} -p ${CURRADDR}:3260

iscsiadm -m node -o update -T ${target} -n node.startup -v automatic
iscsiadm -m node -T ${target} -p ${CURRADDR}:3260 -1

sleep 10

fi

done < discpipe

(( addrCount = addrCount + 1 ))
find . -maxdepth 1 -type p -exec rm {} \;
done

echo "Scan Complete."

FRXMZERAT HVNICERIRL THALT % : selectvnic.sh

#!/bin/bash

# selectvnic.sh - Select and configure the VvNIC to use for the KVM configuration
#

# Steven B. Nelson, Sr. Solutions Architect

# Oracle, Inc.

#

. ./common. sh

URL="http://169.254.169.254/opc/v1/vnics/"
CONFIGFILE=./kvmnet.conf
MAXVFS=16

PHYSDEV=S$ (GetPhysDev)
declare -a privatelp
declare -a macAddr
declare -a vlanTag

declare -a ipLink

numvfs="cat /sys/class/net/${PHYSDEV}/device/sriov_numvfs"
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if [ ${numvfs} -eq 0 ]
then

echo "No VFs appear to have been configured. Setting up ${MAXVFS} VFs now. Stand

by."
echo "${MAXVFS}" > /sys/class/net/${PHYSDEV}/device/sriov numvfs
sleep 30
echo "Setting the bridging mode."
bridge link set dev ${PHYSDEV} hwmode vepa
fi
read -ra ipLink <<< ‘ip link show ${PHYSDEV} | grep vf | awk -F, '{print $1}' | sed 's/"
*//gis/ /,/g""

echo "Stand by. Gathering link information"
for field in privateIp vlanTag macAddr
do
read -ra ${field} <<< ‘curl -s ${URL} | jg -r '.[l:(length)] | .[]1.'"${field}"'"'"’

done

for link in ${ipLink[@]}

do
IFS="," read -ra linkInfo <<< ${link}
count=0
while [ ${count} -1t ${#macAddr[@]} ]
do
uMacvNic="echo ${macAddr[${count}]} | awk '{print toupper($0)}'"
uMacLink="echo ${linkInfo[3]} | awk '{print toupper($0)}'"
preConfig="grep ${macAddr[${count}]} ${CONFIGFILE}"
if [ ${uMacvNic} = ${uMacLink} ] || [ -n "${preConfig}"
then
echo "IP address ${privateIp[${count}]} appears to be used. Removing from
list"

unset privateIp[${count}]

unset macAddr [${count}]

unset vlanTag[${count}]

unset ipLink[${count}]

declare -a temp=( ${privateIp[@]} )
privatelIp=( ${temp[@]} )

temp=( ${vlanTag[@]} )
vlanTag=( ${temp[@]} )

temp=( ${macAddr[Q]} )
macAddr=( ${temp[@]} )
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temp=( ${ipLink[Q@]} )
ipLink=( ${temp[@]} )
fi
(( count = count + 1))
done

done

if [ ${#privateIp[@]} -1t 1 ]

then
echo "All IP addresses currently assigned are consumed. Please assign
echo "new vNIC to this hypervisor and try again."”

exit 1

if [ ${#ipLink[@]} -1t 1 ]

then
echo "There are not any Virtual Functions (VFs) available for use"
echo "Change the VF configuration and try again."

exit 2

fi

echo "Select the IP address to use for the guest"

select opt in ${privateIp[@]} "quit"

do
quitIndex='expr ${#privateIp[@]} + 1°
if [ ${REPLY} -le S${#privatelIp[@]} ]
then
break
elif [ S${REPLY} -eq ${quitIndex} ]
then
exit 3
fi
done
(( index = REPLY - 1 ))
vENum="echo ${ipLink[0]} | awk -F, '{print $2}'"

echo ${vfNum}","${macAddr[${index}]}","S${vlanTag[${index}]} >> ${CONFIGFILE}

vfDev=$ (ConfigDev ${PHYSDEV} ${vfNum} ${macAddr[${index}]})
ConfigVlan ${vfDev} ${vlanTag[${index}]}
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LIRTIZEIR L-VFZ B9 % : netconfig.sh

#!/bin/bash

# netconfig.sh - Configuration of network at boot time for KVM
#

# Steven B. Nelson, Sr. Solutions Architect

# Oracle, Inc.
. /common . sh

NUMVFES=16
CONFIGFILE=./kvmnet.conf

PHYSDEV=$ (GetPhysDev)

currvfs="cat /sys/class/net/${PHYSDEV}/device/sriov numvfs"
if [ ${currvfs} -eq 0 ]
then
echo "Standby - configuring ${NUMVFS} VF devices"
echo ${NUMVFS} > /sys/class/net/${PHYSDEV}/device/sriov numvfs

sleep 30

echo "Setting the bridging mode"
bridge link set dev ${PHYSDEV} hwmode vepa

while IFS="," read -ra netConfig
do
if grep -g "#" <<< ${netConfig[0]}
then
continue
else
viDev=$ (ConfigDev ${PHYSDEV} ${netConfig[0]} S${netConfig([l]})
ConfigVlan ${vfDev} ${netConfig[2]}
fi
done < ${CONFIGFILE}
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