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HME, DOy AR a—L - ARV IESRBLTLESL,

AIL—T vy FDEE

ROFIOAR UV FEERITLT, 1 YREVRIZTEYyFEnRTWSTOYY - R a—LDWLWTh
MNTCSUFLERYRIL—Ty FEEHELET,

sudo fio --direct=1 --rw=randread --bs=64k --ioengine=libaio --iodepth=64
-—-runtime=120 --numjobs=4 --time based --group reporting --name=throughput-test-
job --eta-newline=1 --filename=/dev/oracleoci/oraclevdc

RIZ, ARV FOHAOBMEDHZRLET ., REDOEHITIX., HFHEY R)IL—T v FH340MB/sTH
BT EERLTVWET, a7 Y FlE. 174417 H17:46:17E T, 1200BETESAEL=.

throughput-test-job: (groupid=0, jobs=4): err= 0: pid=22474: Wed May 29 17:46:17
2019
read: IOPS=5185, BW=324MiB/s (340MB/s) (37.0GiB/120058msec)
slat (usec): min=3, max=73323, avg=757.32, stdev=4254.17
clat (usec): min=693, max=430115, avg=48603.48, stdev=24652.88
lat (usec): min=699, max=430122, avg=49362.02, stdev=25030.76
clat percentiles (msec):

[ 1.00th= [ 12], 5.00th= [ 18], 10.00th= [ 22], 20.00th= [ 271,

| 30.00th= [ 34], 40.00th= [ 411, 50.00th= [ 46], 60.00th= [ 5217,
| 70.00th= [ 571, 80.00th= [ 66], 90.00th= [ 81], 95.00th= [ 9417,
[ 99.00th= [ 123], 99.50th= [ 140], 99.90th= [ 203], 99.95th= [ 222],

|

99.99th= [ 279]
bw (KiB/s): min=64512, max=126722, per=24.99%, avg=82916.28, stdev=8082.73,
samples=960

iops: min= 1008, max= 1980, avg=1295.43, stdev=126.32, samples=960

lat (usec): 750=0.01%, 1000=0.01%

lat (msec): 2=0.03%, 4=0.08%, 10=0.56%, 20=7.67%, 50=49.47%

lat (msec): 100=38.73%, 250=3.43%, 500=0.02%

cpu: usr=0.54%, sys=1.40%, ctx=28118, majf=0, minf=2084

IO depths: 1=0.1%, 2=0.1%, 4=0.1%, 8=0.1%, 16=0.1%, 32=0.1%, >=64=100.0%
submit: 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%
complete: 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.1%, >=64=0.0%
issued rwt: total=622531,0,0, short=0,0,0, dropped=0,0,0
latency: target=0, window=0, percentile=100.00%, depth=64

Run status group 0 (all jobs):
READ: bw=324MiB/s (340MB/s), 324MiB/s-324MiB/s (340MB/s-340MB/s), 10=37.0GiB
(40.8GB), run=120058-120058msec
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3IDDT—F - RAV M ENENITEZEMLET, #ERETX FORE(120)THREL. RIC
1000 FE L., RIL—TY FEMBSTEHELET, EAE, ROELSIZHYET,

Throughput in MB/s = ((12.450 + 20.082 + 8.265) / 120) * 1000 = 339.975 MB/s
~ 340 MB/s

IOPSDEtE

ROFIOATR UV FEEITLT, 1 YREVRIZTEYFEnRTWSATOYY - R a—LDOWLWTh
MTS U LGERY/EAHIOPSEEELET,

sudo fio --direct=1 --rw=randrw --bs=4k --ioengine=libaio --iodepth=64 --
runtime=120 --numjobs=4 --time based --group reporting --name=iops-test-job --
eta-newline=1 --filename=/dev/oracleoci/oraclevdb

RIZ, AR FOHNOBEDFIERLEY , REDHITIEL. FEYIOPSA12.5KT, FirdH
IOPSHM25KTH S EERLTWET, a7 FIE 18:22:17H 518:24:17F T, 1208 HEET
ShFELE,

iops-test-job: (groupid=0, jobs=4): err= 0: pid=22927: Wed May 29 18:24:17 2019
read: IOPS=12.5k, BW=48.9MiB/s (51.3MB/s) (5871MiB/120017msec)
slat (usec): min=3, max=118179, avg=150.47, stdev=878.65
clat (usec): min=392, max=163931, avg=6144.75,
stdev=4087.94
lat (usec): min=397, max=163936, avg=6296.45, stdev=4187.81
clat percentiles (usec):
| 1.00th= [ 1614], 5.00th= [ 2409], 10.00th= [ 3130], 20.00th= [ 3916],
| 30.00th= [ 4621], 40.00th= [ 4883], 50.00th= [ 5211], 60.00th= [ 5932],
| 70.00th= [ 6783], 80.00th= [ 7898], 90.00th= [ 9241], 95.00th= [ 10814],
| 99.00th= [ 22414], 99.50th= [ 31327], 99.90th= [ 47973], 99.95th=
[ 568861,
| 99.99th= [100140]
bw (KiB/s): min= 8248, max=14976, per=24.99%, avg=12520.27, stdev=938.78,
samples=960
iops: min= 2062, max= 3744, avg=3130.01, stdev=234.70, samples=960
write: IOPS=12.5k, BW=48.9MiB/s (51.3MB/s) (5871MiB/120017msec)
slat (usec): min=3, max=112365, avg=149.63, stdev=867.45
clat (usec): min=478, max=179211, avg=13984.93, stdev=8679.88
lat (usec): min=486, max=179217, avg=14135.79, stdev=8725.78
clat percentiles (msec):

| 1.00th= [ 31, 5.00th= [ 5], 10.00th= [ 6], 20.00th= [ 81,

[ 30.00th= [ 9], 40.00th= [ 11], 50.00th= [ 12], 60.00th= [ 151,
| 70.00th= [ 18], 80.00th= [ 211, 90.00th= [ 251, 95.00th= [ 281,
[ 99.00th= [ 45], 99.50th= [ 53], 99.90th= [ 741, 99.95th= [ 891,
|

99.99th= [ 130]
bw (KiB/s): min= 8688, max=14856, per=24.99%, avg=12519.41, stdev=922.13,
samples=960
iops: min= 2172, max= 3714, avg=3129.80, stdev=230.54, samples=960
lat (usec): 500=0.01%, 750=0.01%, 1000=0.02%
lat (msec): 2=1.44%, 4=10.97%, 10=53.59%, 20=22.94%, 50=10.68%
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lat (msec): 100=0.33%, 250=0.02%

cpu: usr=2.62%, sys=6.75%, ctx=163832, majf=0, minf=42

I0 depths: 1=0.1%, 2=0.1%, 4=0.1%, 8=0.1%, 16=0.1%, 32=0.1%, >=64=100.0%
submit: 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%
complete: 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.1%, >=64=0.0%
issued rwt: total=1503007,1503029,0, short=0,0,0, dropped=0,0,0
latency: target=0, window=0, percentile=100.00%, depth=64

Run status group 0 (all jobs):
READ: bw=48.9MiB/s (51.3MB/s), 48.9MiB/s-48.9MiB/s (51.3MB/s-51.3MB/s),
i0=5871MiB (6156MB), run=120017-120017msec
WRITE: bw=48.9MiB/s (51.3MB/s), 48.9MiB/s-48.9MiB/s (51.3MB/s-51.3MB/s),
i0=5871MiB (6156MB), run=120017-120017msec
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START TIME
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END TIME

2019-05-29 18:26 [

FtHL Y IOPSD

FRICERYT 53D

Read Ops © Options «
Interval 1 minute

Statistic Sum ¥
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Time (GMT)

18:25 30 18:26

[5.2019-05-29018:22/ 518:26M T A w4 - AR 2 —LDFEMYEIEA LU v Y

Read Ops @ Options =
Interval

1 minute ¥ | Statistic

Sum ¥

600k

400k

operations
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Bl 30
Time (GMT)
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Read Ops @

Options -
Interval 1 minute ¥ | Statistic Sum ¥
2019-05-29 18:23
G600k O ocid1.volume.ooc1.lad.abu...yjm3ka, ocld1.volums...
2
3
@ 400k
a
o
200K
[u]
168:22 30 18:23 30 168:24 30 18:25 30 18:26
Time (GMT)
E7.2019-05-29 18:23MFHM Y IRIEA L) vy - T—4
Read Ops @ Options =
Interval 1 minute ¥ | Statistic Sum ¥
600K
H 2019-05-29 18:24
S
E 400k [ ocid1.volume.oo1 lad_abu_yjm3ka, ocidi.volume... 588.67k
2
[
200k
u]
18:22 :30 18:23 :30 168:24 :30 18:25 -30 18:26
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3IDDF—4 - KAV b ENEFNICEEEMLET, HRETZ FOBK(120THREL., RIS
1000 FHE L. SEIYIOPSHRZHEHLET, A E RDLSIZHBYET,

Read IOPS = ((163.545k + 749.954k + 589.67k) / 120) * 1000 = 12.5K

EIAHIOPSEHET 2-ODEEZMB T HIZIE,. TOvY - R a—LDA M) vy TR CEA
BEASLURTEBOEZFEFALT., RY1—LEAAHBRE] A M)V IICRERELET,

o TRIFE] % N5l ITHRELET,
. MEst) # rast) ICERELET .
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HRIT RIDESIZHEYET, 10N 512(%, FIOTR S DEIAHIOPSHOEEIZEHRT %3
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START TIME END TIME

2018-05-29 18:22 B | 2019-05-29 18:26 ]

Write Ops (@

Options
Interval 1 minute ¥ | Statistic Sum ¥
600k
2
o
F 400x
a
]
200k
¥]
18:22 30 18:23 30 18:24 30 18:25 30 18:26
Time (GMT)
[19.2019-05-29M018:22h 518:26 DT Ay Y + R 2 —LDEAHEEA L) v
Write Ops @ Options «
Interval 1minute w | Statistic | Sum ¥
B0k
2
]
T 400«
a
]
200k
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o

Time (GMT)
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Write Ops @ Options ~

Interval 1 minute ™ | Statistic Sum

600K
0w
§
T 400k
§ 2019-05-29 18:23
200k [0 ooid1.volume.oo1.lad.abu._yjm3ka, ocidi.volume... 751.192k
o
18:22 :30 18:23 :30 18:24 :30 18:25 30 18:26
Time (GMT)
X11.2019-05-29 18: 23N EAAEEA LY vy - T—4
Write Ops © Options ~

Interval 1 minute ™ | Statistic Sum v

600k

400%

operations

2018-05-29 18:24

]

18:22 a0 18:23 30 18:24 230 18:25 a0 18:26
Time (GMT)

$12.2019-05-29 18:24DERAAHRIEA LY VY - T—4

3IDDF—4 - KAV b ENEFNIEEEMLET, HRETZ FOBK(120THREL., RIS
1000ERHE L. BAHKIOPSHREEHH LET, EXE ROKSIZHYET,

Write IOPS = ((163.384k + 751.192k + 588.451k) / 120) * 1000 = 12.5K
420
A af

CDHRITA b R=X—7TlE, FAY Y - RY2—LDINTH+—I 2R A R)yHZEZa2Y—)L
PoRBL, TO—BEMENT+—I U REHEILTIHEEFRBALEL-, APIICK YR LCIEHRE
MBI BHEDEMIL. Block Volumes® K24 FESBLTLEEL,
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