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Preface

This guide provides a system overview and instructions for racking the Oracle Database
Appliance.

e Audience
e Documentation Accessibility
e Related Documents

e Conventions

Audience

This document is intended for technicians, system administrators, and authorized service
providers responsible for installing the Oracle Database Appliance.

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle Accessibility
Program website at http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc.

Access to Oracle Support

Oracle customers that have purchased support have access to electronic support through My
Oracle Support. For information, visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=info
or visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs if you are hearing impaired.

Related Documents

For more information about Oracle Database Appliance, go to http://www.oracle.com/goto/oda/
docs and click the appropriate release. The following documents are published in the Oracle
Database Appliance online documentation library:

e Oracle Database Appliance Release Notes

e Oracle Database Appliance Licensing Information User Manual

e Oracle Database Appliance Security Guide

e Oracle Database Appliance Accessibility Guide

e Oracle Database Appliance Deployment and User’s Guide (model-specific)
e Oracle Database Appliance Owner's Guide

e Oracle Database Appliance Service Manual

ORACLE Vii


http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=info
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs
http://www.oracle.com/goto/oda/docs
http://www.oracle.com/goto/oda/docs

Conventions

The following text conventions are used in this document:

ORACLE

Preface

Convention Meaning

boldface Boldface type indicates graphical user interface
elements associated with an action or terms
defined in the text.

italic Italic type indicates book titles, emphasis, or
placeholder variables for which you supply
particular values.

monospace Monospace type indicates commands within a
paragraph, URLs, code in examples, text that
appears on the screen, or text that you enter.

# prompt The pound (#) prompt indicates a command that is

run as the root user.

viii



Oracle Database Appliance Setup Tasks

Complete these tasks to setup Oracle Database Appliance.

e Task Checklist

List of steps with links to information describing the setup of Oracle Database Appliance.

Task Checklist

List of steps with links to information describing the setup of Oracle Database Appliance.

Step Task Refer to
1 Access the online product documentation for your http://www.oracle.com/goto/oda/docs
release of Oracle Database Appliance.
2 Review safety information before performing the Oracle Database Appliance Series Safety and
installation. Compliance Guide: Online at the product
documentation site
Important Safety Information for Oracle's Hardware
Systems: Printed document included in the Accessory
Kit
3 Review system features and components. Overview of Oracle Database Appliance
4 Complete the site preparation procedures. Site Preparation
5 Rackmount the system. Installing Oracle Database Appliance Into a Rack
6 Connect cables. Oracle Database Appliance Deployment and User's
Guide (model-specific): Online at the product
documentation site
7 Connect to Oracle Integrated Lights Out Manager Oracle Database Appliance Deployment and User's
(ILOM). Guide (model-specific): Online at the product
documentation site
8 Deploy Oracle Database Appliance software. Oracle Database Appliance Deployment and User's
Guide (model-specific): Online at the product
documentation site
ORACLE
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Overview of Oracle Database Appliance

Learn about Oracle Database Appliance model supported components,capabilities and
features.

Supported Components and Capabilities
See a listing of supported components and capabilities for various Oracle Database
Appliance models.

Oracle Database Appliance X8-2S/X8-2M Front and Back Panels
See views and descriptions of front and back panel features for Oracle Database
Appliance X8-2S/X8-2M.

Oracle Database Appliance X8-2-HA Front and Back Panels
See views and descriptions of front and back panel features for Oracle Database
Appliance X8-2-HA.

Oracle Database Appliance X7-2S/X7-2M Front and Back Panels
See views and descriptions of front and back panel features for Oracle Database
Appliance X7-2S/X7-2M.

Oracle Database Appliance X7-2-HA Front and Back Panels
See views and descriptions of front and back panel features for Oracle Database
Appliance X7-2-HA.

Oracle Database Appliance X6-2S/X6-2M/X6-2L Front and Back Panels
See views and descriptions of front and back panel features for Oracle Database
Appliance X6-2S/X6-2M and X6-2L.

Oracle Database Appliance X6-2-HA Front and Back Panels
See views and descriptions of front and back panel features for Oracle Database
Appliance X6-2-HA.

Oracle Database Appliance X5-2 Front and Back Panels
See views and descriptions of front and back panel features for Oracle Database
Appliance X5-2.

Oracle Database Appliance X3-2/X4-2 Front and Back Panels
See views and descriptions of front and back panel features for Oracle Database
Appliance X3-2/X4-2.

Oracle Database Appliance Version 1 Front and Back Panels
See views and descriptions of front and back panel features for Oracle Database
Appliance Version 1.

Oracle Database Appliance Specifications
This section describes the physical, electrical and environmental specifications for the
various Oracle Database Appliance models.

Technical Support
How to obtain technical support for your appliance.

Supported Components and Capabilities

See a listing of supported components and capabilities for various Oracle Database Appliance
models.

ORACLE
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Chapter 2
Supported Components and Capabilities

e Oracle Database Appliance X8-2 Series Components and Capabilities
See a listing of the various supported capabilities for the Oracle Database Appliance X8-2
series.

e Oracle Database Appliance X7-2 Series Components and Capabilities
See a listing of the various supported capabilities for the Oracle Database Appliance X7-2
series.

e Oracle Database Appliance X6-2 Series Components and Capabilities
See a listing of the various supported capabilities for the Oracle Database Appliance X6-2
series.

e Oracle Database Appliance Version 1 and Models X3-2, X4-2 and X5-2 Components and
Capabilities
See a listing of the various supported capabilities for the Oracle Database Appliance
Version 1 and Models X3-2, X4-2 and X5-2.

Oracle Database Appliance X8-2 Series Components and Capabilities

See a listing of the various supported capabilities for the Oracle Database Appliance X8-2
series.

The following table lists supported components and capabilities for the Oracle Database
Appliance X8-2 series systems.

Component Oracle Database Appliance Oracle Database Appliance Oracle Database Appliance

X8-2S X8-2M X8-2-HA

Two 2RU server nodes. Each
server node operates
independently from the other
server node. The lower server
is node 0. The upper server is
node 1.

Two 16-core 2.3 GHz Intel
Xeon 5218 processors per
server node.

Server node Single 2RU server. Single 2RU server.

CPUs One 16-core 2.3 GHz Intel
Xeon 5218 processor.

Two 16-core 2.3 GHz Intel
Xeon 5218 processors.

Memory 192 GB - six 32 GB low- 384 GB — twelve 32 GB low- 384 GB — twelve 32 GB low-
voltage DDR4 RDIMMs rated voltage DDR4 RDIMMs rated voltage DDR4 RDIMMs rated
at 2667 MT/sec. at 2667 MT/sec. at 2667 MT/sec per server
Optional memory expansion ~ Optional memory expansion ~ node.
to 384 GB. See Optional to 768 GB. See Optional Optional memory expansion
Component Installation. Component Installation. to 768 GB per server. Both

server nodes must have the

same amount of memory.

See Optional Component

Installation.
ORACLE
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Chapter 2

Supported Components and Capabilities

Component

Oracle Database Appliance Oracle Database Appliance Oracle Database Appliance

X8-2S

X8-2M

X8-2-HA

Storage devices

USB 3.0 ports

PCI Express (PCle) I/O slots

ORACLE

The server includes:

*  Two internal 480 GB M.2
SATA SSDs reserved for
operating system storage
and system booting

Two 2.5-inch6.4TB
NVMe SSDs in front slots
0and4

No additional storage options

are supported.

Two total (one rear and one
internal) per server.

Eleven external low-profile
PCle Gen-3 slots. In the base
configuration:

PCle slot 7 contains one of
the following:

e Dual Port (SFP28) 25 Gb
Ethernet Adapter

*  Quad Port (RJ-45)
10Gbase-T Adapter

PCle slot 9 contains an

NVMe switch card.

Additional option card
configurations can be
ordered. See Optional
Component Installation.

The server includes:

*  Two internal 480 GB M.2
SATA SSDs reserved for
operating system storage
and system booting

e Two 2.5-inch 6.4 TB

NVMe SSDs in front slots

Oand1
Up to ten optional NVMe
SSDs can be added. See
Optional Component
Installation.

Two total (one rear and one
internal) per server.

Eleven external low-profile
PCle Gen-3 slots. In the base
configuration:
PCle slot 7 contains one of
the following:
e Dual Port (SFP28) 25 Gb
Ethernet Adapter
*  Quad Port (RJ-45)
10Gbase-T Adapter
PCle slots 3, 4, 8 and 9
contain an NVMe switch card.
Additional option card
configurations can be
ordered. See Optional
Component Installation.

Each server node includes:

e Two internal 480 GB M.2
SATA SSDs reserved for
operating system storage
and system booting

The 4RU storage shelf

includes one of the following

available configurations:

*  Partially populated
storage shelf with either
six, twelve, or eighteen
2.5-inch 7.68 TB SAS
SSDs (in 3.5-inch
mounting brackets)

e Twenty-four 2.5-inch 7.68
TB SAS SSDs (in 3.5-
inch mounting brackets)
in slots 0-23

*  Six 2.5-inch 7.68 TB SAS
SSDs (in 3.5-inch
mounting brackets) in
slots 0-5 and eighteen
3.5-inch 14 TB SAS
HDDs in slots 6-23

For a partially populated

storage shelf, optional 7.68

TB SAS SSDs, or 14 TB SAS

HDDs can be added. See

Optional Component

Installation.

Two total (one rear and one
internal) per server node.

Eleven external low-profile
PCle Gen-3 slots for each
server node. In the base
configuration:

PCle slot 1 contains a Dual
Port (SFP28) 25 Gb Ethernet
Adapter (node interconnect)

PCle slot 7 contains one of
the following:

e Dual Port (SFP28) 25 Gb
Ethernet Adapter

*  Quad Port (RJ-45)
10Gbase-T Adapter

PCle slots 3 and 8 contain a

Dual-port External 12Gb/s

SAS3 host bus adapter

Additional option card
configurations can be
ordered. See Optional
Component Installation.

2-3



Chapter 2

Supported Components and Capabilities

Component

Oracle Database Appliance
X8-2S

Oracle Database Appliance
X8-2M

Oracle Database Appliance
X8-2-HA

Cluster device

SAS ports

Onboard Ethernet ports

Network management (NET
MGT) port

Serial management (SER
MGT) port

VGA port

Service Processor (SP)

Power supplies

ORACLE

N/A

N/A

One 10/100/1000Base-T
network interface port with
RJ-45 connector on each
server rear panel.

One 10/100/1000Base-T
network interface port with
RJ-45 connector dedicated to
the service processor (SP) on
each server node rear panel.

One RS-232 RJ-45 serial port
on each server rear panel.

N/A

Each server has a service
processor with the following
features:

* Includes the Baseboard
Management Controller
(BMC), which supports
the industry-standard
Intelligent Platform
Management Interface
(IPMI) feature set.

*  Supports remote KVMS
over IP.

*  Supports Ethernet
access to SP through a
dedicated
10/100/1000Base-T
management port and
optionally through one of
the host GbE ports
(sideband management).

Two hot-pluggable power
supplies.

N/A

N/A

One 10/100/1000Base-T
network interface port with
RJ-45 connector on each
server rear panel.

One 10/100/1000Base-T
network interface port with
RJ-45 connector dedicated to
the service processor (SP) on
each server node rear panel.

One RS-232 RJ-45 serial port
on each server rear panel.

N/A

Each server has a service
processor with the following
features:

* Includes the Baseboard
Management Controller
(BMC), which supports
the industry-standard
Intelligent Platform
Management Interface
(IPMI) feature set.

e Supports remote KVMS
over IP.

e Supports Ethernet
access to SP through a
dedicated
10/100/1000Base-T
management port and
optionally through one of
the host GbE ports
(sideband management).

Two hot-pluggable power
supplies.

One integrated cluster device
with node-to-node
interconnection is provided on
each server node through two
25GDbE ports with SFP28
connections.

Four external SAS3 ports on
each server node.

Eight SAS3 ports on the
storage shelf (four used).

Eight SAS3 ports on the
storage expansion shelf (four
used).

One 10/100/1000Base-T
network interface port with
RJ-45 connector on each
server node rear panel.

One 10/100/1000Base-T
network interface port with
RJ-45 connector dedicated to
the service processor (SP) on
each server node rear panel.

One RS-232 RJ-45 serial port
on each server node rear
panel.

N/A

Each server node has a
service processor with the
following features:

* Includes the Baseboard
Management Controller
(BMC), which supports
the industry-standard
Intelligent Platform
Management Interface
(IPMI) feature set.

*  Supports remote KVMS
over IP.

*  Supports Ethernet
access to SP through a
dedicated
10/100/1000Base-T
management port and
optionally through one of
the host GbE ports
(sideband management).

Two hot-pluggable power
supplies per server node and
per storage shelf.

2-4



Chapter 2

Supported Components and Capabilities

Component

Oracle Database Appliance
X8-2S

Oracle Database Appliance
X8-2M

Oracle Database Appliance
X8-2-HA

Cooling fans

Operating system

Management software

Four 80-mm, hot-pluggable
fan modules per server for
chassis cooling. Each fan
module contains two counter-
rotating fan pairs (four rotors
total).

Each power supply has its
own cooling fans.

Oracle Linux.

Oracle Integrated Lights Out
Manager (ILOM) 4.0.

Four 80-mm, hot-pluggable
fan modules per server for
chassis cooling. Each fan
module contains two counter-
rotating fan pairs (four rotors
total).

Each power supply has its
own cooling fans.

Oracle Linux.

Oracle Integrated Lights Out
Manager (ILOM) 4.0.

Four 80-mm, hot-pluggable
fan modules per server node
for chassis cooling. Each fan
module contains two counter-
rotating fan pairs (four rotors
total).

Each power supply (server
node and storage shelf) has
its own cooling fans.

Oracle Linux.

Oracle Integrated Lights Out
Manager (ILOM) 4.0.

Oracle Database Appliance X7-2 Series Components and Capabilities

See a listing of the various supported capabilities for the Oracle Database Appliance X7-2

series.

The following table lists supported components and capabilities for the Oracle Database
Appliance X7-2 series systems.

Component

Oracle Database Appliance
X7-2S

Oracle Database Appliance
X7-2M

Oracle Database Appliance
X7-2-HA

Server node

CPUs

Memory

ORACLE

Single 1RU server.

One 10-core 2.2 GHz Intel
Xeon 4114 processor.

192 GB - six 32 GB low-
voltage DDR4 RDIMMs rated
at 2667 MT/sec.

Optional memory expansion
to 384 GB. See Optional
Component Installation.

Single 1RU server.

Two 18-core 2.3 GHz Intel
Xeon 6140 processors.

384 GB - twelve 32 GB low-
voltage DDR4 RDIMMs rated
at 2667 MT/sec.

Optional memory expansion
to 768 GB. See Optional
Component Installation.

Two 1RU server nodes. Each
server node operates
independently from the other
server node. The lower server
is node 0. The upper server is
node 1.

Two 18-core 2.3 GHz Intel
Xeon 6140 processors per
server node.

384 GB - twelve 32 GB low-
voltage DDR4 RDIMMs rated
at 2667 MT/sec per server
node.

Optional memory expansion
to 768 GB per server. Both
server nodes must have the
same amount of memory.
See Optional Component
Installation.
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Chapter 2

Supported Components and Capabilities

Component

Oracle Database Appliance Oracle Database Appliance Oracle Database Appliance

X7-2S

X7-2M

X7-2-HA

Storage devices

USB 2.0 ports

PCI Express (PCle) 1/O slots

ORACLE

The server includes:

*  Two internal 480 GB M.2
SATA SSDs reserved for
operating system storage
and system booting

e Two 2.5-inch 6.4 TB
NVMe SSDs in slots
HDD 0-1

Two total (one rear and one
internal) per server.

Three external and one
internal low-profile PCle
Gen-3 slots. These are

shipped empty.

The server includes:

*  Two internal 480 GB M.2
SATA SSDs reserved for
operating system storage

and system booting
Two 2.5-inch 6.4 TB
NVMe SSDs in slots
HDD 0-1

Up to six optional NVMe
SSDs can be added. See
Optional Component
Installation.

Two total (one rear and one
internal) per server.

Three external and one
internal low-profile PCle
Gen-3 slots. These are

shipped empty.

Each server node includes:

Two internal 480 GB M.2
SATA SSDs reserved for
operating system storage
and system booting

The 4RU storage shelf

includes:

*  Four 2.5-inch 800 GB
high endurance SAS
SSDs (in 3.5-inch
mounting brackets) in
slots 20-23

*  Plus one of the following
available configurations:

—  Five 2.5-inch 3.2 TB
SAS SSDs (in 3.5-
inch mounting
brackets) in slots 0-4
and filler panels in
slots 5-19

—  Twenty 2.5-inch 3.2
TB SAS SSDs (in
3.5-inch mounting
brackets) in slots
0-19

—  Five 2.5-inch 3.2 TB
SAS SSDs (in 3.5-
inch mounting
brackets) in slots
15-19 and fifteen
3.5-inch 10 TB SAS
HDDs in slots 0-14

For a partially populated
storage shelf, optional SAS
SSDs, or HDDs can be
added. See Optional
Component Installation.

Two total (one rear and one
internal) per server node.

Three external and one
internal low-profile PCle
Gen-3 slots for each server
node. They contain:

e PCleslot 1: Dual 25 GbE
SFP28 PCle 2.0 Low
Profile Adapter

*  PCle slot 2: Dual-port
External 12Gb/s SAS3
host bus adapter

*  PCle slot 3: Dual-port
External 12Gb/s SAS3
host bus adapter
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Chapter 2

Supported Components and Capabilities

Component

Oracle Database Appliance
X7-2S

Oracle Database Appliance
X7-2M

Oracle Database Appliance
X7-2-HA

Cluster device

SAS ports

Onboard Ethernet ports

Network management (NET
MGT) port

Serial management (SER
MGT) port

VGA port

Service Processor (SP)

ORACLE

N/A

N/A

One 10/100/1000Base-T
network interface port with
RJ-45 connector on each
server rear panel.

Two 10/25GbE SFP28 ports,
or two 10 GbE RJ-45 ports
located on the back of each
server. The system can be
configured to use either the
SFP28 or RJ-45 ports, but not
both.

One 10/100/1000Base-T
network interface port with
RJ-45 connector dedicated to
the service processor (SP) on
each server node rear panel.

One RS-232 RJ-45 serial port
on each server rear panel.

N/A

Each server has a service
processor with the following
features:

* Includes the Baseboard
Management Controller
(BMC), which supports
the industry-standard
Intelligent Platform
Management Interface
(IPMI) feature set.

e Supports remote KVMS
over IP.

e Supports Ethernet
access to SP through a
dedicated
10/100/1000Base-T
management port and
optionally through one of
the host GbE ports
(sideband management).

N/A

N/A

One 10/100/1000Base-T
network interface port with
RJ-45 connector on each
server rear panel.

Two 10/25GbE SFP28 ports,
or two 10 GbE RJ-45 ports
located on the back of each
server. The system can be
configured to use either the
SFP28 or RJ-45 ports, but not
both.

One 10/100/1000Base-T
network interface port with
RJ-45 connector dedicated to
the service processor (SP) on
each server node rear panel.

One RS-232 RJ-45 serial port
on each server rear panel.

N/A

Each server has a service
processor with the following
features:

e Includes the Baseboard
Management Controller
(BMC), which supports
the industry-standard
Intelligent Platform
Management Interface
(IPMI) feature set.

e Supports remote KVMS
over IP.

e Supports Ethernet
access to SP through a
dedicated
10/100/1000Base-T
management port and
optionally through one of
the host GbE ports
(sideband management).

One integrated cluster device
with node-to-node
interconnection is provided on
each server node through two
10/25GbE ports with SFP28
connections.

Four external SAS3 ports on
each server node.

Eight SAS3 ports on the
storage shelf (four used).

Eight SAS3 ports on the
storage expansion shelf (four
used).

One 10/100/1000Base-T
network interface port with
RJ-45 connector on each
server node rear panel.

Two 10/25GbE SFP28 ports,
or two 10 GbE RJ-45 ports
located on the back of each
server node. The system can
be configured to use either
the SFP28 or RJ-45 ports, but
not both.

One 10/100/1000Base-T
network interface port with
RJ-45 connector dedicated to
the service processor (SP) on
each server node rear panel.

One RS-232 RJ-45 serial port
on each server node rear
panel.

N/A

Each server node has a
service processor with the
following features:

* Includes the Baseboard
Management Controller
(BMC), which supports
the industry-standard
Intelligent Platform
Management Interface
(IPMI) feature set.

*  Supports remote KVMS
over IP.

e Supports Ethernet
access to SP through a
dedicated
10/100/1000Base-T
management port and
optionally through one of
the host GbE ports
(sideband management).
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Supported Components and Capabilities

Component

Oracle Database Appliance
X7-2S

Oracle Database Appliance
X7-2M

Oracle Database Appliance
X7-2-HA

Power supplies

Cooling fans

Operating system

Management software

Two hot-pluggable power
supplies.

Four 40-mm, hot-pluggable
fan modules per server for
chassis cooling. Each fan
module contains two counter-
rotating fan pairs (four rotors
total).

Each power supply has its
own cooling fans.

Two hot-pluggable power
supplies.

Four 40-mm, hot-pluggable
fan modules per server for
chassis cooling. Each fan
module contains two counter-
rotating fan pairs (four rotors
total).

Each power supply has its
own cooling fans.

Two hot-pluggable power
supplies per server node and
per storage shelf.

Four 40-mm, hot-pluggable
fan modules per server node
for chassis cooling. Each fan
module contains two counter-
rotating fan pairs (four rotors
total).

Each power supply (server
node and storage shelf) has

Oracle Linux.

Oracle Integrated Lights Out
Manager (ILOM) 4.0.

Oracle Linux.

Oracle Integrated Lights Out
Manager (ILOM) 4.0.

its own cooling fans.

Oracle Linux.

Oracle Integrated Lights Out
Manager (ILOM) 4.0.

Oracle Database Appliance X6-2 Series Components and Capabilities

See a listing of the various supported capabilities for the Oracle Database Appliance X6-2
series.

The following table lists supported components and capabilities for the Oracle Database
Appliance X6-2 series systems.

Component

Oracle Database
Appliance X6-2S

Oracle Database
Appliance X6-2M

Oracle Database
Appliance X6-2L

Oracle Database
Appliance X6-2-HA

Server node

CPUs

Memory

ORACLE

Single 1RU server.

One 10-core 2.2 GHz
Intel Xeon E5-2630 V4
processor.

128 GB - four 32 GB
low-voltage DDR4
RDIMMs rated at 2400
MT/s (2133 MT/s actual
maximum).

Optional memory
expansion to 384 GB.
See Optional

Single 1RU server.

Two 10-core 2.2 GHz
Intel Xeon E5-2630 V4
processors.

256 GB - eight 32 GB
low-voltage DDR4
RDIMMs rated at 2400
MT/s (2133 MT/s actual
maximum).

Optional memory
expansion to 512 GB or
768 GB. See Optional

Single 2RU server.

Two 10-core 2.2 GHz
Intel Xeon E5-2630 V4
processors.

256 GB - eight 32 GB
low-voltage DDR4
RDIMMs rated at 2400
MT/s (2133 MT/s actual
maximum).

Optional memory
expansion to 512 GB or
768 GB. See Optional

Component Installation. Component Installation. Component Installation.

Two 1RU server nodes.
Each server node
operates independently
from the other server
node. The lower server
is node 0. The upper
server is node 1.

Two 10-core 2.2 GHz
Intel Xeon E5-2630 V4
processors per server
node.

256 GB - eight 32 GB
low-voltage DDR4
RDIMMs rated at 2400
MT/s per server node
(2133 MT/s actual
maximum).

Optional memory
expansion to 512 GB or
768 GB. Both server
nodes must have the
same amount of
memory. See Optional
Component Installation.
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Supported Components and Capabilities

Component

Oracle Database
Appliance X6-2S

Oracle Database
Appliance X6-2M

Oracle Database
Appliance X6-2L

Oracle Database
Appliance X6-2-HA

Storage devices

USB 2.0 ports

ORACLE

The server includes:

*  Two 2.5-inch 480
GB SATA SSDs in
slots HDD 0-1
reserved for
operating system
storage and
system booting

e Two 2.5-inch 3.2
TB NVMe SSDs in
slots NVMe 0-1

Two optional NVMe

SSDs can be added.

See Optional

Component Installation.

The server includes:

¢ Two 2.5-inch 480
GB SATA SSDs in
slots HDD 0-1
reserved for
operating system
storage and
system booting

¢ Two 2.5-inch 3.2
TB NVMe SSDs in
slots NVMe 0-1

Two optional NVMe

SSDs can be added.

See Optional

Component Installation.

The server includes:

. Six 2.5-inch 3.2 TB
NVMe SSDs in
front slots 0, 1, 3,
4,6,7

Three optional
NVMe SSDs can
be added. See
Optional
Component
Installation.

e Two 2.5-inch 480
GB SATA SSDs in
rear slots 0-1
reserved for
operating system
storage and
system booting

Six total (two front, two Six total (two front, two Six total (two front, two

rear and two internal)
per server.

rear and two internal)
per server.

rear and two internal)
per server.

Each server node
includes:

¢ Two 2.5-inch 480
GB SATA SSDs in
slots 0-1 reserved
for operating
system storage
and system
booting

The 4RU storage shelf

and the optional

storage expansion shelf
each include:

e Ten 2.5-inch 1.6
TB SAS SSDs (in
3.5-inch mounting
brackets) in slots
0-9

*  Base storage shelf
configuration: Filler
panels in slots
10-19 (optional
SAS SSDs can be
added to these
slots, see Optional
Component
Installation)

Full storage shelf
or standard
storage expansion
shelf configuration:
Ten 2.5-inch 1.6
TB SAS SSDs (in
3.5-inch mounting
brackets) in slots
10-19

e Four 2.5-inch 200
GB high
endurance SAS
SSDs (in 3.5-inch
mounting brackets)
in slots 20-23

Six total (two front, two
rear and two internal)
per server node.
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Supported Components and Capabilities

Component

Oracle Database
Appliance X6-2S

Oracle Database
Appliance X6-2M

Oracle Database
Appliance X6-2L

Oracle Database
Appliance X6-2-HA

PCI Express (PCle) 110
slots

ORACLE

Three external and one
internal low-profile
PCle Gen-3 slots. They
contain:

. PCle slot 2: NVMe
Switch PCle Card

»  PCle slot 3: Dual
10 GbE SFP+
PCle 2.0 Low
Profile Adapter

. PCle slot 4: Dual-
port Internal
12Gb/s SAS3 host
bus adapter

Three external and one
internal low-profile
PCle Gen-3 slots. They
contain:

. PCle slot 2: NVMe
Switch PCle Card

e PCle slot 3: Dual
10 GbE SFP+
PCle 2.0 Low
Profile Adapter

. PCle slot 4: Dual-
port Internal
12Gb/s SAS3 host
bus adapter

Six external internal
low-profile PCle Gen-3
slots. They contain:

*  PCle slot 1: Dual
10 GbE SFP+
PCle 2.0 Low
Profile Adapter

* PCleslots 2,5, 6:

NVMe Switch PCle

Card

PCle slot 3: Dual-

port Internal

12Gb/s SAS3 host
bus adapter

Three external and one
internal low-profile
PCle Gen-3 slots for
each server node. They
contain:

¢ PCle slot 1: Dual
Port QDR
InfiniBand M3
PCle 3.0 Low
Profile Adapter

--0r--

PCle slot 1: Dual
10 GbE SFP+
PCle 2.0 Low
Profile Adapter

e PCle slot 2: Dual-
port External
12Gb/s SAS3 host
bus adapter

e PCle slot 3: Dual-
port External
12Gb/s SAS3 host
bus adapter

e PCle slot 4: Dual-
port Internal
12Gb/s SAS3 host
bus adapter
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Supported Components and Capabilities

Component

Oracle Database
Appliance X6-2S

Oracle Database
Appliance X6-2M

Oracle Database
Appliance X6-2L

Oracle Database
Appliance X6-2-HA

Cluster device

SAS ports

N/A

Two internal SAS3
ports.

Onboard Ethernet ports Two functional auto-

ORACLE

sensing
100/1000/10000 Base-
T Ethernet ports with
RJ-45 connectors
located on the back of
the server.

Ethernet ports NET 2
and NET 3 are
nonfunctional in single-
processor systems.

N/A

Two internal SAS3
ports.

Four auto-sensing
100/1000/10000 Base-
T Ethernet ports with
RJ-45 connectors
located on the back of
the server.

N/A

Two internal SAS3
ports (only one used for
rear drives).

Four auto-sensing
100/1000/10000 Base-
T Ethernet ports with
RJ-45 connectors
located on the back of
the server.

One integrated cluster
device with node-to-
node interconnection is
provided on each
server node through
two InfiniBand ports
with QSFP+
connections.

Alternatively, you have
the option of creating
the node-to-node
interconnection using
two of each server
node's four 10 GbE
network interface ports
with RJ-45
connections.

This alternative
configuration is used
when the Oracle
Database Appliance
X6-2-HA is ordered
with a Dual 10GbE
SFP+ PCle 2.0 Low
Profile Adapter instead
of the standard
InfiniBand adapter
when an Ethernet fiber
connection to the data
center or public
network is required.

Two internal SAS3 and
four external SAS3
ports on each server
node.

Eight SAS3 ports on
the storage shelf (four
used).

Eight SAS3 ports on
the storage expansion
shelf (four used).

Four auto-sensing
100/1000/10000 Base-
T Ethernet ports with
RJ-45 connectors
located on the back of
each server node.
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Supported Components and Capabilities

Component

Oracle Database
Appliance X6-2S

Oracle Database
Appliance X6-2M

Oracle Database
Appliance X6-2L

Oracle Database
Appliance X6-2-HA

Network management
(NET MGT) port

Serial management
(SER MGT) port

VGA port

Service Processor (SP)

Power supplies

ORACLE

One 10/100/1000Base-
T network interface port
with RJ-45 connector
dedicated to the
service processor (SP)
on each server rear
panel.

One RS-232 RJ-45
serial port on each
server rear panel.

One high-density
HD-15 video port on
each server rear panel.

Each server has a
service processor with
the following features:

* Includes the
Baseboard
Management
Controller (BMC),
which supports the
industry-standard
Intelligent Platform
Management
Interface (IPMI)
feature set.

e Supports remote
KVMS over IP.

e Supports Ethernet
access to SP
through a
dedicated
10/100/1000Base-
T management
port and optionally
through one of the
host GbE ports
(sideband
management).

Two hot-pluggable
power supplies.

One 10/100/1000Base-
T network interface port
with RJ-45 connector
dedicated to the
service processor (SP)
on each server rear
panel.

One RS-232 RJ-45
serial port on each
server rear panel.

One high-density
HD-15 video port on
each server rear panel.

Each server has a
service processor with
the following features:

e Includes the
Baseboard
Management
Controller (BMC),
which supports the
industry-standard
Intelligent Platform
Management
Interface (IPMI)
feature set.

*  Supports remote
KVMS over IP.

e Supports Ethernet
access to SP
through a
dedicated
10/100/1000Base-
T management
port and optionally
through one of the
host GbE ports
(sideband
management).

Two hot-pluggable
power supplies.

One 10/100/1000Base-

T network interface port

with RJ-45 connector
dedicated to the
service processor (SP)
on each server rear
panel.

One RS-232 RJ-45
serial port on each
server rear panel.

One high-density
HD-15 video port on
each server rear panel.

Each server node has
a service processor
with the following

features:

. Includes the
Baseboard
Management

Controller (BMC),
which supports the
industry-standard
Intelligent Platform
Management
Interface (IPMI)
feature set.

e Supports remote
KVMS over IP.

e Supports Ethernet
access to SP
through a
dedicated
10/100/1000Base-
T management
port and optionally
through one of the
host GbE ports
(sideband
management).

Two hot-pluggable
power supplies.

One 10/100/1000Base-
T network interface port
with RJ-45 connector
dedicated to the
service processor (SP)
on each server node
rear panel.

One RS-232 RJ-45
serial port on each
server node rear panel.

One high-density
HD-15 video port on
each server node rear
panel.

Each server node has
a service processor
with the following

features:

. Includes the
Baseboard
Management

Controller (BMC),
which supports the
industry-standard
Intelligent Platform
Management
Interface (IPMI)
feature set.

*  Supports remote
KVMS over IP.

e Supports Ethernet
access to SP
through a
dedicated
10/100/1000Base-
T management
port and optionally
through one of the
host GbE ports
(sideband
management).

Two hot-pluggable
power supplies per
server node and per
storage shelf.
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Supported Components and Capabilities

Component Oracle Database Oracle Database Oracle Database Oracle Database
Appliance X6-2S Appliance X6-2M Appliance X6-2L Appliance X6-2-HA
Cooling fans Four 40-mm, hot- Four 40-mm, hot- Four 80-mm), hot- Four 40-mm, hot-

Operating system

Management software

pluggable fan modules
per server for chassis
cooling. Each fan
module contains two
counter-rotating fan
pairs (four rotors total).

Each power supply has
its own cooling fans.

Oracle Linux.

Oracle Integrated
Lights Out Manager
(ILOM) 3.2.

pluggable fan modules
per server for chassis
cooling. Each fan
module contains two
counter-rotating fan
pairs (four rotors total).

Each power supply has
its own cooling fans.

Oracle Linux.

Oracle Integrated
Lights Out Manager
(ILOM) 3.2.

pluggable fan modules
per server for chassis
cooling. Each fan
module contains two
counter-rotating fan
pairs (four rotors total).

Each power supply has
its own cooling fans.

Oracle Linux.

Oracle Integrated
Lights Out Manager
(ILOM) 3.2.

pluggable fan modules
per server node for
chassis cooling. Each
fan module contains
two counter-rotating fan
pairs (four rotors total).

Each power supply
(server node and
storage shelf) has its
own cooling fans.

Oracle Linux.

Oracle Integrated
Lights Out Manager
(ILOM) 3.2.

Oracle Database Appliance Version 1 and Models X3-2, X4-2 and X5-2
Components and Capabilities

See a listing of the various supported capabilities for the Oracle Database Appliance Version 1
and Models X3-2, X4-2 and X5-2.

The following table lists supported components and capabilities for the Oracle Database
Appliance Version 1, Oracle Database Appliance X3-2, Oracle Database Appliance X4-2 and
Oracle Database Appliance X5-2.

Component

Oracle Database
Appliance (Version 1)

Oracle Database
Appliance X3-2

Oracle Database
Appliance X4-2

Oracle Database
Appliance X5-2

Server node

CPUs

Memory

ORACLE

Two server nodes per
chassis. Each server
node operates
independently from the
other server node. The
lower server is node 0.
The upper server is
node 1.

Two 6-core 3.06 GHz
Intel Xeon X5675
processors per server
node.

96 GB — six 8 GB low-
voltage DDR3 RDIMMs
(single or dual rank) at
1333 MT/s per server
node.

Quad-rank DIMMs are
not supported.

Two server nodes.
Each server node
operates independently
from the other server
node. The lower server
is node 0. The upper
server is node 1.

Two 8-core 2.9 GHz
Intel Xeon E5-2690
processors per server
node.

256 GB — sixteen 16
GB low-voltage DDR3
RDIMMs at 1600 MT/s
per server node.

Two server nodes.
Each server node
operates independently
from the other server
node. The lower server
is node 0. The upper
server is node 1.

Two 12-core 2.7 GHz
Intel Xeon E5-2697 v2
processors per server
node.

256 GB — sixteen 16
GB low-voltage DDR3
RDIMMs at 1600 MT/s
per server node.

Two server nodes.
Each server node
operates independently
from the other server
node. The lower server
is node 0. The upper
server is node 1.

Two 18-core 2.3 GHz
Intel Xeon E5-2699 v3
processors per server
node.

256 GB — eight 32 GB
low-voltage DDR4
LRDIMMs at 2133
MT/s per server node.

Optional memory
expansion to 512 GB or
768 GB. See Optional
Component Installation.
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Supported Components and Capabilities

Component

Oracle Database
Appliance (Version 1)

Oracle Database
Appliance X3-2

Oracle Database
Appliance X4-2

Oracle Database
Appliance X5-2

Storage devices

USB 2.0 ports

ORACLE

Each server node
includes:

*  Twenty 3.5-inch
SAS 600-GB
HDDs in slots 0-19

e Four 3.5-inch SAS
73-GB SSDs in
slots 20-23

. Two rear
accessed, 2.5-inch
SATA 500 GB
HDDs reserved for
operating system
storage and
system booting

e Oneinternal 4 GB
USB thumb drive

Two rear and one
internal for each server
node.

Each server node
includes:

e Two 2.5-inch 600
GB SAS2 HDDs
reserved for
operating system
storage and
system booting

The storage shelf and

the optional storage

expansion shelf each
include:

e Twenty 2.5-inch
900 GB SAS2

HDDs in slots 0-19
. Four 2.5-inch 200

GB SAS SSDs in
slots 20-23

Each server node
includes:

*  Two 2.5-inch 600
GB SAS2 HDDs
reserved for
operating system
storage and
system booting

¢ Oneinternal 4 or 8
GB USB thumb
drive (reserved for
future use)

The storage shelf and

the optional storage

expansion shelf each
include:

*  Twenty 2.5-inch
900 GB SAS2
HDDs in slots 0-19

e Four 2.5 inch 200
GB SAS SSDs in
slots 20-23

Six total (two front, two  Six total (two front, two

rear and two internal)
per server node.

rear and two internal)
per server node.

Each server node
includes:

e Two 2.5-inch 600
GB SAS2 HDDs
reserved for
operating system
storage and
system booting

¢ Oneinternal 8 GB
USB thumb drive
(reserved for future
use)

The storage shelf and

the optional storage

expansion shelf each
include:

¢  Sixteen 3.5-inch 4
TB or 8 TB SAS2
HDDs in slots 0-15

. Four 2.5-inch 400
GB medium
endurance SAS
SSDs in slots
16-19

. Four 2.5-inch 200
GB high
endurance SAS
SSDs in slots
20-23

Six total (two front, two
rear and two internal)
per server node.
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Supported Components and Capabilities

Component

Oracle Database
Appliance (Version 1)

Oracle Database
Appliance X3-2

Oracle Database
Appliance X4-2

Oracle Database
Appliance X5-2

PCI Express (PCle) 110
slots

Cluster device

ORACLE

Three external low-
profile PCle Gen-2
slots (x8) for each
server node. They
contain:

* PCle slot 0: Dual
10 GbE SFP+
PCle 2.0 Low
Profile Adapter

e PCle slot 1: Quad-
port 1 GbE
(Gigabit Ethernet)
Network Adapter
with RJ-45
connectors

e PCle slot 2: Dual-
port External
6Gb/s SAS2 host
bus adapter

One internal low-profile

PCle Gen-2 slot (x8)

with a Dual-port

Internal 6Gb/s SAS2

host bus adapter

One integrated cluster
device with node-to-
node connections is
provided on each
server node. Each
integrated cluster
device provides two
internal 1 GbE network
interface ports and two
internal dual-port UART
ports.

Three external and one
internal low-profile
PCle Gen-3 slots for
each server node. They
contain:

e PCle slot 1: Dual-
port 10 GbE
Network Adapter
with RJ-45
connectors

¢ PCle slot 2: Dual-
port External
6Gb/s SAS2 host
bus adapter

e PCle slot 3: Dual-
port External
6Gb/s SAS2 host
bus adapter

e PCle Slot 4: Dual-
port Internal 6Gb/s
SAS2 host bus
adapter

One integrated cluster
device with node-to-
node interconnection is
provided on each
server node through
two 10 GbE network
interface ports with
RJ-45 connections.

Three external and one
internal low-profile
PCle Gen-3 slots for
each server node. They
contain:

* PCleslot 1: Dual
10 GbE SFP+
PCle 2.0 Low
Profile Adapter

* PCle slot 2: Dual-
port External
6Gb/s SAS2 host
bus adapter

e PCle slot 3: Dual-
port External
6Gb/s SAS2 host
bus adapter

*  PCle slot 4: Dual-
port Internal 6Gb/s
SAS2 host bus
adapter

One integrated cluster
device with node-to-
node interconnection is
provided on each
server node through
two 10 GbE network
interface ports with
dual-rate SFP+
connections.

Alternatively, you have
the option of creating
the node-to-node
interconnection using
two of each server
node's four 10 GbE
network interface ports
with RJ-45
connections. Refer to
the Oracle Database
Appliance Deployment
and User's Guide for
more information.

Three external and one
internal low-profile
PCle Gen-3 slots for
each server node. They
contain:

e« PCleslot 1: Dual
Port QDR
InfiniBand M3
PCle 3.0 Low
Profile Adapter

e PCle slot 2: Dual-
port External
12Gb/s SAS3 host
bus adapter

e PCle slot 3: Dual-

port External

12Gb/s SAS3 host
bus adapter

PCle slot 4: Dual-

port Internal

12Gb/s SAS3 host
bus adapter

One integrated cluster
device with node-to-
node interconnection is
provided on each
server node through
two InfiniBand ports
with QSFP+
connections.

Alternatively, you have
the option of creating
the node-to-node
interconnection using
two of each server
node's four 10 GbE
network interface ports
with RJ-45
connections. Refer to
the Oracle Database
Appliance Deployment
and User's Guide for
more information.
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Supported Components and Capabilities

Component Oracle Database Oracle Database Oracle Database Oracle Database
Appliance (Version 1) Appliance X3-2 Appliance X4-2 Appliance X5-2
SAS ports N/A Two internal SAS2 and Two internal SAS2 and Two internal SAS3 and

Onboard Ethernet ports Two 1 GbE network

Network management
(NET MGT) port

Serial management
(SER MGT) port

VGA port

ORACLE

interface ports with
RJ-45 connectors
located on the back
panel of each server
node.

One 10/100Base-T
network interface port
with RJ-45 connector
dedicated to the
service processor (SP)
on the back panel of
each server node.

One RS-232 RJ-45
serial port on the back
panel of each server
node.

One high-density
HD-15 video port on
the back panel of each
server node.

four external SAS2
ports on each server
node.

Six SAS2 ports on the
storage shelf (four
used).

Six SAS2 ports on the
storage expansion shelf
(four used).

Four auto-sensing
100/1000/10000 Base-
T Ethernet ports with
RJ-45 connectors
located on the back of
each server node.

One 10/100Base-T
network interface port
with RJ-45 connector
dedicated to the
service processor (SP)
on the back panel of
each server node.

One RS-232 RJ-45
serial port on the back
panel of each server
node.

One high-density
HD-15 video port on
the back panel of each
server node.

four external SAS2
ports on each server
node.

Six SAS2 ports on the
storage shelf (four
used).

Six SAS2 ports on the
storage expansion shelf
(four used).

Four auto-sensing
100/1000/10000 Base-
T Ethernet ports with
RJ-45 connectors
located on the back of
each server node.

One 10/100Base-T
network interface port
with RJ-45 connector
dedicated to the
service processor (SP)
on the back panel of
each server node.

One RS-232 RJ-45
serial port on the back
panel of each server
node.

One high-density
HD-15 video port on
the back panel of each
server node.

four external SAS3
ports on each server
node.

Six SAS2 ports on the
storage shelf (four
used).

Six SAS2 ports on the
storage expansion shelf
(four used).

Four auto-sensing
100/1000/10000 Base-
T Ethernet ports with
RJ-45 connectors
located on the back of
each server node.

Optionally, you can
purchase the Sun Dual
10GbE SFP+ PCle 2.0
Low Profile Adapter as
a replacement for the
standard InfiniBand
adapter if an Ethernet
fiber connection to the
data center or public
network is required.
See Optional
Component Installation.

One 10/100/1000Base-
T network interface port
with RJ-45 connector
dedicated to the
service processor (SP)
on the back panel of
each server node.

One RS-232 RJ-45
serial port on the back
panel of each server
node.

One high-density
HD-15 video port on
the back panel of each
server node.
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Oracle Database Appliance X8-2S/X8-2M Front and Back Panels

Component

Oracle Database
Appliance (Version 1)

Oracle Database
Appliance X3-2

Oracle Database
Appliance X4-2

Oracle Database
Appliance X5-2

Service Processor (SP)

Power supplies

Cooling fans

Operating system

Management software

Each server node has
a service processor
with the following

features:

. Includes the
Baseboard
Management

Controller (BMC),
which supports the
industry-standard
Intelligent Platform
Management
Interface (IPMI)
feature set.

e Supports remote
KVMS over IP.

*  Supports Ethernet
access to SP
through a
dedicated
10/100Base-T
management port
and optionally
through one of the
host GbE ports
(sideband
management)

Two hot-pluggable
power supplies per
chassis.

Two redundant hot-
pluggable fan modules
per server node.

Oracle Linux.

Oracle Integrated
Lights Out Manager
(ILOM) 3.0.

Each server node has
a service processor
with the following

features:

. Includes the
Baseboard
Management

Controller (BMC),
which supports the
industry-standard
Intelligent Platform
Management
Interface (IPMI)
feature set.

e Supports remote
KVMS over IP.

e Supports Ethernet
access to SP
through a
dedicated
10/100Base-T
management port
and optionally
through one of the
host GbE ports
(sideband
management).

Two hot-pluggable
power supplies per
server node and per
storage shelf.

Four 40-mm, hot-
pluggable fan modules
per server node for
chassis cooling. Each
fan module contains
two counter-rotating fan
pairs (four rotors total).

Each power supply
(server node and
storage shelf) has its
own cooling fans.

Oracle Linux.

Oracle Integrated
Lights Out Manager
(ILOM) 3.1.

Each server node has
a service processor
with the following

features:

. Includes the
Baseboard
Management

Controller (BMC),
which supports the
industry-standard
Intelligent Platform
Management
Interface (IPMI)
feature set.

e Supports remote
KVMS over IP.

e Supports Ethernet
access to SP
through a
dedicated
10/100Base-T
management port
and optionally
through one of the
host GbE ports
(sideband
management).

Two hot-pluggable
power supplies per
server node and per
storage shelf.

Four 40-mm, hot-
pluggable fan modules
per server node for
chassis cooling. Each
fan module contains
two counter-rotating fan
pairs (four rotors total).

Each power supply
(server node and
storage shelf) has its
own cooling fans.

Oracle Linux.

Oracle Integrated
Lights Out Manager
(ILOM) 3.1.

Each server node has
a service processor
with the following

features:

. Includes the
Baseboard
Management

Controller (BMC),
which supports the
industry-standard
Intelligent Platform
Management
Interface (IPMI)
feature set.

e Supports remote
KVMS over IP.

e Supports Ethernet
access to SP
through a
dedicated
10/100/1000Base-
T management
port and optionally
through one of the
host GbE ports
(sideband
management).

Two hot-pluggable
power supplies per
server node and per
storage shelf.

Four 40-mm, hot-
pluggable fan modules
per server node for
chassis cooling. Each
fan module contains
two counter-rotating fan
pairs (four rotors total).

Each power supply
(server node and
storage shelf) has its
own cooling fans.

Oracle Linux.

Oracle Integrated
Lights Out Manager
(ILOM) 3.2.

Oracle Database Appliance X8-2S/X8-2M Front and Back Panels

See views and descriptions of front and back panel features for Oracle Database Appliance
X8-2S/X8-2M.

ORACLE
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Oracle Database Appliance X8-2S/X8-2M Front and Back Panels

This section describes Oracle Database Appliance X8-25/X8-2M front and back panels. If you
have some other Oracle Database Appliance model, select the appropriate link listed in
Overview of Oracle Database Appliance.

e Oracle Database Appliance X8-2S Front Panel
See an illustration and description of Oracle Database Appliance X8-2S front panel
features.

e Oracle Database Appliance X8-2M Front Panel
See an illustration and description of Oracle Database Appliance X8-2M front panel
features.

e Oracle Database Appliance X8-2S/X8-2M Back Panel
See an illustration and description of Oracle Database Appliance X8-2S/X8-2M back panel
features.

Oracle Database Appliance X8-2S Front Panel

ORACLE

See an illustration and description of Oracle Database Appliance X8-2S front panel features.
Oracle Database Appliance X8-2S server occupies 2RU of rack space.

The following figure shows the components on the front panel of an Oracle Database
Appliance X8-2S.

5 I ][:m ee

Callout Description

1 Product Serial Number (PSN) label and Radio
Frequency Identification (RFID) tag

2 Locate LED/button: white
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Oracle Database Appliance X8-2S/X8-2M Front and Back Panels

Callout Description

Service Required LED: amber

Power/OK LED: green

Power button

Fan Fault LED: amber

Power Supply (PS) Fault LED: amber

System Over Temperature Warning LED: amber
SP OK LED: green

10 DO NOT SERVICE

11-22 Front mounted drive slots:
*  NVMeO in drive slot O (callout 11)
*  NVMel in slot 4 (callout 15)

e Filler panelsinslots 1 -3 and 5 - 11 (callouts
12 - 14 and 16 - 22)

© 00 N o 0o b~ W

Oracle Database Appliance X8-2M Front Panel

See an illustration and description of Oracle Database Appliance X8-2M front panel features.

Oracle Database Appliance X8-2M server occupies 2RU of rack space.

The following figure shows the components on the front panel of an Oracle Database
Appliance X8-2M.
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Oracle Database Appliance X8-2S/X8-2M Front and Back Panels

Callout Description

1 Product Serial Number (PSN) label and Radio
Frequency Identification (RFID) tag

Locate LED/button: white

Service Required LED: amber

Power/OK LED: green

Power button

Fan Fault LED: amber

Power Supply (PS) Fault LED: amber

System Over Temperature Warning LED: amber
SP OK LED: green

DO NOT SERVICE

11-22 Front mounted drive slots:
e NVMeO in drive slot 0 (callout 11)
* NVMelin slot 1 (callout 12)
*  Filler panels in slots 2 - 11 (callouts 13 - 22)

© 00 N o 0o b~ w N
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Oracle Database Appliance X8-25/X8-2M Back Panel

ORACLE

See an illustration and description of Oracle Database Appliance X8-2S/X8-2M back panel
features.

The following figure shows the components on the back panel of an Oracle Database
Appliance X8-2S/X8-2M.
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Callout Description

1 Power Supply (PS) 1 with fan module

2 Power Supply (PS) 1 status indicators: Service
Required LED: amber, AC OK LED: green

3 Power Supply (PS) 0 with fan module
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Oracle Database Appliance X8-2S/X8-2M Front and Back Panels

Callout

Description

4

10
11

12

13

14
15

16

17

18
19

20

Power Supply (PS) 0 status indicators: Service
Required LED: amber, AC OK LED: green

PCle card slot 1: filler panel

PCle card slot 2:

»  Oracle Database Appliance X8-2S: filler panel
*  Oracle Database Appliance X8-2M: filler panel,
or optional Oracle Dual Port 25Gb Ethernet
Adapter, or optional Oracle Quad Port

10GBase-T Adapter

PCle card slot 3:

»  Oracle Database Appliance X8-2S: filler panel

e Oracle Database Appliance X8-2M: Oracle
NVMe Switch PCle card

PCle card slot 4:

e Oracle Database Appliance X8-2S: filler panel

*  Oracle Database Appliance X8-2M: Oracle
NVMe Switch PCle card

PCle card slot 5: filler panel

PCle card slot 6: filler panel

SER MGT port: RJ-45 serial port used to connect
to the Oracle ILOM service processor

NET MGT port: 10/100/1000Base-T network
interface port with RJ-45 connector used to
connect to the Oracle ILOM service processor

100/1000BASE-T network interface port with RJ-45
connector: NET O

USB 3.0 connector

System status indicators: Locate LED: white,
Service Required LED: amber, Power/OK LED:
green

PCle card slot 7: public network interface card

*  Oracle Dual Port 25Gb Ethernet Adapter [16a]
__Or__

*  Oracle Quad Port 10GBase-T Adapter [16b]

PCle card slot 8:

*  Oracle Database Appliance X8-2S: filler panel,
or optional Oracle Dual Port 25Gb Ethernet
Adapter, or optional Oracle Quad Port
10GBase-T Adapter

»  Oracle Database Appliance X8-2M: Oracle
NVMe Switch PCle card

PCle card slot 9: Oracle NVMe Switch PCle card

PCle card slot 10: filler panel, or optional Oracle
Dual Port 25Gb Ethernet Adapter, or optional
Oracle Quad Port 10GBase-T Adapter

PCle card slot 11: filler panel

ORACLE
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Oracle Database Appliance X8-2-HA Front and Back Panels

Oracle Database Appliance X8-2-HA Front and Back Panels

See views and descriptions of front and back panel features for Oracle Database Appliance
X8-2-HA.

This section describes Oracle Database Appliance X8-2-HA front and back panels. If you have
some other Oracle Database Appliance model, select the appropriate link listed in Overview of
Oracle Database Appliance.

e Oracle Database Appliance X8-2-HA Front Panel
See an illustration and listing of Oracle Database Appliance X8-2-HA front panel features.

e Oracle Database Appliance X8-2-HA Back Panel
See an illustration and listing of Oracle Database Appliance X8-2-HA back panel features.

Oracle Database Appliance X8-2-HA Front Panel

ORACLE

See an illustration and listing of Oracle Database Appliance X8-2-HA front panel features.

Oracle Database Appliance X8-2-HA includes two server nodes (two Oracle Server X8-2L's)
and an Oracle DE3-24C storage shelf. The entire unit occupies 8RU. The optional storage
expansion shelf requires an additional 4RU, increasing the total to 12RU.

The following figure shows the front of Oracle Database Appliance X8-2-HA with an optional
storage expansion shelf.
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Callout Description

1 Server node 1

2 Server node 0

3 Storage shelf (DE3-24C)

4 Optional storage expansion shelf (DE3-24C)

» Server Node Front Panel Features

See an illustration and listing of Oracle Database Appliance X8-2-HA server node front
panel features.

e Storage Shelf Front Panel Features
See an illustration and listing of Oracle Database Appliance X8-2-HA storage shelf front
panel features.

Server Node Front Panel Features

ORACLE

See an illustration and listing of Oracle Database Appliance X8-2-HA server node front panel
features.

The following figure shows the components on the front panel of an Oracle Database
Appliance X8-2-HA server node.
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Oracle Database Appliance X8-2-HA Front and Back Panels

Callout Description

1 Product Serial Number (PSN) label and Radio
Frequency Identification (RFID) tag

Locate LED/button: white

Service Required LED: amber

Power/OK LED: green

Power button

Fan Fault LED: amber

Power Supply (PS) Fault LED: amber

System Over Temperature Warning LED: amber
SP OK LED: green

DO NOT SERVICE

© 00 N o O b~ W N

[
o

11-22 Front mounted drive slots 0 - 11 (filler panels)

# Note:

When contacting Oracle Support Services, use the Top Level Identifier (TLI) instead
of the serial number. You can find the TLI by looking at the top of either server node
or on the top of the storage shelf. For details, see Technical Support.
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Storage Shelf Front Panel Features

ORACLE

See an illustration and listing of Oracle Database Appliance X8-2-HA storage shelf front panel
features.

The following figure shows the Oracle Database Appliance X8-2-HA storage shelf front
panel features.

# Note:

There are three base configurations for the storage shelf: two fully populated and one
partially populated (disk slots 6-23 are filler panels). Do not attempt to move or switch
disks in the base configurations as it could cause the deployment to fail.

You have the option of upgrading the partially populated base configuration storage
shelf to add disks to the empty slots. See Optional Component Installation.
Upgrading the base configuration to a fully populated storage shelf will allow you to
add a storage expansion shelf later, if needed.
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Callout Description

Storage shelf Locate indicator

Storage shelf fault indicator

Storage shelf OK/power indicator
Storage shelf power supply fault indicator
Storage shelf IO module fault indicator
Drive Ready-to-Remove indicator

Drive fault indicator

0 N o O b~ W N P

Drive power/activity indicator
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Oracle Database Appliance X8-2-HA Back Panel

See an illustration and listing of Oracle Database Appliance X8-2-HA back panel features.
This section describes the back panel features for Oracle Database Appliance X8-2-HA.

The following figure shows the Oracle Database Appliance X8-2-HA.
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Callout Description

1 Server node 1

2 Server node 0

3 Storage shelf (DE3-24C)

4 Optional storage expansion shelf (DE3-24C)

e Server Node Back Panel Features
See an illustration and listing of Oracle Database Appliance X8-2-HA server node back
panel features.
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e Storage Shelf Back Panel Features
See an illustration and listing of Oracle Database Appliance X8-2-HA storage shelf back
panel features.

Server Node Back Panel Features

ORACLE

See an illustration and listing of Oracle Database Appliance X8-2-HA server node back panel
features.

The following figure shows the components on the back panel of an Oracle Database
Appliance X8-2-HA server node.
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Callout Description
1 Power Supply (PS) 1 with fan module
2 Power Supply (PS) 1 status indicators: Service

Required LED: amber, AC OK LED: green
Power Supply (PS) 0 with fan module

Power Supply (PS) 0 status indicators: Service
Required LED: amber, AC OK LED: green

5 PCle card slot 1: Oracle Dual Port 25Gb Ethernet
Adapter provides two ports with SFP28
connections for a private cluster interconnect
between server nodes

6 PCle card slot 2: filler panel, or optional Oracle
Dual Port 25Gb Ethernet Adapter, or optional
Oracle Quad Port 10GBase-T Adapter

7 PCle card slot 3: provides two SAS3 connectors
used to connect the servers to the storage shelf
and the storage expansion shelf

8-10 PCle card slots 4 - 6: filler panels

11 SER MGT port: RJ-45 serial port used to connect
to the Oracle ILOM service processor

12 NET MGT port: 10/100/1000Base-T network

interface port with RJ-45 connector