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Preface

«  Documentation Accessibility

« Diversity and Inclusion

e Conventions

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle Accessibility
Program website at http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc.

Access to Oracle Support

Oracle customer access to and use of Oracle support services will be pursuant to the terms
and conditions specified in their Oracle order for the applicable services.

Diversity and Inclusion

Oracle is fully committed to diversity and inclusion. Oracle respects and values having a
diverse workforce that increases thought leadership and innovation. As part of our initiative to
build a more inclusive culture that positively impacts our employees, customers, and partners,
we are working to remove insensitive terms from our products and documentation. We are also
mindful of the necessity to maintain compatibility with our customers' existing technologies and
the need to ensure continuity of service as Oracle's offerings and industry standards evolve.
Because of these technical constraints, our effort to remove insensitive terms is ongoing and
will take time and external cooperation.

Conventions

The following text conventions are used in this document:

Convention Meaning

boldface Boldface type indicates graphical user interface elements associated with an
action, or terms defined in text or the glossary.

italic Italic type indicates book titles, emphasis, or placeholder variables for which
you supply particular values.

nonospace Monospace type indicates commands within a paragraph, URLSs, code in
examples, text that appears on the screen, or text that you enter.
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My Oracle Support

My Oracle Support (https://support.oracle.com) is your initial point of contact for all product
support and training needs. A representative at Customer Access Support can assist you with
My Oracle Support registration.

Call the Customer Access Support main number at 1-800-223-1711 (toll-free in the US), or call
the Oracle Support hotline for your local country from the list at http://www.oracle.com/us/
support/contact/index.html. When calling, make the selections in the sequence shown below
on the Support telephone menu:

1. Select 2 for New Service Request.
2. Select 3 for Hardware, Networking and Solaris Operating System Support.
3. Select one of the following options:
* For Technical issues such as creating a new Service Request (SR), select 1.

«  For Non-technical issues such as registration or assistance with My Oracle Support,
select 2.

You are connected to a live agent who can assist you with My Oracle Support registration and
opening a support ticket.

My Oracle Support is available 24 hours a day, 7 days a week, 365 days a year.
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Whats New in This Guide

This section introduces the documentation updates for Release 9.2.0.0.0.

Release 9.2.0.0.0 - G44923-01, October 2025

There are no updates for this release.
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Acronyms and Terminology

Listed below is an alphabetized list of acronyms and terminologies used in the document:

Table Acronyms

Acronym Meaning

CLI Command Line Interface

csv Comma-separated Values

DP Database Processor

DR Disaster Recovery

GA General Availability

GUI Graphical User Interface

HA High Availability

IMI Internal Management Interface
IPM Initial Product Manufacture

ISO ISO 9660 file system

LA Limited Availability

MOP Method of Procedure

MP Message Processing or Message Processor
NE Network Element

NOAM Network OAM

OAMé&P Operations, Administration, Maintenance and Provisioning
SDS Subscriber Database Server
SOAM System OAM

TPD Tekelec Platform Distribution

ul User Interface

VIP Virtual IP

VPN Virtual Private Network

XMI External Management Interface
XSl External Signaling Interface
DIU Dual Image Upgrade

Table Terminology

Acronym

Definition

Upgrade

The process of converting an application from its current release on a

system to a newer release.

Major upgrade

An upgrade from a current major release to a newer major release. An

example of a major upgrade is SDS 8.6 to SDS 9.0.x

Incremental upgrade

An upgrade from a current build to a newer build within the same major
release. An example of an incremental upgrade is SDS 9.x to 9.x

Software only upgrade

An upgrade that does not require a database schema change; only the

software is changed.

Single server upgrade

The process of converting an SDS server from its current release on a

single server to a newer release.
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Table (Cont.) Terminology

Acronym Definition

Back out The process of reverting a single SDS server to a prior version. This
could be performed due to failure in single server upgrade.

Rollback Automatic recovery procedure that puts a server into its pre-upgrade

status. This procedure occurs automatically during upgrade if there is a
failure.

Source release

Software release to upgrade from.

Target release

Software release to upgrade to.

Upgrade ready

State that allows for graceful upgrade of a server without degradation of

service. It is a state that a server is required to be in before it can be

upgraded. The state is defined by the following attributes:

e Server is forced standby

e Server is application disabled (signaling servers do not process any
traffic)
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Introduction

This document describes methods used and procedures to perform an application software
upgrade on in-service Subscriber Data Servers and Subscriber Data Servers Database
Processor blades in an Subscriber Data Servers network. The supported upgrade paths are:

@® Note

From SDS 9.0.0.0.0 and later, consider ISO as DIU ISO in all occurrences, throughout
this document.

8.6.x, 9.0, 9.0.1, 9.0.2t0 9.1

>
1

Pl End Cycle

<
1

Patches within the Pl Cycle

The audience for this document includes Oracle customers and the Global Software Delivery
SDS group.

This document provides instructions to run any SDS 8.6 software upgrade.

The SDS software includes all Tekelec Platform Distribution (TPD) software. Any TPD upgrade
necessary is included automatically as part of the SDS software upgrade. The execution of this
procedure assumes the SDS software load (ISO file, CD-ROM, or other form of media) has
already been delivered to the customer’s premises. This includes delivery of the software load
to the local workstation being used to perform this upgrade.

@® Note

The distribution of the SDS software load is outside the scope of this procedure.

1.1 Acronyms and Terminology

Listed below is an alphabetized list of acronyms and terminologies used in the document:

Table 1-1 Acronyms

Acronym Meaning

CLI Command Line Interface
Csv Comma-separated Values
DP Database Processor
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Chapter 1
Acronyms and Terminology

Table 1-1 (Cont.) Acronyms

Acronym Meaning

DR Disaster Recovery

GA General Availability

GUI Graphical User Interface

HA High Availability

IMI Internal Management Interface
IPM Initial Product Manufacture

ISO ISO 9660 file system

LA Limited Availability

MOP Method of Procedure

MP Message Processing or Message Processor
NE Network Element

NOAM Network OAM

OAM&P Operations, Administration, Maintenance and Provisioning
SDS Subscriber Database Server
SOAM System OAM

TPD Tekelec Platform Distribution

ul User Interface

VIP Virtual IP

VPN Virtual Private Network

XMI External Management Interface
XSI External Signaling Interface
DIU Dual Image Upgrade

Table 1-2 Terminology

Acronym

Definition

Upgrade

The process of converting an application from its current release on a
system to a newer release.

Major upgrade

An upgrade from a current major release to a newer major release. An
example of a major upgrade is SDS 8.6 to SDS 9.0.x

Incremental upgrade

An upgrade from a current build to a newer build within the same major
release. An example of an incremental upgrade is SDS 9.x to 9.x

Software only upgrade

An upgrade that does not require a database schema change; only the
software is changed.

Single server upgrade

The process of converting an SDS server from its current release on a
single server to a newer release.

Back out The process of reverting a single SDS server to a prior version. This
could be performed due to failure in single server upgrade.
Rollback Automatic recovery procedure that puts a server into its pre-upgrade

status. This procedure occurs automatically during upgrade if there is a
failure.

Source release

Software release to upgrade from.

Target release

Software release to upgrade to.
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Chapter 1
References

Table 1-2 (Cont.) Terminology

- __________________________________________________|
Acronym Definition

Upgrade ready State that allows for graceful upgrade of a server without degradation of

service. It is a state that a server is required to be in before it can be

upgraded. The state is defined by the following attributes:

e Server is forced standby

e Server is application disabled (signaling servers do not process any
traffic)

1.2 References

e SDS Initial Installation and Configuration Guide.

e Database Management: Backup and System Restoration

e SDS Disaster Recovery Guide

*  HP Solutions Firmware Upgrade Pack Release Notes, v2.1.5 (or latest 2.1 version)

e Platform 7.2 Configuration Guide

1.3 Activity Logging

While connected to the system, log all the activity using a convention that notates the
Customer Name, Site or Node location, Server Host name, and Date. Post upgrade provide all
logs to Oracle for archiving.

1.4 Use of Health Checks

1.5 Large

The user may run the Health Check Procedures procedure or View Logs steps freely or repeat
as many times as desired in between procedures during the upgrade process. It is not
recommended to do this in between steps within a procedure, unless there is a failure to
troubleshoot.

Installation Support

For large systems containing multiple signaling network elements, it may not be feasible to
apply the software upgrade to every network element within a single maintenance window;
however, whenever possible, primary SDS site and DR SDS site network elements should be
upgraded within the same maintenance window.

1.6 Warnings, Cautions, and Notes

This section presents notices of warnings and cautions that directly relate to the success of the
upgrade. It is imperative that each of these notices be read and understood before continuing
with the upgrade. If there are any conflicts, issues, or questions related to these notices, it is
recommended to contact My Oracle Support before starting the upgrade.
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ORACLE Chapter 1
Warnings, Cautions, and Notes

Upgrade Check

In case of the following error comes up, contact My Oracle Support.

"Post Ugrade validation failed for <server_name>. Please check server status.
Cancel i ng the upgrade.”

Figure 1-1 Server Status

@® Note

SDS Upgrade:
If the customer deployment has both the FABR and PCA features enabled, then

upgrade the DSR nodes first before upgrading the SDS nodes.
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General Description

This document defines the step-by-step actions performed to run a software upgrade of an in-
service Subscriber Data Servers from the source release to the target release.

@® Note

Initial Installation is not within the scope of this upgrade document. See the SDS Initial
Installation and Configuration Guide for more information.

2.1 SDS Supported Upgrade Paths

The following table provides information about the supported upgrade paths:

Table 2-1 SDS Upgrade Paths
|

Source Release Target Release
9.0.1.0.0 9.1.0.0.0
9.0.2.0.0 9.1.0.0.0
9.0.2.1.0 9.1.0.0.0
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Upgrade Overview

@ Note

If the upgrade is required from 8.6.x VM to 9.0.2, refer to Dual Hop Upgrade from
SDS-8.6.x to SDS-9.0.2 Using Ansible section.

This section lists the required materials and information needed to run an upgrade. It also
provides a brief timing overview of the activities needed to upgrade the source release
software that is installed and running on an SDS server to the target release software. The
approximate time required is outlined in sections Upgrade Preparation Overview through
Recovery Procedures Overview. These tables are used to plan and estimate the time
necessary to complete the upgrade.

Timing values are estimates only. They estimate the completion time of a step or group of
steps for an experienced user. These tables are not to be used to run procedures. Detailed
steps for each procedure are provided in Upgrade Preparation.

3.1 Upgrade Requirements

@® Note

Any third party software that the customer has installed will be removed after an
upgrade.

The following levels of access, materials, and information are needed to run an upgrade:

e Target-release DIU ISO image file
Example: SDS-9.1.0.0.0_100.17.0.iso

VPN access to the customer’s network
e GUI access to the SDS network OAM&P VIP with administrator’s privileges
e SSH/SFTP access to the SDS network OAM&P XMI VIP as the adnusr user.

® Note

All logins into the SDS active and DR site servers are made using the external
management (XMI) VIP unless otherwise stated.

@ Note

For a major upgrade, along with DIU ISO, the tar file and TPD OL7 DIU ISO is
required.
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Chapter 3
Upgrade Requirements

« User logins, passwords, IP addresses, and other administration information. For more

information, see the Logins, Passwords, and Site Informationsection.

» Direct access to server IMI IP addresses from the user’s local workstation is preferable in

the case of a back out.

® Note

If direct access to the IMI IP addresses is not available, then access to target
server can be made using a tandem connection through the active primary SDS
(that is, an SSH connection is made to the active primary SDS XMl first, then from
the active primary SDS, an 2nd SSH connection can be made to the target
server’s IMI IP address).

3.1.11S0O Image File

Obtain a copy of the target release 1ISO image file. This file is necessary to perform the
upgrade. The SDS ISO image file name is in the following format:

For example: SDS- 9. 1. 0. 0. 0_100. 17. 0-x86_64.i so

@® Note

Actual number values vary between releases.

Before executing this upgrade procedure, it is assumed the SDS ISO image file has already
been delivered to the customer’s system. The delivery of the ISO image requires the file be
placed on the disk of a workstation with GUI access to the SDS XMI VIP. If the user performing
the upgrade is at a remote location, it is assumed the ISO file is has already been transferred
to the active primary SDS server before starting the upgrade procedure.

3.1.2 Logins, Passwords, and Site Information

Obtain all the information requested in the following table. This ensures the necessary
administration information is available before an upgrade. Consider the confidential nature of
the information recorded in this table. While all of the information in the table is required to
complete the upgrade, there may be security policies in place that require secure disposal
once the upgrade has been completed.

Table 3-1 Logins, Passwords, and Site Information

- ____________________________|
NE Type NE Name

Primary SDS site
DR SDS site
SOAM 1 site
SOAM 2 site
SOAM 3 site
SOAM 4 site
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Table 3-2 Software

Chapter 3
MySql User Accounts Password

Software

Value

Source release level

Target release level

Target release 1SO filename

Table 3-3 Access Information

Access Information

Value

Primary site XMI VIP (GUI)

DR site XMI VIP

SDS GUI admin user nhame and password

SDS root user password

SDS admusr user password

SDS platcfg user password

Blade’s iLO admin username and password

PMAC GUI admin username and password*

PMAC user root password*

PMAC user admusr password*

PMAC user PMACftpusr password*

On board administrator GUI admin user name and
password

3.2 MySql User Accounts Password

This section provides the procedure to check for the presence of any forbidden special
characters in the mysql passwords for awadmin and root user accounts.

Mysqgl password can contain the following:
e Upper case alphabets (A-2)

e Lower case alphabets (a-z)

- Digits (0-9)

e 21 allowed special characters

Allowed Special Characters

There are a total of 32 special characters on the standard qwerty keyboard. Out of these 32
special characters, 21 characters are supported in the MySql passwords.

The following table provides the list of these 21 allowed special characters.

Table 3-4 Allowed Special Characters

Allowed Special Characters Name

#

Octothorpe or hash or pound sign

Exclamation point
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Table 3-4 (Cont.) Allowed Special Characters

Chapter 3
MySql User Accounts Password

Allowed Special Characters Name

~ Tilde

% Percent

A Caret or circumflex

* Asterisk
Underscore

- Hyphen or dash

+ Plus

Equal

Question Mark

Open Braces

Close Braces

Open Parenthesis

Close Parenthesis

Open angle bracket or less than

VI|A|I~=—~[~|—] O

Close angle bracket or greater than

Pipe or Vertical bar

Dot

) Comma

; Semi Colon

Forbidden Special Characters

There are a total of 32 special characters on the standard qwerty keyboard. Out of these 32
special characters, 11 characters are currently not supported in the MySql passwords. Usage
of these forbidden special characters in the password will set the incorrect password in the

database of MySql Server.

The following table provides the list of these 11 forbidden special characters.

Table 3-5 Forbidden Special Characters

Forbidden Special Characters Name

@ Ampersat
$ Dollar

& Ampersand

Backtick or backquote or grave accent

Backslash

Forward slash

Open Square Bracket

Close Square Bracket

- —_—] o~ —

Single quotation mark or apostrophe

Double quotation mark

Colon
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Upgrade Maintenance Windows

3.2.1 Sanity Check on MySql Passwords

Perform the following procedure to sanity check MySql passwords.
1. Log in to the source server as admnusr .

User name: adnusr
Password: <current admin user password>

2. Verify the mysqgl passwords using the following commands.

For awadm n user account:

sudo /usr/TKLC appwor ks/ bi n/ aw. wal | et credential get nysql default

For r oot user account, use the following command:

sudo /usr/ TKLC appwor ks/ bi n/ aw. wal | et credential get nysqgl root

3. If passwords contain forbidden special characters mentioned in the Table 3-5 table, then
reset the mysql password using the allowed special character mentioned in the Table 3-4
table.

@ Note

To reset the mysql password, see Updating the MySQL Password in DSR Security
Guide.

3.3 Upgrade Maintenance Windows

@® Note

It is recommended that SOAM NE sites containing mated Database Processors (DPs)
be upgraded in separate maintenance windows, if possible.

Upgrade Maintenance Windows
Maintenance Window 1:
The following information has to be recorded in this maintenance window:

1. Record the date of the maintenance window.

2. Record the names of the primary SDS NE site, DR SDS NE site, and server’s hostnames
to be upgraded during Maintenance Window.

3. \Verify and record the following information after each server upgrade is completed:
e Primary SDS NE site name
— Primary SDS active server

— Primary SDS standby server
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Chapter 3
Upgrade Preparation Overview

Primary SDS query server

» DR SDS NE site name

DR SDS active server
DR SDS standby server
DR SDS query server

Upgrade Maintenance Windows

Maintenance Window 2:

The following information has to be recorded in this maintenance window:

1. Record the name of SOAM NE site and its server’s host names to be upgraded during the
maintenance window .

2. Verify and record the following information after each server upgrade is completed:
*  SOAM NE site name

Active SOAM Server
Standby SOAM Server

e DP Server Names

DP 1 Server
DP 2 Server
DP 3 Server
DP 4 Server
DP 5 Server
DP 6 Server
DP 7 Server
DP 8 Server
DP 9 Server
DP 10 Server

Keep track of maintenance windows for each SOAM NE site.

3.4 Upgrade Preparation Overview

The pre-upgrade procedures shown in the following table should be performed before the
upgrade maintenance window and may be performed outside a maintenance window if

desired.

@® Note

If the customer deployment has both the FABR and PCA features enabled, then
upgrade the DSR nodes first before upgrading the SDS nodes.

Diameter Signaling Router Diameter SDS Software Upgrade Guide

G44923-01

October 26, 2025

Copyright © 2000, 2025, Oracle and/or its affiliates. Page 6 of 9



ORACLE Chapter 3
Primary SDS Site or DR SDS Site Upgrade Execution Overview

@® Note

In Upgrade DR SDS NOAM procedure, Ext ID/IMTC-HSS features are introduced in
SDS. Provisioning these features is not allowed until all the servers are upgraded and
the upgrade is accepted.

Upgrade Preparation Procedures

Table 3-6 Upgrade Preparation Procedures
|

Procedure Title Elapsed Time (Hrs:Min)
This Step Cumulative
Required Materials Check 00:15 00:15
ISO Administration * *
Full Database Backup (PROV 01:00 01:15
and COMCOL Env for All Servers

@® Note

ISO transfers to the target systems cannot be estimated since times vary significantly
depending on the number of systems and the speed of the network. The ISO transfers
to the target systems should be performed before the scheduled maintenance window.
The user should schedule the required maintenance windows accordingly.

3.5 Primary SDS Site or DR SDS Site Upgrade Execution
Overview

The procedures shown in the following table are performed inside a maintenance window. The
order of the upgrade for the primary NOAM NE and DR NOAM NE needs to be followed as
shown in following table.

@® Note

During the upgrade of servers, there are steps to check the replication status before
going to the next server back out. Follow those steps to execute; otherwise, data loss
is possible.

@® Note

During upgrade some alarms/events may be raised that can be ignored. Alarms are
mentioned in Access the OAM GUI Using the VIP (NOAM/SOAM).
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SOAM Upgrade Execution Overview

Table 3-7 Primary SDS or DR SDS Upgrade Procedures Strategy

Procedure Title Elapsed Time (Hrs:Min)

This Step Cumulative
Upgrade the Primary SDS NOAM | 01:00 02:15
Upgrade the Primary SDS NOAM | 01:00 03:15

3.6 SOAM Upgrade Execution Overview

The procedures shown in the following table should be performed inside a separate
maintenance window.

Table 3-8 SOAM Upgrade Procedures

Procedure Title Elapsed Time (Hrs:Min)
This Step Cumulative
Upgrade SOAM 01:30 01:30

3.7 Post Upgrade Execution Overview

These procedures are performed only after all sites on network have been upgraded.

Table 3-9 Post Upgrade Procedures

Procedure Title Elapsed Time (Hrs:Min)
This Step Cumulative
Accept the Upgrade * *

3.8 Recovery Procedures Overview

These procedures are customized to the specific situation encountered and therefore do not
have well-established time frames. The order of the back out for the primary NOAM NE and
DR NOAM NE needs to be followed as shown in the following table.

@® Note

Backout is not supported if the upgrade was performed from 8.x to 9.x release

@® Note

During back out of servers, there are steps to check the replication status before going
to the next server back out. Follow the steps to perform; otherwise, it may result in
data loss.
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Recovery Procedures Overview

@® Note

During the back out some alarms/events may be raised that can be ignored. Alarms
are mentioned in step 4 of Health Check Procedures.

Table 3-10 Backout Procedures
- ]

Procedure Title Elapsed Time (Hrs:Min)
This Step Cumulative
Back Out the SOAM * *
Back Out the DR SDS NOAM * *
Back Out the Primary SDS NOAM * *
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SDS Upgrade Matrix

Upgrading SDS in the customer network is a task that requires multiple procedures of varying
types. The matrix shown below provides a guide to the user as to which procedures are to be
performed on which site types.

Contact My Oracle Supportin needed.

@® Note

Primary SDS NOAM and DR SDS NOAM sites must be upgraded in the same
maintenance window. Replication between Primary and DR SDS NOAM sites will be
down till DR SDS NOAM is upgraded completely.

Table 4-1 SDS Upgrade Matrix

Network | Procedures
Element

Type

Primary | Yes Yes Yes Yes Yes Yes No Yes
NOAM
NE

DR
NOAM
NE
(sbs/
Query
Server)
SOAM Yes No No No No No Yes Yes
NE
(SOAM/D
P)

@® Note

Run Health Check Procedures before and after completing this procedure.

SDS Upgrade — List of Procedures:

* Required Materials Check

* 1SO Administration

» Backup TKLCConfigData

* Full Database Backup (PROV and COMCOL Env for All Servers)
*  Primary or DR SDS NOAM Upgrade Execution
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* Upgrade DR SDS NOAM

* Upgrade SOAM
*  Workaround to Resolve Syscheck Error for CPU Failure

e Accept the Upgrade
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Upgrade Preparation

This section provides detailed procedures to prepare a system for upgrade execution. These
procedures may be performed outside of a maintenance window.

5.1 Requirements Check

This procedure verifies all required materials needed to perform an upgrade have been
collected and recorded.

1. Verify if all the upgrade requirements have been met. Requirements are listed in section
Upgrade Requirements.Verify all upgrade requirements have been met.

2. Verify if all administration data needed during upgrade. Verify if all information Logins,
Passwords, and Site Informationentered is accurate.

5.2 Review Release Notes

Before starting the upgrade, review the Release Notes for the SDS 9.0.x release to understand
the functional differences (if any) and possible impacts to the upgrade. When upgrading SDS
to the target release, the following alarms may be reported on the GUI during the period when
the primary SDS site NE is at the new software level and the DR SDS site NE is at the old
software level:

e 31124: A DB replication audit command detected errors
e 31105: The DB merge process (inetmerge) is impaired by a s/w fault

e 31232: High availability server has not received a message on specified path within the
configured interval

e 31283: Lost Communication with server (cmha)
*  31109: Topology Config Error (cmha)

These alarms, if present, exist for the active and standby DR SDS site servers. They should
clear automatically within five minutes, and cease to be raised once the DR provisioning site
NE is upgraded to the same software level as the primary SDS site. To avoid seeing these
alarms altogether, the upgrade of the primary SDS Site and DR SDS site NEs should be
performed within the same maintenance window.

5.3 Perform Health Check (Upgrade Preparation)

This procedure is part of software upgrade preparation and is used to determine the health and
status of the SDS network and servers. This procedure may be performed multiple times, it
must be run at least once in 24-36 hours before starting a maintenance window.

Run SDS health check procedures as specified in Health Check Procedures.

Diameter Signaling Router Diameter SDS Software Upgrade Guide
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5.4 SO Administration

ISO transfers to the target servers may require a significant amount of time depending on the
number of systems and the speed of the network. Therefore, it is highly recommended that the
ISO transfers to the target servers be completed before the first scheduled maintenance
window.

@® Note

Add the SDS ISO to the PMAC Software Repository may be performed at any time
after ISO administration procedure has been completed.

1. Log into the SDS NOAM GUI. Use the VIP address to access the primary SDS NOAM
GUI as described in Access the OAM GUI Using the VIP (NOAM/SOAM).

2. Inthe Primary SDS NOAM VIP (GUI), connect to the SDS server. Expand Status &
Manage click Files. Select the host name of the active primary SDS server from the list of
tabs. Click Upload.

Figure 5-1 Upload

Connected using VIP to sds1-noA-5011835 (ACTIVE NETWORK OAM&P)
B 5 Main Menu
@8 Administration Main Menu: Status & Manage ->
g BE Configuration
g B Alarms & Events TR
i M Seaurky Log sds1-noA-5011835  sds1-noB-5011836
B & Status & Manage =
i [l Network Elements Ze tame
i ‘ Server Backup.SDS sds1-noB-5011836.FullDBParts. NET\
i HA Backup.SDS sds1-noB-5011836 FullRunEnv.NETW
I Database
i ‘ KPlIs is0s/SDS-7.1.0.0.0_71.2.0-x86_64.is0
i | Processes
O M Tasks rsync.log
a - ugwrap.
B B Measurements .
g e Communication Agent
o Bm sos elete W Upload
&, Help 950 MB used (0.27%) of 348.4 GB available | System

@® Note

The active primary SDS server displays in the GUI banner as connected to the
VIP with a state of ACTIVE NETWORK OAM&P.

3. Upload the ISO file, click Choose File.
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Figure 5-2 Choose File

File:
Choose File p file chosen
Upload 1

Cancel

4. Locate the ISO file for the target release and click Open.

Figure 5-3 Open

——— |
& Choose Fie o Upioad ]
- e — = e
@I_quvvp»vw-ms-rj..w w| s | 5e )
'l Coganive »  New foddes =3 I 8 [

3 505-71.000_71.2.0-86_64

T3 505-71_T1.1.0-486 64 1 14 4:52 B2 .
G 5_comemen (licor o preview
# haedweare (sl
gt 5_software flincn.
% cammon_public (
gt publc {ucor-fie
i eng peleases (s
ot Dnconmected Het « 4
Filename: 50570000 7120486 64 - |anFie ) -
Open || Cancel

5. Click Upload.

Figure 5-4 Upload

File:
YATPD\prod\SDSVT, Tusol [_Heomosen, .

[(Ughoad |

Cancel

6. Monitor the upload until the file transfer completes.

Figure 5-5 File Transfer

Uploading.
1%
44 minutes, 5 seconds remaining 2935 KB/s
Cancel
® Note

Chapter 5
ISO Administration

If transferring the 1SO file to the server manually (using secure copy (scp)), the iso
must be placed in the /var/ TKLC/ db/ fi |l engnt/ directory with 664 permissions

and awadmi n: awadmownership.
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7. Click the Timestamp heading twice to sort the column by most recent files.

Figure 5-6 Timestamp

File Hame Size Type
- 863.
SDS-7.1.0.0.0_71.2.0-x86_64.is0 MR 150
21
rsync.log KB log
de.l 877 "
upgrade log KB log

13
ugwrap.log KB log

5ds1-noA-5011835 sds1-noB-5011836 5ds1-95-5011837

i Timestamp

2015-02-03 21:09:37 UTC

2015-02-03 00:00:02UTC

2015-01-30 17:10:18 UTC

2015-01-29 19:46:05 UTC

Liberty-SDS-S0-A

8. Run the following commands, on Active NOAM CLI.

a. Run this command on CLI:

sudo sed -i '528i\ sleep(300);" /var/TKLC appworks/services/

Svr Upgr ade. php

b. Run this command on CLI:

Chapter 5
SO Administration

sudo sed -i '/if (array_key_exists("MteHostnane", $serverData))/c\ if
(is_array($serverData) &&
array_key_exi st s(" Mt eHost name", $serverData))' /var/TKLC appworks/
val i dat or/ Sds/ HaSt at usVal i dat or. php

c. Run this command on CLI:

sudo sed -i '310s/validate_cd/validate_cd_tnp/' /var/ TKLC appworks/
servi ces/ Fi | eManagenent . php

@® Note

Perform this step only if the base release is 9.0.0.0.0_97.16.0.

9. Deploy the ISO file to all SDS servers in the network.

a. Select the ISO file.

b. Click Validate ISO.

c. Wait for validation to pass.
d. Click Deploy ISO.
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Figure 5-7 Deploy ISO

Main Menu: Status & Manage -> Files
5051-n0A-5011835  5ds1-noB-5011836  5081-08-5011837  Liberty-SDS-30-A  Libéry-

Fibe Name Sire Type Timestamp

rsymnclog 2Z1KE  leg  2015-02-03 00:0003 UTC

S0S-7.1.0.00_71.20-86_64is0  86365MB iso  2015-02-03 21:28:28 UTC

ugwrap.log 13KE  log  2015-01-29 19:45:05 UTC

upgradelog 8T7KB log  2015-01-30 1710018 UTC

Deists | View130 Deployment Report Upioad | Downoad Depioy1$0 | Validats 150
B63.6 MB used (0.24%) of 348 4 GB available | System utilization; 17.9 GB (5,13%) of 3484 GB avallable

Click OK.

Figure 5-8 OK

The page at htps:/f10.240.241.66 says:

e you s

oK Cancel

10. Monitor the ISO deployment status, select the ISO file. Click View ISO Deployment
Report.

Figure 5-9 ISO Deployment Report

Main Menu: Status & Manage -> Files

4 sds1-noA-5011835 sds1.noB.5011836 sds1-qs-5011837 Liberty-SDS-S0-A

[File Name Size Type Timestamp
ir:sos.lsn $-7.1.0.0.0_71.2.0-x86_64.is0 ‘ Be36 iso  2015-02-03 21:4730UTC
e e a—
ugwrap.log 1.3KB log 2015-01-29 19:46:05 UTC
upgrade.log ﬁ;? log 2015-01-30 17:10:18 UTC

11. View the report, the ISO Deployment Report shows the status of deployment to all servers
in the topology. Refresh the report by clicking Back and repeating step 9 of this procedure
until the ISO has been Deployed to all servers.
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Back Up TKLCConfigData File

Figure 5-10 Report

Main Menu: Status & Manage -> Files [View]

Print Save Back

5.5 Back Up TKLCConfigData File

This section backs up the TKLCConfigData file on all the servers. This helps to restore
networking and server-related information in some cases. For example, for disaster recovery if
a server is lost during an upgrade.

1. Login to the SDS NOAM GUI, use the VIP address to access the primary SDS NOAM GUI
as described in Access the OAM GUI Using the VIP (NOAM/SOAM).

2. Inthe Primary SDS NOAM VIP GUI, export servers. Expand Configuration click Servers.
Select each server in the topology and click Export.

Figure 5-11 Servers

Main Menu: Configuration -» Servers

Hetwntk
) Sever Groeps ‘ Element
T Resaume Do
) Fraces

[ Prace Associabiens

4 [ DscP 505081 Cusary Seevar NOSG primarny_sds

SDEMOD Hebwork DAUAP HOSE primary_sds

SDE0E2 System CAu 2080 sighia

Figure 5-12 Export

ngart [ Delte  Expon  Rapon

@ Note

The active primary SDS server displays in the GUI banner as it is connected to the
VIP with a state Active Network OAM&P.
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3. Back up TKLCConfig data and access the CLI of the primary SDS NOAM, access the
primary SDS NOAM server command line using ssh or a console.

ssh adnusr @NOAM VI P>

4. Transfer the TKLCConf i gDat a files for all servers in the/ var/ TKLC/ db/ fi | engnt directory to
a remote location.

$ cd /var/ TKLC/ db/fi | engnt

$ scp TKLCConfi gDat a. <Sever Host nanme>. sh

<user nane>@xr enot e- server >: <di rect ory>

For example:

scp TKLCConfi gDat a. SDSDRNOL. sh <user nanme>@xr enot e-

server>:; <directory>

@ Note
Back up the TKLCConfig data file for all servers.

5.6 Perform Health Check (Post ISO Administration)

This procedure is part of Software Upgrade Preparation and is used to determine the health
and status of the entire SDS network and servers. This may be performed multiple times but
must also be run at least once within the period of 24-36 hours before the start of a
maintenance window.

Run SDS Health Check procedures as specified in Health Check Procedures

5.7 Full Database Back up (PROV and COMCOL ENV for All
Servers)

This procedure is part of software upgrade preparation and is used to conduct a full backup of
the COMCOL run environment on every server, to be used in the event of a back out or
rollback of the new software release.

@® Note

For 8.6.x release, backup files are created automatically when ./ majorUpgrade.sh
script is used.

@® Note

Do not perform this procedure until the ISO deployment is completed to all servers in
the topology. Partial back out (that is, back out of one site) may fail in the event of
incomplete ISO deployment or roll back deployment.

1. Log into the SDS NOAM GUI, use the VIP address to access the primary SDS NOAM GUI
as described in Access the OAM GUI Using the VIP (NOAM/SOAM)
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Full Database Back up (PROV and COMCOL ENV for All Servers)

2. Inthe Primary SDS NOAM VIP (GUI), verify the name of the primary active network OAMP
SDS server. Expand Status & Manage click Database.

Figure 5-13 Database

Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAM&P)
B B Main Menu

B B Administration Main Menu: Status & Manage -> Database

B M Configuration r
infe

& M dlorms & Events (o] [
Network Element Server Robe
NO_RLGHNC sds-righnc-a Network O
NO_RLGHNC sds-righnc-b Metwork O
NO_RLGHMNC qgs-fighnc Cuery Ser|
NO_MRSVNC qs-mrswnc Query Ser|

3. Verify the host name of the active primary OAMP SDS server from the GUI banner.

Figure 5-14 Verify host name

ORACLe Communications Diameter Signal Ro
7.1.0.00-71.6.0

Connected using VIP to sds-rlghnc-a (ACTIVE NETWORK OAM&P)

@ S Main Menu

Figure 5-15 Host name

Successfully connected deing INTERNALXMI to E1BANOTO (ACTIVE NETWORK OAME

4. Inthe Primary SDS NOAM VIP, back up the server. Select the SDS server.

Figure 5-16 SDS Server

Main Menu: Status & Manage -> Database
Application
Network Element Server Role AN Mac ! R HA 1
HA Role Rol
e
NO_RLGHNC [N iNetwork OAMGP  Adtive 00S I
NO_RLGHNC sds-righnc-b Network OAMAP Sandby 008 H

5. Click Backup
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Full Database Back up (PROV and COMCOL ENV for All Servers)

Figure 5-17 Back up

frt  Inhibit Replication aac\ﬁ:l.;c Compare.. | Rest

6. Back up the provisioning data, un-check the Configuration check box. Enter a Comment.

Figure 5-18 Database Back up

Main Menu: Status & Manage -> Database [ Backup]

Database Backup

Field Value Dy
Server: sds-righnc-a

< Provisioning

Select data for backup | lgonliguranon S
S
gzip
Comprassion 9bzip2
Aone "
Archive Name Backup.sds.sds-righnc-a. Provisioning NETWORK_OAMP 20150707 _18520 * ;‘
Comment FreUpgrade to 71.7.0 W
_.Ok_ _Cam:el\_
® Note

Entering a Comment is mandatory.

7. Click Info to verify if the changes have passed pre-validation.

Figure 5-19 Verify Information

Main Menu: Status & Manage -> Database [Backup]

Info T
Infio \_a"

o ‘ * Pre-Validation passed - Data NOT committed ... ‘

T e
Server: sds-righnc-a

8. Click OK.

9. Inthe Primary SDS NOAM VIP, verify status. Wait for the screen to refresh (for about 1lor 2
minutes).Click the Info tab to verify the Provisioning Backup shows a status of
MAINT_CMD_SUCCESS.

Figure 5-20 Provisioning Backup

Main Menu: Status & Manage -> Database
m_g)
o =
Network Ebet + DB Bithday. 2015-06-16 15:30:24 UTC: -
» Specess: Provisioning Backup on sds-righnc-a status MAINT_CMD CCESS. Success
| o » Swccess: Configuration Backup on sds-ighnc-a status MAINT_CMD_SUCCESS. Success
NO_RLGHN = Durability Admin Status is: MO Disk d
NJ + Duragility Operational Status is: NO DRNG
MNO_RLGH q
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Full Database Back up (PROV and COMCOL ENV for All Servers)

10. If a status of MAINT_IN_PROGRESS is received, then refresh the Info message, expand
Status & Manage click Database. Click on the Info tab again.

® Note

Depending on the size of the SDS provisioning database, the backup could take a
couple of hours to complete.

This completes the backup of the SDS provisioning database.

11. In the Primary SDS NOAM VIP, back up the servers. Expand Administration select
Software Management click Upgrade. Click Backup All.

Figure 5-21 Back up Server

Main Menu: Administration -> Software Management -> Upgrade
NO_righnc_grp ~ DP_florence_DP_01_grp ~ DP_florence_DP_02_grp  DP_kauai_DF_01_gn
Upgrade State OAM Max HA Role  Server Role Function
Hostname
Server Status Appl Max HA Role  Network Element
dortan Active Metwork DAMEP  DAMAP
Seefomcd Norm NiA NO_RLGHNC
D Standby Metwork CAMEP  DAMAP
A Morm A MO_RLGHNC
o Observer Query Server Qs
ol Nom NiA NO_RLGHNC
: Backup Backup All Auto Upgrade Accept Report Report All
® Note

All servers in an Upgrade state are displayed on the screen. Servers in a Forced
Standby or OOS state are not displayed.

12. Select the Exclude option. Click OK.

Figure 5-22 Exclude Option

Main Menu: Administration -> Software Management -> Upq

Network element ¥ Action Server(s) in the proper state for backup

NO_RLGHNG “IBack up |sds-fighnc-a|sds-righne-b |

NO_MRSVNC ¥ Back up
S0_TURKS ¥ Back up
SO_KAUAI ¥ Back up
S0_FLORENCE ¥ Back up
Full backup options
Select "Exclude” to perform a full backup of the COM|
NustTELC fappworks/etclexclude_parts.d/_
* Exclude

Database parts exclusion =~ " ude Select"Do notexclude” to perform a full backup of th|

take longer and produce larger backup files in AanT)

Ok| Cancel
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Chapter 5
Full Database Back up (PROV and COMCOL ENV for All Servers)

13. In the Primary SDS NOAM VIP, monitor progress. Verify the Upgrade State of the servers
goes from a Backup in Progress state to a Ready state.

Figure 5-23 Upgrade State

Main Menu: Administration -> Software Management -> Upgrade
NO_righnc_grp  DP_florence_DP_01_grp  DP_florence_DP_02_grp ~ DP_kauai_DP_01_
Upgrade State OAM Max HA Role  Server Role Function
Hostname
Server Status Appl Max HA Role  Network Element
Backup In
A
s Progress | Adive Network OAM&P  OAMAR
Horm A MNO_RLGHNC
Backup In
et Progress Standby Network OAMSP OAMEP
Norm MIA NO_RLGHNC
Backup In
D Progress Observer Query Server Qs
Norm A NO_RLGHNC

Figure 5-24 Upgrade State Ready

Main Menu: Administration -> Software Management -> Upgrade
Tasks -
NO_righnc_grp  DP_florence_DP_01_grp DP_florence_DP_02_grp DP_kauai_DP_01_d
Upgrade State OAM Max HA Role  Server Role Function
Hostname
Server Status Appi Max HA Role  Network Element
Ready Active Network OAMEP OAMEP
sds-righnc-a
Norm NiA NO_RLGHNC
. Ready Standby Metwork OAMEP  OAM&P
sds-righnc-
< Norm NiA NO_RLGHNG
Ready Obsenver Query Server as
gs-fighnc
Norm MNiA NO_RLGHNC
® Note

It can take up to 15 minutes for COMCOL backup to complete as the screen

automatically refreshes.

Ready for all servers on the tab.

Figure 5-25 Server Upgrade State

Main Menu: Administration -> Software Management -> Upgr

rasks ~

NO_righnc_grp  DP_fiorence_DP_01_grp  DP_florence_DP_02_grp  DP_kauai_DP_|

n Upgrade State OAM Max HA Role  Server Roke [Fune tho|
ostname

Server Status Appl Max HA Role Network Element

Read Ach MP SDS
florence-DP-01 — o

Norm I SO_FLORENCE
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Automated Site Upgrade

There are multiple methods available for upgrading a site. The newest and most efficient way
to upgrade a site is the Automated Site Upgrade feature. As the name implies, this feature
upgrades an entire site (SOAM's and DP servers) with a minimum of user interaction. Once the
upgrade is initiated, the upgrade automatically prepares the server(s), performs the upgrade,
and sequences to the next server or group of servers until all servers in the site are upgraded.
The server upgrades are sequenced in a manner that preserves data integrity and processing
capacity.

Automated Site Upgrade can be used to upgrade the SOAM and DP servers. However, Auto
Site Upgrade cannot be used to upgrade PMAC or TVOE at a site.

With this feature, a site upgrade can be initiated on SO-A SG and all of its sub-servers (in this
example, DP1 SG) using a minimum of GUI selections. The upgrade performs the following
actions:

1. Upgrade SOA-1 and SOA-2.
2. Upgrade the servers in DP1 SG.

3. Immediately begin the upgrade of any other server groups, which are the sub-servers of
SO-A SG (not shown). These upgrades begin in parallel with server upgrade in DP1 SG.

@® Note

Auto Site Upgrade does not automatically initiate the upgrade of TSite 2 in parallel
with TSite 1. However, the feature allows the user to initiate Auto Site Upgrade of
multiple sites in parallel manually.

Figure 6-1 Upgrade Perspective of SDS Site Topology

TSITE 1 TSITE 2

TSITE 1 SO-A SG TSITE 2 SO-B_SG

DP2 SG

6.1 Site Upgrade Execution

With Auto Site Upgrade, upgrade is initiated by expanding Administration selecting Software
Management and clicking on Upgrade screen. On initial entry to this screen, the user is
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Chapter 6
Site Upgrade Execution

presented with a tabbed display of the NOAM server group and SOAM sites (Figure 6-2).When
the NOAM server group tab is selected (as shown in Figure 6-2), this screen is largely
unchanged from the upgrade screen of previous releases. The NOAM server group servers
are displayed with the usual assortment of buttons. On this screen, the Auto Upgrade button
refers to Automated Server Group upgrade, not Automated Site Upgrade. The site upgrade
feature becomes available once a SOAM server group tab is selected. The SOAM server
group tabs correspond to the topological sites (TSites).

Figure 6-2 Site Upgrade — NOAM View

Main Menu: Administration -> Software Management -> Upgrade

NOSG DRNOSG SOSG
' Upgrade State OAM HA Role Server Role Function Application Version
: Hostname
' Server Status Appl HA Rele Netwerk Element Upgrade 150
Ready Observer Query Server as 8100081152
SD5-05
Narmy A NO_DSR_VM_NE
Ready Active Hetwark QAMSP QAMSP 8.1.00.081.152
SDS-NO )
s NO_DSR_VM_NE
Ready Standby Hetwork OAMEP OAMEP 8100081152
SDS-NO2
Narm HiA NO_DSR_VM_NE

On selecting a SOAM site tab on the Upgrade Administration screen, the site summary screen
displays (Figure 6-3). Just below the row of NOAM and SOAM tabs is a row of links related to
the selected SOAM site. The first link on the site summary screen displays the Entire Site
view. In the entire site view, all of the server groups for the site are displayed in table form, with
each server group populating one row. An upgrade summary of the server groups is provided
in the table columns:

e The Upgrade Method column shows how the server group is upgraded. The upgrade
method is derived from the server group function and the bulk availability option (see
section Site Upgrade Options for additional details on bulk availability).

e The Server Upgrade States column groups the servers by state, indicating the number of
servers in the server group that are in each state.

e The Server Application Versions column indicates the current application version,
indicating the number of servers in the server group that are at each version.

Figure 6-3 Site Upgrade — Entire Site View

Main Menu: Admini: = Software g > Upgrade

[ =] T

Fanction Upgeage Method Sarver Upgrade States

Diameter Signaling Router Diameter SDS Software Upgrade Guide

G44923-01

October 26, 2025

Copyright © 2000, 2025, Oracle and/or its affiliates. Page 2 of 8



ORACLE Chapter 6
Site Upgrade Execution

Figure 6-4 Site Upgrade — Entire Site View

Backup Al SiteUpgrade  SmeAccepl  Repon  ReportAl

For a server to be considered Ready for upgrade, the following conditions must hold true:

e Server has not been upgraded.

e The Ful | DBPart s and Ful | RunEnv backup files exist in the f i | engnt area.

A site is eligible for Auto Site Upgrade when at least one server in the site is upgrade ready.

Click Site Upgrade from the Entire Site view to display the Upgrade Site Initiate screen
(Eigure 6-5). The Site Initiate screen shows the site upgrade as a series of upgrade cycles. For
the upgrade shown in Figure 6-5, Cycle 1 upgrades the spare and standby SOAMs in parallel.

@ Note

This scenario assumes default settings for the site upgrade options. These options are
described in section Site Upgrade Options.

The specific servers to be upgraded in each cycle are identified in the Servers column on the
Site Initiate screen. Cycle 1 is an atomic operation, meaning Cycle 2 cannot begin until Cycle 1
is complete. Once the standby SOAM are in the Accept or Reject state, the upgrade
sequences to Cycle 2 to upgrade the active SOAM. Cycle 2 is also atomic - Cycle 3 does not
begin until Cycle 2 is complete.

Figure 6-5 Site Upgrade — Site Initiate Screen

Main Menu: Administration -> Software Management -> Upgrade [Site Initiate]

Cycle Action Servers
Sarver Group  Server Function Meathod Version

1 Upgrade
508G SDS-302 - Standby  SDS OAM (Bulk) 8.1.0.0.0-81.15.2
Server Group Server Function Method Varsion

2 Upgrade
508G SDS-50 - NElilE SDS OAM (Bulk) 8.1.0.0.0-81.15.2
Server Group  Server Function Method Version

3 Upgrade DPSG1 SDS-DP1 SDS Bulk (50% availability) 8.1.0.0.0-81.15.2
DPSG2 s0s-DP2 SDS Bulk (50% availability) 8.1.0.0.0-81.152
Server Group Server Function Method Viersion

4 Upgrade DP3G3 SDS-DP3 5DS Bulk (50% availability) £.1.0.0.0-81.15.2
DP3G4 SDS-DP4 SDS Bulk (50% availability) £.1.0.0.0-81.15.2

Upgrade Settings

Upgrade IS0 SDS-8.1.0.0.0_81.16.0-x86_64.is0 | ¥ | Select the desired upgrade 150 media file.
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Cycles 3 through 4 upgrade all of the C-level servers for the site. These cycles are not atomic.

In Figure 6-5, Cycle 3 consists of SDS-DP1 and SDS-DP2 and Cycle 4 consists of SDS-DP3
and SDS-DP4.

The site upgrade is complete when every server in the site is in the Accept or Reject state.

In selecting the servers that will be included with each upgrade cycle, particularly the C-level,
consideration is given to the server group function, the upgrade availability option, and the HA
designation.

® Note

The minimum availability option is a central component of the server selections for site
upgrade. The effect of this option on server availability is described in detail in
Minimum Server Availability.

To initiate the site upgrade, a target ISO is selected from the 1SO pick list in the Upgrade
Settings section of the Site Initiate screen (Figure 6-5). Once the OK button is clicked, the
upgrade starts, and control returns to the Upgrade Administration screen (Figure 6-6). With the
Entire Site link selected, a summary of the upgrade status for the selected site displays. This
summary identifies the server group(s) currently upgrading, the number of servers within each
server group that are upgrading, and the number of servers that are pending upgrade. This
view can be used to monitor the upgrade status of the overall site. More detailed status is
available by selecting the individual server group links. The server group view shows the status
of each individual server within the selected server group.

Figure 6-6 Site Upgrade Monitoring

Main Menu: Administration > Software Management -> Upgrade
e =] Tases -

Server Growp: Fumction Upgrace Mathod Server Upgrade States

SO5G s08 LA (B U

DPSG1 505 Bulic (50% aailabiity)
OPSGY 808 Bulle (50% avalabiity)

When a server group link is selected on the Upgrade Administration screen, the table rows are
populated with the upgrade details of the individual servers within that server group

(Eigure 6-7).

Figure 6-7 Server Group Upgrade Monitoring

Main Manw: Admir == Software <= Upgrade

p—_

Upgrade State DA HA Fioke Server Rk Fuscion  Appication Version Saart Time Fintsh Time
Server Siates Auppl HA Fioke Network Element Upgrade 150 Sastus Uessage
Upgradng Standy Sysbem OAU L BADDDE 152 3017.05-25 04 50-10 EOT

3 SDS-810.00_81.180486_S4is0 | Upgrade i

8100081152

SDS810.00_81.160086_S4is0  Pending Upgrade
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Upon completion of a successful upgrade, every server in the site is in the Accept or Reject
state (Figure 6-8).

Figure 6-8 Server Group Upgrade Monitoring

Main Menu: Admi -> Software Management -> Upgrade
.
5056
i
Upgrade State [OAM HA Role Server Rode Function Apphcation Verson Stawrt Tume Fimish Time
‘Hostnamae
Server Status WAppd HA Foode Metwork Element Upgrade K50 Statws Massage
Accept or Reect Standby Systern CAM OaM 8100081160 2 < D5 13103 EDT
808-302
Warn ik, S0_DSR_VM_NE SDSE1000_ 81160485 _S4is0 | Success: Servr upprade i complele

Systim GAl L) BAO00E1 152
S0_DSR_VU_HE

See Cancel and Restart Auto Site Upgrade for a description of canceling and restarting the
Auto Site Upgrade.

6.2 Minimum Server Availability

The concept of Minimum Server Availability plays a key role during an upgrade using
Automated Site Upgrade. The goal of server availability is to ensure that at least a specified
percentage of servers (of any given type) remain in service to process traffic and handle
administrative functions while other servers are upgrading.

For example, if the specified minimum availability is 50% and there are eight servers of type X,
then four remain in service while four upgrade. However, if there are nine server of type X, then
the minimum availability requires that five remain in service while four upgrade. The minimum
availability calculation automatically rounds up in the event of a non-zero fractional remainder.

To meet the needs of a wide-ranging customer base, the minimum availability percentage is a
user-configurable option. The option allows for settings of 50%, 66%, and 75% minimum
availability. There is also a setting of 0% for lab upgrade support. This option is described in
detail in section Site Upgrade Options.

6.3 Site Upgrade Options

To minimize user interactions, the automated site upgrade makes use of a pair of pre-set
options to control certain aspects of the sequence. These options control how many servers
remain in service while others are upgrading and are located on the Administration screen
under General Options. The default settings for these options maximize the maintenance
window usage by upgrading servers in parallel as much as possible.

Figure 6-9 Auto Site Upgrade General Options

Main Menu: Administration -> General Options

General options settings

Sl DA% Upgrace BvLATaty 1of DUl URQrace of LIP Qroups (0« rome. 1= S0%, 2= 6% 3
%)

= Cannet be changed while any Site Upgrade Is running. =
[Defaut = 1. Range = 0.3] [A vakue i required |

S DAsED wpace SOAM metnad ((
O, B UDGrace Wil D ade &9 G
* Zannot be changed while any
[Deefaut = 1. Fange = 0-1] [A value i requied |
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The first option that affects the upgrade sequence is the Site Upgrade Bulk Availability
setting. This setting determines the number of C-level servers that remain in service during the
upgrade. The default setting of 1 equates to 50% availability, meaning a minimum of one-half
of the servers stay in service during the upgrade. The default setting is the most aggressive
setting for upgrading the site, requiring the minimum number of cycles, thus the least amount
of time. The settings of 66% and 75% increase the number of servers that remain in service
during the upgrade. Note that increasing the availability percentage may increase the overall
length of the upgrade.

A setting of 0 for the bulk availability option allows all of the DPs to be upgraded at once. This
setting is not recommended for live production systems.

The Site Upgrade General Options cannot be changed while a site upgrade is in progress.
Attempting to change either option while a site upgrade is in progress results in:

[Error Code xxx] - Option cannot be changed because one or more automated site upgrades
are in progress

The second option that affects the upgrade sequence is the Site Upgrade SOAM Method.
This option determines the sequence in which the SOAMs are upgraded. The default value of
1 considers the OAM HA role of the SOAMSs to determine the upgrade order. In this mode, all
non-active SOAM servers are upgraded first (in parallel), followed by the active SOAM.

Changing the Site Upgrade SOAM Method setting to 0 causes the standby SOAM and the
spare SOAM(s) to be upgraded serially. With this mode, the SOAM upgrade could take as
many as four cycles to complete (that is, Spare - Spare - Standby - Active). As for SDS, there
are no spare SOAMs, so this setting has no impact on the SOAM upgrade order.

Regardless of the SOAM upgrade method, the active SOAM are always upgraded after the
standby SOAM.

6.4 Cancel and Restart Auto Site Upgrade

When an Auto Site Upgrade is initiated, several tasks are created to manage the upgrade of
the individual server groups as well as the servers within the server groups. These tasks can
be monitored and managed by navigating to Status & Manage select Tasks and click Active
Tasks.

The main site upgrade controller task is identified by the naming convention <site_name> Site
Upgrade. In Site Upgrade Monitoring, the main task is task ID 1.

Figure 6-10 Site Upgrade Active Tasks

Main Menu: Status & Manage -> Tasks <> Active Tasks

Fer =]

Resul  Fevalt Delads. Prograss

To cancel the site upgrade, select the site upgrade task and click Cancel. A screen asks you to
confirm the cancel operation. The status changes from running to completed. The Results
Details column updates to display Site upgrade task canceled by user. All server group
upgrade tasks, which are under the control of the main site upgrade task, immediately
transition to completed state. However the site upgrade cancellation has no effect on the
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individual server upgrade tasks that are in progress. These tasks continue to completion.
Figure 6-11 shows the Active Task screen after a site upgrade has been canceled.

Once the site upgrade task is canceled, it cannot be restarted. However, a new site upgrade
can be started using the Upgrade Administration screen.

After user has canceled the task. The servers, which were in progress when the upgrade was
canceled, continued to upgrade to the target release.

Figure 6-11 User Canceled the Site Upgrade Tasks

Main Menu: Status & Manage -> Tasks -> Active Tasks

e )

Figure 6-11 represents a site upgrade that was canceled before the site was completely
upgraded. The servers that were in progress when the upgrade was canceled continued to
upgrade to the target release. These servers are now in the Accept or Reject state. The
servers that were pending when the upgrade was canceled are now in the Ready state, ready
to be upgraded.

To restart the upgrade, verify the Entire Site link is selected and click Site Upgrade. The
Upgrade Site Initiate screen displays.

Figure 6-12 Partially Upgraded Site

Main Menu: Administration <> Software Management <> Upgrade

S Uparsts Stites Sarvid Appbeatia Veras
08 - .

On the Upgrade Site Initiate screen, the servers that have not yet been upgraded are grouped
into the number of cycles that are required to complete the site upgrade. As an example,
Figure 6-12 shows the upgrade that was canceled and only three cycles are needed since the
availability requirements can be met by the servers that have already been upgraded. Once an
ISO is selected and the OK button is clicked, the site upgrade continues normally.
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Figure 6-13 Restarting Site Upgrade

Main Menu: Administration -> Software Management -> Upgrade [Site Initiate]

Cycle Action Servers
Server Group Server
1 Upgrade
5056 505-50 - NElE 505
Server Group Server  Function
H Upgrade DPSG1 SDS-DP1 SDS
DPSG2 SDs5-DP2 SDS
Server Group  Server  Function
3 Upgrade DPSG3 SD5-DP3 SDS
DPFSGY SDS-DP4 SDS
Upgrade Settings

Upgrade 150 SDS-8,1.0.0,0_81.16,0-xB6_64.ls0 [+ Select the desired upgrade 150 media file.

Ok Cancel

Function Method Version

vl (Bulk) 8100081152

Method Version
Bulk (50% avadabity) 8.1.0.00-81.152
Bulk (50% avaslabiity) 8.1.0.0.0-81.152

Mathod Varsion
Bulk (50% avalability) 8.1.0.0.0-81152
Bulk (50% avalabiity) 8.1.0.00.81.152
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Automated Server Group Upgrade

The Automated Server Group (ASG) upgrade feature allows the user to upgrade all of the
servers automatically in a server group simply by specifying a set of controlling parameters.

The purpose of ASG is to simplify and automate segments of the SDS upgrade. The SDS has
long supported the ability to select multiple servers for upgrade. In doing so however, it was
incumbent on the user to determine ahead of time which servers could be upgraded in parallel,
considering traffic impact. If the servers were not carefully chosen, the upgrade could
adversely impact system operations.

When a server group is selected for upgrade, ASG upgrades each of the servers serially, or in
parallel, or a combination of both, while enforcing minimum service availability. The number of
servers in the server group that are upgraded in parallel is user selectable. The procedures in
this document provide the detailed steps specifying when to use ASG and the appropriate
parameters that should be selected for each server group type.

ASG is the default upgrade method for NOAM and SOAM server group types associated with
the SDS. DP’s use Auto Site Upgrade feature. However, there may be some instances in which
the manual upgrade method is preferred. In all cases where ASG is used, procedures for a
manual upgrade are also provided.

@® Note

To use ASG on a server group, no servers in that server group can be already
upgraded — either by ASG or manually.

SDS continues to support the parallel upgrade of server groups, including any combination of
automated and manual upgrade methods.

For SDS Automated Server Group (ASG) upgrade refer the steps as specified in Upgrade
Server Administration on SDS 9.0.

7.1 Cancel and Restart Automated Server Group Upgrade

When a server group is upgraded using ASG, each server within that server group is
automatically prepared for upgrade, upgraded to the target release, and returned to service on
the target release. Once an ASG upgrade is initiated, the task responsible for controlling the
sequencing of servers entering upgrade can be manually canceled by navigating to Status &
Manage and clicking Active Tasks (Figure 7-1) if necessary. Once the task is canceled, it
cannot be restarted. However, a new ASG task can be started using the Upgrade
Administration screen.

For example, in Figure 7-1, task ID #1 (SO_SG Server Group Upgrade) is an ASG task, while
task ID #2 is the corresponding individual server upgrade task. When the ASG task is selected
(highlighted in green), the Cancel button is enabled. Canceling the ASG task affects only the
ASG task. It has no effect on the individual server upgrade tasks that were started by the ASG
task (that is, task ID #2 in Figure 7-1). Because the ASG task is canceled, no new server
upgrade is initiated by the task.
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Figure 7-1 Server Group Upgrade Active Tasks

Main Menu: Status & Manage -> Tasks -> Active Tasks
NO1 NO2 S0 S02 DP1 oP2
(1] Name Status Start Time Update Time
501 Server Upgrade (in S0_SG o 03021 015-03-02 1 o
2 Server Group Upgrade) running 2015-03-02 11:44:42 EST 2015-03-02 11:54:00 EST
1 S0_SG Server Group Upgrade unning 2015-03-02 114432 EST 2015-03-02 114747 EST
0 Pre-upgrade full backup completed 2015-02-27 19.59.06 EST 2015-02-27 20:00:46 EST
Report Delete Al Completed  Delete All Exception

If a server fails upgrade, the server automatically rolls back to the previous release in
preparation for backout_restore and fault isolation. Any other servers in that server group,
which are in the process of upgrading, continue to upgrade to completion; however, the ASG
task itself is automatically canceled and no other servers in that server group are upgraded.
Canceling the ASG task provides an opportunity for troubleshooting to correct the problem.
Once the problem is corrected, the server group upgrade can be restarted by initiating a new
server group upgrade on the upgrade screen.

7.2 Site Accept

Before SDS 8.0, the customer was required to “Accept” the upgrade of individual servers in
each server group of a site. While the Accept is a relatively quick operation, it could
nonetheless be a tedious task for larger sites with numerous servers. In DSR 8.0, a new
feature has been added to make the upgrade Accept much easier for all customers, large and
small.

The Site Accept button on the upgrade screen provides the capability to nearly simultaneously
accept the upgrade of some or all servers for a given site. When the button is selected, a
subsequent screen displays the servers that are ready for the Accept action.

Figure 7-2 Site Accept Button

Backup All D > Site Upgrade Site Accept Report Report All

A check box on the Upgrade Site Accept screen allows for the selective application of the
Accept action. However, normal procedure calls for the Accept to be applied to all of the
servers at a site only after the upgrade to the new release is stable and the back out option is
no longer needed. After verifying the information presented is accurate, clicking the OK button
results in a confirmation screen that requires action. Confirming the action causes the server
upgrade to be accepted.

The Accept command is issued to the site servers at a rate of approximately one server every
second. The command takes approximately 10 seconds per server to complete. As the
commands are completed, the server status on the Upgrade Administration screen transitions
to Backup Needed.
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Figure 7-3 Site Accept Screen

Main Menu: Administration -> Software Management -> Upgrade [Site Accept]

Server group |/ Action Server(s) which are Pending Accept
505G +| Accept upgrade |SDS-502
Ok Cancel
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Inform My Oracle Support about your plans to upgrade the system before executing the
upgrade.

Before upgrading, users must perform the system Health Check in Health Check Procedures.
This check ensures the system to be upgraded is in an upgrade-ready state. Performing the
system health check determines which alarms are present in the system and if the upgrade
can proceed with alarms.

@® Note

If there are servers in the system, which are not in a Normal state, these servers
should be brought to the Normal or Application Disabled state before the upgrade
process starts. The sequence of upgrade is such that servers providing support
services to other servers are upgraded first.

@® Note

If a procedural step fails to run successfully or fails to receive the desired output,
STOP the procedure. It is recommended to contact My Oracle Support for assistance
before attempting to continue.

Procedure completion times shown are estimates. Times may vary due to differences
in database size, user experience, and user preparation.

Where possible, command response outputs are displayed as accurately as possible.
EXCEPTIONS are as follows:

e Session banner information such as time and date.

e System-specific configuration information such as hardware locations, IP
addresses, and host names.

e ANY information marked with XXXX or YYYY. Where appropriate, instructions are
provided to determine what output should be expected in place of XXXX or YYYY.

* Aesthetic differences unrelated to functionality such as browser attributes: window
size, colors, tool bars, and button layouts.

After completing each step and at each point where data is recorded from the screen.
Procedures which have run multiple times and each additional iteration that the step
has performed is noted.

Retention of captured data is required as a future support reference if this procedure is
executed by someone other than Oracle’s Customer Care Center.
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@® Note

To minimize possible impacts due to database schema changes, primary and DR SDS
network elements must be upgraded within the same maintenance window.

8.1 Perform Health Check (Primary or DR NOAM Pre- upgrade)

This procedure is part of software upgrade preparation and is used to determine the health and
status of the entire SDS network and servers. This may have run multiple times, but must also
be run at least once within the period of 24-36 hours before starting a maintenance window.

4.

Run SDS Health Check procedures as specified in Health Check Procedures

Upgrade the Primary SDS NOAM, this procedure is used to upgrade the SDS NOAM
servers.

@® Note

The order of the upgrade for the primary NOAM NE and DR NOAM NE needs to be
followed as shown in Table 3-7. See section Primary SDS Site or DR SDS Site
Upgrade Execution Overview for more details before proceeding.

Log in to the SDS NOAM GUI, use the VIP address to access the primary SDS NOAM GUI
as described in Access the OAM GUI Using the VIP (NOAM/SOAM).

In the Primary SDS NOAM VIP GUI, expand Status & Manage click HA
Click Filter

Figure 8-1 Filter

Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAMAP)
B £ Main Menu

B B Administration Main Menu: Status & Manage -> HA

g B Configuration

im Alarms & Events

B i Security Log

3 5 age OAM HA Applicat|

B & Status & Manage Hostname i s
sds-ighnc-a Active 00s
sds-fighnc-b Standby 005
qs-fighnc Observer Q05
sds-mrsvnc-a Standby Q05
sds-mrsvnc-b Active 005

g W Measurements

Locate the primary SDS NOAM NE, using the information provided in section Logins,
Passwords, and Site Information, select the primary SDS NOAM Network Element from
the Scope field. Click Go.
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Filter -

Main Menu: Status & Manage -> HA

Filter
Scope: |NO_RLGHNC

Server Role: | ) .

Display Filter: | pNone -

?

5. ldentify servers and record server names, identify each server by Host name, Server Role,
and OAM HA Role and record the name of each server.

Figure 8-3 Identify Server

Filter =

Hostname

sds-righnc-a Active Qo3
sds-righnc-b Standby 003
gs-fighnc Observer  0OS

o Max
OAMHA  Application
Role HARole llowed

HA Role

Main Menu: Status & Manage -> HA (Filtered)

Mate Hostname List

Active sds-righne-b

Active sds-righne-a

Obsenver

sdds-righne-a
sdz-righne-b

Network Element S

NO_RLGHNC N
NO_RLGHNC N
NO_RLGHNC Q|

Note the following information:
e Active Primary SDS NOAM.
e Standby Primary SDS NOAM.

e Primary Query Server (if equipped).

6. Expand SDS select Configuration click Options.

Figure 8-4 Options

B 5 Main Menu
B W Administration
i Configuration
M Alarms & Events
M Security Log
tus & Manage
FSUrements

mmunication Agent

Main Menu: SDS -> Configuration -> Opti

Connected using VIP to sds-aruba-a (ACTIVE NETWORK OAMAF)

Variabbe

Display Command Output
Allow Connections
Max Transaction Size

Log Provisioning Messages

50

7. Locate the Remote Import Enabled check box and record the pre-upgrade state.

Figure 8-5 Remote Import Enabled

Transaction Durability Timeout

Remote Import Enabled

Remote Import Mode

5 S

o

N

Mon-Blocking ¥

econds
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8. Un-check the Remote Import Enabled check box if it was checked previously.

Figure 8-6 Uncheck

Transaction Durability Timeowt 5 seconds

Remote Import Enabled

Remaote Import Mode Non-Blocking ¥

9. Apply the changes and verify the same.

Figure 8-7 Apply

Main Menu: SDS -> Configuration -> Options

Apply

¥

10. Verify the successful response in the banner.

Figure 8-8 Success Banner

Main Menu: SDS -> Configuration -> Options

Success!
Update successful

11. Upgrade the Standby Primary SDS NOAM server, upgrade the Standby Primary SDS
NOAM server (as identified and recorded in step 5 of this procedure) using Upgrade
Server Administration on SDS 9.0.

12. Access the active primary SDS NOAM, use the VIP address to log into the active primary
SDS NOAM with the adnusr account.

sds-rlghnc-a | ogin: adnusr

Password: <adnusr_passwor d>

*** TRUNCATED QUTPUT ***

RELEASE=6. 4

RUNI D=00

VPATH=/ var / TKLC rundb: / usr/ TKLC appwor ks: / usr/ TKLC/ awpconmon: / usr/ TKLC/
conmmgent - gui : / usr/ TKLC/ comagent - gui : / usr/ TKLC/ conmagent : / usr/ TKLC sds
PRCODPATH=/ opt / contol / pr od

RUNI D=00

13. 1. Verify if the DbReplication status is Active for the Standby Primary SDS NOAM and
Query Server, if equipped.

[admusr @ds-rl ghnc-a ~]$ sudo irepstat -w
-- Policy 0 ActStb [DbReplication]
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15.

16.

17.

18.
19.
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AA To sds-rlghnc-b Active 0 0.25 19%R 0.05%pu 47B/s
AA To qs-rlghnc Active 0 0.25 19%R 0.05%pu 56B/s
AA To sds-nrsvnc-a Active 0 0.50 19%R 0.04%pu 47B/s
AB To kauai-sds-SO b Active 0 0.50 19%R 0.04%pu 63B/s
AB To florence-sds-SOa Active 0 0.51 19 0.03%pu 65B/s
AB To turks-sds-SOb Active 0 0.50 19%R 0.04%pu 65B/s

irepstat ( 8 lines) (h)elp

2. If a DbReplication status is received as Audit, then repeat the command until Active
status is returned.

® Note

Do not proceed until the status is Active. Check Replication is showing as Active
for the standby primary SDS NOAM, Query server, active DR SDS NOAM, and
standby DR SDS NOAM (if equipped).

Repeat the step until the status is Active for all the mentioned servers.

@ Note

If a DbReplication status is received as Audit or some other value for these
servers, repeat this step until a status of Active is returned. Servers are:

»  Standby Primary SDS NOAM
*  Query Server

* Active DR SDS NOAM

e Standby DR SDS NOAM

Contact My Oracle Support for any assistance.
Exit the CLI prompt for the Active Primary SDS NOAM.

[adnmusr @ds-rlghnc-a filengnt]$ exit
| ogout

Access the primary SDS NOAM GUI, use the VIP address to access the primary SDS
NOAM GUI as described in Access the OAM GUI Using the VIP (NOAM/SOAM).

In the Primary SDS NOAM VIP, edit the server. Expand Status & Manage click HA.
Click Edit.
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Figure 8-9 Edit Server

Connected using VIP to sds-aruba-a (ACTIVE NETWORK OAMAP)

Main Menu: Status & Manage -> HA

Apphcation Max
Hostname VAR MaxHA  Allowed Mol

Role HA Role
qs-aruba Coserver 005 Obsarver ::
sds-anuba-b Sundby 008 Active sd
sds-aruba-a Active 00 Active s
vir-gi-barbados Observer 008 Coserver ::
virk-sds-barbados-b Standby 005 Active wir)
vin-sds-barbades-a Active 005 Active wir

E
J|

20. Change Max Allowed HA Role status, select the Active Primary SDS NOAM server and
change a Max Allowed HA Role value from Active to Standby.

Figure 8-10 Standby

Main Menu: Status & Manage -> HA [Edit]
Info -

Hostname Max Allowed HA Role

qs-aruba Observer ¥

sds-aruba-b Active v

sds-aruba-a Standby , *

vir-qs-barbados Observer v

Click OK. The users GUI session ends as the active primary SDS server goes through HA
fail over and becomes the standby server.

21. 3. If an automatic log out of the GUI does not happen, click Logout to log out of the SDS
NOAM GUIL.

Figure 8-11 Log out

—
Welcome guiadmin ]L_o‘qho_ull

22. In the Primary SDS NOAM VIP (GUI), clear cached data. JavaScript libraries, images, and
other objects are often modified in the upgrade. Browsers can sometimes cause GUI
problems by holding on to the old objects in the built-in cache. To prevent these problems,

always clear the browser cache before logging into an OAM GUI that has just been
upgraded.

Follow this procedure:
a. Simultaneously press and hold the Ctrl, Shift, and Delete keys (most Web browsers).

b. Select the appropriate object types to delete from the cache (for example, Temporary

Internet Files, Cache, or Cached images and files, so on). Other browsers may label
these objects differently.
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23.

24.
25.

c. Clear the cached data.

® Note

Do NOT proceed until the browser cache has been cleared.

Chapter 8

Perform Health Check (Primary or DR NOAM Pre- upgrade)

Log in to the SDS NOAM GUI, use the VIP address to access the primary SDS NOAM GUI

as described in Access the OAM GUI Using the VIP (NOAM/SOAM).

In the Primary SDS NOAM VIP, edit the server. Expand Status & Manage click HA.

Click Edit.

Figure 8-12 Edit Server

Connected using VIP to sds-aruba-a (ACTIVE METWORK OAMAR)

Main Menu: Status & Manage

o W Security Log

B & Status & Manage OAM Max

[ Network Elements Hovssme HA Role
qs-anuba Coserves
sds-aruba-b Sandby
sds-aruba-a Active
vir-gi-barbades Observer
virk-sds-barbados-b Standby

vin-sdi-barbados-a Active

E

> HA
Application Max
Max HA Allowed
Role HA Role
005 Obsarver
005 Acthog
005 Active
005 Coserver
00s Active
Active

s
#d

sd
sd

virt)
virl

wiry
win)

26. Change Max Allowed HA Role status, select the Standby Primary SDS NOAM server and

change a Max Allowed HA Role value from Standby to Active .

Figure 8-13 Active

Main Menu: Status & Manage -> HA [Edit]

Hostname Max Allowed HA Role

qs-aruba Observer ¥

sds-aruba-b Active v

sds-aruba-a Active v

virt-gs-barbados Observer v b
Click OK.

27. In the Primary SDS NOAM VIP, verify the change to Active state. Verify the Max Allowed
HA Role value has been updated to Active for the Standby Primary SDS NOAM server.

Figure 8-14 Max Allowed HA Role

Application
Hostname ﬁilam:x Max HA

Role
gs-aruba Observer Q0S
sds-aruba-b Active 00s
sds-aruba-a Standby 005
virt-qs-harbados Observer 00S

Max
Allowed Maf
HA Role

sds
Qbserver sds
Active sds
Active sds
virt
Observer el
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28.

29.

30.

31.

32.
33.

34.

Chapter 8
Perform Health Check (Primary or DR NOAM Pre- upgrade)

If the server in topology shows as an Out of Service state, perform a CmHA restart,
otherwise, proceed to the next step. Refer to Workaround to Resolve Server HA Failover
Issue for more information.

@ Note
You will see Out of Service state on the server on which CmHA restart is
performed. Ignore this state and continue with the upgrade.

Upgrade the current Standby Primary SDS NOAM server (as identified and recorded in
step 5 of this procedure) using Upgrade Server Administration on SDS 9.0.

Upgrade the Primary Query server (as identified and recorded in step 5 of this procedure)
using Upgrade Server Administration on SDS 9.0.

@ Note

If the Query server status is not reported on the Status and Manage server
screen, refer to Workaround to Fix DNS Issue for more details.

Verify status, perform a replication check as explained in step 13.

@® Note

The replication link between the primary and secondary (DR-NO site) server is
broken at this point until the DR-NO servers are upgraded completely.

Proceed to step 42 for remote import.

In the Primary SDS NOAM VIP (CLI), log in using the VIP address, log into the Active
Primary SDS NOAM with the adnusr account.

sds-rl ghnc-a | ogin: adnusr

Password: <adnusr _passwor d>

*** TRUNCATED QUTPUT ***

RELEASE=6. 4

RUNI D=00

VPATH=/ var / TKLC rundb: / usr/ TKLC appwor ks: / usr/ TKLC/ awpconmon: / usr/ TKLC/
conmmgent - gui : / usr/ TKLC/ comagent - gui : / usr/ TKLC/ conagent : / usr/ TKLC sds
PRCDPATH=/ opt / contol / pr od

RUNI D=00

Verify the DbReplication status is Active for the Standby Primary SDS NOAM, Query
Server, Active DR SDS NOAM, and Standby NOAM servers (if equipped).

[adnusr @ds-rlghnc-a ~]$ sudo irepstat -w
-- Policy O ActStb [DbReplication]

AA To sds-rlghnc-b Active 0 0.25 19 0.05%pu 47B/s
AA To gs-rlghnc Active 0 0.25 19 0.05%pu 56B/s
AA To sds-nrsvnc-a Active 0 0.50 19R 0.04%pu 47B/s
AB To kauai -sds-SO-b Active 0 0.50 19R 0.04%pu 63B/s
AB To florence-sds-SO-a Active 0 0.51 19%R 0.03%pu 65B/s
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35.

36.

37.

38.
39.

40.

41.

42.

43.

Chapter 8
Perform Health Check (Primary or DR NOAM Pre- upgrade)

AB To turks-sds-SO-b Active 0 0.50 19%R 0.04%pu 65B/s
irepstat ( 8 lines) (h)elp

Repeat the step until the status is Active for all mentioned servers.

® Note

If a DbReplication status is received as Audit or some other value for these
servers, repeat this step until a status of Active is returned. Servers are:

*  Standby Primary SDS NOAM
*  Query Server

* Active DR SDS NOAM

e Standby DR SDS NOAM

Contact My Oracle Support for assistance.
Exit the CLI for the Active Primary SDS NOAM.

[adnmusr @ds-rlghnc-a filengnt]$ exit
| ogout

Verify the DbReplication status is Active for the Standby Primary SDS NOAM, Query
Server, DR Site Active, and Standby NOAM servers (if equipped).

Repeat step 13 to step 16 to verify irepstat is showing Active.

Ensure the replication is Active for the Standby Primary SDS NOAM, Query Server,
Active DR SDS NOAM, and Standby DR SDS NOAM servers (if equipped).

If the server in topology shows as an Out of Service state, perform a CmHA restart;
otherwise, proceed to the next step. Refer Workaround to Resolve Server HA Failover
Issue for more information.

@® Note

You will see Out of Service state on the server on which CmHA restart is
performed. Ignore this state and continue with the upgrade.

In the Primary SDS NOAM VIP, verify status. Perform a replication check as explained in
step 34.

@® Note

The replication link between the primary and secondary (DR-NO site) server is
broken at this point until the DR-NO servers are upgraded completely.

In the Primary SDS NOAM VIP, re-enable provisioning Remote Import (if applicable). Re-
enable the Remote Import Enabled check box if the check box recorded in step 7 of this
procedure was Checked. If the Remote Import Enabled check box recorded in step 7 of
this procedure was not checked, then this procedure is complete.

Expand SDS select Configuration click Options

Diameter Signaling Router Diameter SDS Software Upgrade Guide

G44923-01

October 26, 2025

Copyright © 2000, 2025, Oracle and/or its affiliates. Page 9 of 12



ORACLE Chapter 8
Upgrade DR SDS NOAM

Figure 8-15 Options

Variabhe

Display Command Output =
Allow Connections b
Max Transaction Size 50

Log Provisioning Messages ’

44. Locate the Remote Import Enabled check box and check mark it.

Figure 8-16 Remote Import Enabled

Transaction Durability Timeout 5 seconds
Remote Import Enabled o b
Remote Import Mode MNon-Blocking v

45. In the Primary SDS NOAM VIP, apply change and verify. Click Apply. Verify the successful
response in the banner.

Figure 8-17 Success Banner

Main Menu: SDS -> Configuration -> Options

Success!
Update successiul

8.2 Upgrade DR SDS NOAM

This procedure upgrades the DR SDS NOAM servers.

@ Note

The order of the upgrade for the primary NOAM NE and DR NOAM NE needs to be
followed as shown in Table 3-7. See section Primary SDS Site or DR SDS Site
Upgrade Execution Overview for more details before proceeding.

1. Log into the SDS NOAM GUI, use the VIP address to access the primary SDS NOAM GUI
as described in Access the OAM GUI Using the VIP (NOAM/SOAM).

2. Inthe Primary SDS NOAM VIP GUI, record name of DR SDS NE site. Expand Status &
Manage click HA

3. Click Filter
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Figure 8-18 Filter

Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAMAP)
B £ Main Menu

M Administration Main Menu: Status & Manage -> HA
o i Configuration
i Alarms & Events
o W Security Log
N OAMHA  Applicat|
B & Status & Manage Hostname Role HA Role
[l Network Elements
[l Server sds-righnc-a Active 00s
. o™ abase sds-righnc-b Standby 00S
IR xPis gs-fighnc Observer 0O
[l Processes
o M Tasks sds-mrsvnc-a Standby o0s
I Files sds-mrsvnc-b Active 00s

B I Measurements

In the primary SDS NOAM NE list servers, using the information provided in section
Logins, Passwords, and Site Information, select the DR SDS NOAM Network Element from
the Scope field. Click Go.

Figure 8-19 Scope

Filter

Scope: . Roset |

Server Role: _ -

Display Filer: _py.. . —

Identify servers and record server names, identify each server by Host name, Server Role,
and OAM HA Role and record the name of each server.

Figure 8-20 Identify Server

Appli

HA . Max Mate tWo
Hostname T aro Allowed Hostname pefWOIR Server Role
Role n HA Element
Role HA Role  List

dis3-sds-a  Active 005 Aclive dis3-sds-b  sds_noamp MNetwork OAMEP
dts3-sds-b  Standby 00S Active dts3-sds-a  sds_noamp MNetwork OAM&P

dis3-sds-a

dis3-qs-1  Observer OOS Obsemver .o gy

sds_moamp Query Server

Note the following information:

e Active DR SDS NOAM.

e Standby DR SDS NOAM.

DR SDS Query Server (if equipped)

In the Primary SDS NOAM VIP, upgrade the Standby DR SDS NOAM server (as identified
and recorded in step 5 of this procedure) using Upgrade Server Administration on SDS
9.0.

The next two steps of this procedure can be run in parallel using the Upgrade Server
option.

In the Primary SDS NOAM VIP, upgrade the Active DR SDS NOAM server (as identified
and recorded in step 5of this procedure) using Upgrade Server Administration on SDS 9.0.
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@® Note

This causes an HA activity fail over to the mate primary SDS NOAM server. This
happens a couple minutes after initiating the upgrade.

9. Upgrade the DR SDS Query server (as identified and recorded in step 5 of this procedure)
using Upgrade Server Administration on SDS 9.0.

8.3 Perform Health Check (Primary or DR NOAM Post Upgrade)

This procedure is used to determine the health and status of the entire SDS network and
servers after Primary and DR NOAM upgrade has been completed.

Run SDS Health Check procedures as specified in Health Check Procedures.

8.4 SNMP Configuration Update (Post Primary or DR NOAM
Upgrade)

Refer Workaround for SNMP Configuration to apply SNMP workaround in following cases:

e If SNMP is not configured in SDS.
* If SNMP is already configured and SNMPv3 is selected as enabled version.

This can be checked by navigating to Administration selecting Remote Servers and clicking
SNMP Trapping screen using GUI session of NOAM server VIP IP address.
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Site Upgrade Execution

This section contains the procedures for upgrading an entire site — starting with the pre-
upgrade activities, upgrading the SOAMs and DP servers, and finishing with verifying the

upgrade.

Table 9-1 Site Upgrade Planning — Automated vs. Manual Upgrade

Automated

Manual

There are multiple methods available for upgrading
a site. The newest and most efficient way to
upgrade a site is the Automated Site Upgrade
feature. As the name implies, this feature upgrades
an entire site (SOAMs and DP servers) with a
minimum of user interaction. Once the upgrade is
initiated, the upgrade automatically prepares the
server(s), performs the upgrade, and sequences to
the next server or group of servers until all servers
in the site are upgraded. The server upgrades are
sequenced in a manner that preserves data
integrity and processing capacity. Automated Site
Upgrade can be used to upgrade the SOAM and
DP servers.

A manual upgrade affords the maximum level of
control over upgrade sequencing and intermediate
observations. With this method, the upgrade of
each server is individually initiated, allowing the
user to control the level of parallelism and speed of
the upgrade.

@ Note

traffic continuity.

A site upgrade can include a combination of Automated Server Group
upgrade and manual upgrades to improve efficiency. For example, SOAMs
can be upgraded with Automated Server Group or Manual upgrade, while
the DPs may be upgraded manually to control the order of upgrade for

The Automated Site Upgrade procedures are in
Automated Site Upgrade.

The manual site upgrade procedures are in section
SOAM Upgrade Execution (Manual and Automated

Server Group)

9.1 Automated Site Upgrade

Before executing this procedure, contact My Oracle Support.

Before upgrading, users must perform the system Health Check as described in Health Check
Procedures. This check ensures the system to be upgraded is in an upgrade-ready state.
Performing the system health check determines which alarms are present in the system and if
the upgrade can proceed with alarms.
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@® Note

If there are servers in the system, which are not in a Normal state, these servers
should be brought to the Normal or Application Disabled state before the upgrade
process starts. The sequence of upgrade is such that servers providing support
services to other servers are upgraded first.

Note

If a procedural step fails to run successfully or fails to receive the desired output,
STOP the procedure. It is recommended to contact My Oracle Support for assistance
before attempting to continue.

Procedure completion times shown are estimates. Times may vary due to differences
in database size, user experience, and user preparation.

Where possible, command response outputs are shown as accurately as possible.
EXCEPTIONS are as follows:

e Session banner information such as time and date.

e System-specific configuration information such as hardware locations, IP
addresses, and host names.

e ANY information marked with XXXX or YYYY. Where appropriate, instructions are
provided to determine what output should be expected in place of XXXX or YYYY.

e Aesthetic differences unrelated to functionality such as browser attributes: window
size, colors, tool bars, and button layouts.

After completing each step and at each point where data is recorded from the screen,
the technician performing the upgrade logs the information. For procedures, which are
run multiple times, the technician has to keep a track of each additional iteration
performed.

Retention of captured data is required as a future support reference if this procedure is
run by someone other than Oracle’s Customer Care Center.

Note

For large systems containing multiple signaling network elements, it may not be
feasible to apply the software upgrade to every network element within a single
maintenance window.

9.1.1 Perform Health Check (Pre-Upgrade)

This procedure is part of software upgrade preparation and is used to determine the health and
status of the entire SDS network and servers. This may have run multiple times, it must run at
least once within the period of 24-36 hours before starting a maintenance window.

Run SDS Health Check procedures as specified in Health Check Procedures.
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9.1.2 Upgrade SOAM

The following procedure details how to upgrade SDS SOAM sites.

@® Note

When upgrading an SDS topology, it is permissible to upgrade multiple SOAM sites in
parallel. However, every attempt should be made to avoid upgrading mated SOAM
sites in the same maintenance window.

This step verifies the servers and server groups to be upgraded are in the proper state.
Review site upgrade plan and site readiness.

a. Log into the NOAM GUI using the VIP.

b. Expand Administration select Software Management click Upgrade.
c. Select the SOAM tab of the site to be upgraded.

d. Verify the Entire Site link is selected.

The Entire Site screen provides a summary of the server states and upgrade readiness.
More detailed server status is available by selecting a specific server group link.

Figure 9-1 Upgrade

Main Manu: Administration - Softwars Mansgement -» Upgrade

[RS——

[

@® Note

The Site Upgrade option can be used to upgrade an entire site, or a subset of site
elements. The servers within the site may be in various states of readiness,
including Accept or Reject, Ready, Backup Needed, Failed, or Not Ready. Only
the servers in the Ready state or Failed state are upgrade eligible.

In the Active NOAM VIP, initiate the site upgrade. Verify no Server Groups are selected on
the upgrade administration screen. The Site Upgrade button is not available if a Server
Group is selected. Click Site Upgrade.

Review the upgrade plan as presented on the Site Initiate screen. This plan represents an
approximation of how the servers will be upgraded. Due to the dynamic nature of upgrade,
some servers (typically only C-level) may be upgraded in a different cycle than displayed
here.
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Figure 9-2 Upgrade

Main Menu: Administration -> Software Management -> Upgrade [Site Initiate]
[Cee]
Crche Adtion Sermrn

Seever Giomn  Server funchion  Memod  Version
8036 809502 - Standty 509 OAM Bulk) B1.0.0081152

Sarver Gromp  Sarver funcion Mathod  Version
8080 0550 NI 503 A Bull) 8100081152

Upgrade

Upgrade

Upgrade Setegs

86150 S05-8.1.0.0.0_81.16.0-586_f4.i0 | ¥ | Selecthe desied udirade 50 mada fle

® Note

If you need to rearrange the upgrade cycle, see section Rearrange Automate Site
Upgrade Cycles.

3. Inthe Upgrade Settings section of the form, use the Upgrade 1SO option to select the
target 1ISO. Click OK to start the upgrade sequence. Control returns to the Upgrade
Administration screen.

4. Inthe Active NOAM VIP, view In-Progress Status. In View the Upgrade Administration
form Monitor the upgrade progress. See step 5 of this procedure for instructions if the
upgrade fails or if execution time exceeds 60 minutes.

@ Note

If the upgrade processing encounters a problem, it may attempt to ROLL BACK to
the original software release. In this case, the upgrade shows as Failed.

The execution time may be shorter or longer, depending on the point in the
upgrade where there was a problem.

With the Entire Site link selected, a summary of the upgrade status for the selected site
displays. This summary identifies the server group(s) currently upgrading, the number of
servers within each server group that are upgrading, and the number of servers that are
pending upgrade. This view can be used to monitor the upgrade status of the overall site.

Figure 9-3 Monitor Progress

Main Menu: Administration < Software Management < Upgrade
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More detailed status is available by selecting the individual server group links. The server
group view shows the status of each individual server within the selected server group.
During the upgrade, the servers may have some or all of the following expected alarms.

® Note

Not all servers have all alarms:Alarm ID = 10073 (Server Group Max Allowed
HA Role Warning)

e Alarm ID = 10075 (The server is no longer providing services because
application processes have been manually stopped)

* Alarm ID = 31101 (DB Replication To Slave Failure)
e Alarm ID = 31106 (DB Merge To Parent Failure)
e Alarm ID = 31107 (DB Merge From Child Failure)

* Alarm ID = 31228 (HA Highly available server failed to receive mate
heartbeats) or (Lost Communication with Mate Server)

e Alarm ID = 31233 (HA Secondary Path Down)

* Alarm ID = 31283 (Highly available server failed to receive mate heartbeats)
e Alarm ID = 32515 (Server HA Fail over Inhibited)

e Alarm ID = 31114 (DB Replication over SOAP has failed)

e Alarm ID = 31225 (HA Service Start Failure)

Do not accept any upgrades at this time.

Contact My Oracle Support for any assistance. Refer Recover from a Failed Upgrade for
failed server recovery procedures.

Upon completion of a successful upgrade, every server in the site is in the Accept or
Reject state.

Figure 9-4 Server State

Main Manu: Administration -» Software Managemant -> Upgrade

[ L Pt dpphcanea s e T s Tt

In the Server CLI, if the upgrade of a server fails, access the server command line (using
SSH or a console), and collect the following files:

e /var/TKLC/log/upgrade/upgrade.log

e /var/TKLC/log/upgrade/ugwrap.log

e /var/TKLC/log/upgrade/earlyChecks.log
e /var/TKLC/log/platcfg/platcfg.log

Contact My Oracle Support for assistance. Refer to Upgrade Server Administration on
SDS 9.0 for failed server recovery procedures.
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7. Update the tuned profile, after successful upgrade has been verified above, access each of
the servers on command line (using SSH or console), and update the tuned profile:

$ sudo /usr/TKLC sds/ bi n/ sdsShar edMenTuned. sh
Verify whether tuned profile has been successfully set to comcol_app:
$ sudo tuned-adm active

Sample Output:

[admusr GBOAML ~] $ sudo tuned-adm active
Current active profile: contol _app
Service tuned: enabl ed, running

Service ktune: enabl ed, running

[ adnusr @GOAML ~] $

9.1.3 Rearrange Automate Site Upgrade Cycles

This procedure provides the details to rearrange the Automated Site Upgrade cycles if
required. Automated Site Upgrade provides an option to rearrange servers in the cycles thus
eliminating the risks of a potential network outage. ASU provides the flexibility to user to order
the servers within the cycles without breaking the Minimum Availability and DA-MP Leader
criteria.

1. Inthe Active NOAM VIP rearrange the upgrade cycle as needed, click Rearrange Cycles.

Figure 9-5 Rearrange Cycles

Main Menu: Administration -> Software Management -> Upgrade [Site Initiate]

Cycle Aotion Servers

T Server Group  Serwer Fumction Method  Version
O5G 05-80 - 8o o B &
Server Group  Server Function Method  Version
b Upgrade
505G 05-502 - I 505 QAM (Buik) 8.1.0.00-5 1952
Server Geoup Server  Function Method Wersion
Uipgrade DFSG1 SO5-DP1 505 Bulie (50% weadabiity) 8.1,0.00-81,15.2
DPSG2 S05-0P2 5038 Bulk (50 svadabiity) 8.1.0.00-81.15.2
Upgrade

Upgrade Settings.
Upgrade 150 SD5-82000 8220485 4180 w| Select the deired upgrade 150 mada fle

Ok Cancel Rearrange Cycles  Report

2. Click Rearrange Cycles on the Upgrade screen to rearrange servers.

Diameter Signaling Router Diameter SDS Software Upgrade Guide
G44923-01 October 26, 2025

Copyright © 2000, 2025, Oracle and/or its affiliates. Page 6 of 14



ORACLE Chapter 9
Automated Site Upgrade

Figure 9-6 Upgrade Rearrange Cycles

Main Menu: Administration -> Software Management -> Upgrade [Rearrange Cycles]

Cycle fovaitable Serves Frese ool

=
Server Action
2
1
=
Server Action
2 DerSRe00SSTMPIO :I
DerSre00SSTMPOL
DerSre00STPMPOL
PerCmfranenn zl
Server Action
’ D SRR00SSTHPOR
DerSRe00SSTMPO3
Feszmmnnr AR L]
=l

ok Canced  Add Cycle .-}

3. When a server needs to be removed from cycle and needs to be added in an existing cycle
or a new cycle, select the desired server in the list and click Remove from Cycle. The
server moves to the Free Pool on the right side.

Figure 9-7 Remove from Cycle

Main Menu: Administration -> Software Manag => Upgrade [Rearrange Cycles]
Cycher Available Senver Free Pool
CarSiteQ0SSTVPOR ;‘
DRrSiEO0SS TP
Server Action
H
1
L]
Server Action
? CorSAe0SSTMPOD
DerSRe00STPMPOL
DerSReQ0DAMPOZ
PG A AL AN =
Server Action
|
3 e ]
DerSRE0STPMPOD
DerSre000AMPO3
o
=
Cancel  Acd Cycle [

Add the servers in Free Pool to another existing cycle or new cycle.

4. This step describes how to add a new cycle, if required. If there is no need to add a new
cycle, then steps to rearrange the cycle are complete. Click Add Cycle.
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Figure 9-8 Add Cycle

Main Menu: Adr 1= g == Upgrade [ Cycles]

DS ARODSS TVPLE |
=

Sorver Action
[ ]
=

Sorver Action

H
5
: 2l
ox  Canon

After adding new cycle, servers available in free pool can be added in new cycle.
5. Click OK.

9.1.4 Perform Health Check (Post Upgrade)

This procedure is part of software upgrade preparation and is used to determine the health and
status of the SDS network and servers. Run SDS Health Check procedures as specified in
Health Check Procedures

9.2 SOAM Upgrade Execution (Manual and Automated Server
Group)

Before executing this procedure, contact My Oracle Support.

Before upgrading, users must perform the system Health Check as described in Health Check
Procedures. This check ensures the system to be upgraded is in an upgrade-ready state.
Performing the system health check determines which alarms are present in the system and if
the upgrade can proceed with alarms.

@ Note

If there are servers in the system, which are not in a Normal state, these servers
should be brought to the Normal or Application Disabled state before the upgrade
process starts. The sequence of upgrade is such that servers providing support
services to other servers are upgraded first.
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@® Note

If a procedural step fails to run successfully or fails to receive the desired output,
STOP the procedure. It is recommended to contact My Oracle Support for assistance
before attempting to continue.

Procedure completion times shown are estimates. Times may vary due to differences
in database size, user experience, and user preparation.

Where possible, command response outputs are shown as accurately as possible.
EXCEPTIONS are as follows:

e Session banner information such as time and date.

»  System-specific configuration information such as hardware locations, IP
addresses, and host names.

* ANY information marked with XXXX or YYYY. Where appropriate, instructions are
provided to determine what output should be expected in place of XXXX or YYYY.

* Aesthetic differences unrelated to functionality such as browser attributes: window
size, colors, tool bars, and button layouts.

After completing each step and at each point where data is recorded from the screen,
the technician performing the upgrade logs the information. For procedures, which are
run multiple times, the technician has to keep a track of each additional iteration
performed.

Retention of captured data is required as a future support reference if this procedure is
run by someone other than Oracle’s Customer Care Center.

Note

For large systems containing multiple signaling network elements, it may not be
feasible to apply the software upgrade to every network element within a single
maintenance window.

9.2.1 Perform Health Check (SOAM Pre-Upgrade)

This procedure is part of software upgrade preparation and is used to determine the health and
status of the entire SDS network and servers. This may be run multiple times, but must also be
run at least once within the period of 24-36 hours before starting a maintenance window. Run
SDS Health Check procedures as specified in Health Check Procedures

9.2.2 Upgrade SOAM

The following procedure details how to upgrade SDS SOAM sites.

@® Note

When upgrading an SDS topology, it is permissible to upgrade multiple SOAM sites in
parallel. However, every attempt should be made to avoid upgrading mated SOAM
sites in the same maintenance window.
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In the SDS NOAM GUI, log in using the VIP address to access the primary SDS NOAM
GUI as described in Access the OAM GUI Using the VIP (NOAM/SOAM)

In the Primary SDS NOAM VIP (GUI), record name of the SOAM NE site. Expand Status
& Manage click HA. Click Filter.

Figure 9-9 Filter

Connected using VIP to dits3-sds-a (ACTIVE NETWORK OAMAP)

Main Menu: Status & Manage -> HA

Applicati  Max
Hostname g:‘:m onHA  Allowed :la:nHoslnamu
Role HARole U9

dts3-sds-a  Active 005 Active dis3-s5ds-b
dts3-sds-b  Standby 003 Active dis3-sds-a

dis3-5ds-a
dts3-gs-1 Obsenver 003 Observer o 5 cdep

Using the information provided in section Logins, Passwords, and Site Information record
the name of the SOAM NE site.

In the Primary SDS NOAM VIP, list servers. Using the information provided in section
Logins, Passwords, and Site Information select the primary SDS SOAM Network Element
from the Scope field. Click Go.

Figure 9-10 Scope

Filter

Scope: | gds soam v Server Grou X Reset

Server Role: | _ pj . v

Display Filter: | Mone - v v

Identify each server by Host name, Server Role, and OAM HA Role and record the name
of each server.

Figure 9-11 Identify Servers

Applicati  Max Mate
g:: AL on HA Allowed Hostname
Role HA Role  List

dis3-50-a Active 00S Active dits3-s50-b  sds_soam  System OAM
dts3-s0-b Standby 0O0S Active dis3-s0-a  sds_soam  System OAM
dis3-dp-1 Active 00s Active sds_soam  MP

Network

Element Server Role

Hostname

Record the names of the following SOAM NE site servers:
e Active SOAM Server
e Standby SOAM Server
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« DP 1 Server
« DP 2 Server
 DP 3 Server
* DP 4 Server
« DP 5 Server
 DP 6 Server
« DP 7 Server
 DP 8 Server
DP9 Server
 DP 10 Server

5. Upgrade the Standby SOAM server (as identified and recorded in step 4 of this procedure)
using Upgrade Server Administration on SDS 9.0.

® Note
If using the Auto Upgrade option, SOAM servers are upgraded serially (standby
then active).

6. Upgrade the Standby SOAM server (as identified and recorded in step 4 of this procedure)
using Upgrade Server Administration on SDS 9.0.

@ Note

Half of the installed DP servers at a SOAM site may be upgraded in parallel using
the Upgrade Server option for each individual DP server as described in Upgrade
Server Administration on SDS 9.0

7. Inthe Primary SDS NOAM VIP, upgrade up to half of the installed DP servers in parallel.
Upgrade up to half (for example, 1 of 2, 2 of 4, etc.) of the DP server(s) (as identified and
recorded in step 4 of this procedure) in parallel using the Upgrade Server option for each
DP server as described in Upgrade Server Administration on SDS 9.0.

8. Upgrade all remaining DP Servers in this SOAM NE site (as identified and recorded in step
4 of this procedure) in parallel using the Upgrade Server option for each DP server as
described in Upgrade Server Administration on SDS 9.0.

9.2.3 Perform Health Check (SOAM Post Upgrade)

This procedure is part of software upgrade preparation and is used to determine the health and
status of the SDS network and servers. Run SDS Health Check procedures as specified in
Health Check Procedures

9.3 Post Upgrade Procedures

This section contains procedures that are run after all servers have been upgraded.

To update the SOAM VM profile to support 1 billion subscribers, follow the procedures in Add
New SOAM Profile on Existing VM.

Diameter Signaling Router Diameter SDS Software Upgrade Guide
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9.3.1 Accept the Upgrade

The upgrade needs either to be accepted or rejected before any subsequent upgrades may be
performed in the future. The Event ID: 32532Server Upgrade Pending Accept/Reject
displays for each server until Accept or Reject is performed.

@® Note

An upgrade should be accepted only after all servers in the SDS topology have
successfully completed upgrade to the target release. The user should also be aware
that upgrade acceptance prevents any possibility of back out to the previous release.

Log in to the SDS NOAM GUI, use the VIP address to access the primary SDS NOAM GUI
as described in Access the OAM GUI Using the VIP (NOAM/SOAM).

In the Primary SDS NOAM VIP, accept the upgrade. Expand Administration select
Software Management click Upgrade.

Figure 9-12 Upgrade

Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAMAP)

B 5 Main Menu . . X
B & Administration Main Menu: Administration -> So|

i General Options

Filter - Tasks =
B i Access Control _

B @ Software Management
i |l Versions
| : Upgrade State
| Juporade e el
g B Remote Servers Server Status Ap|

NO_righne_grp DP_florence_DP_01_grp

Select the Server Group tab containing the server(s) to Accept the upgrade.
Press and hold the Ctrl key to select multiple server(s) in the server group.

Click Accept.

Figure 9-13 Accept

Main Menu: Administration -> Software Management -> Upgrade
Ywal DP_01_grp  DF_kaual_OF_02_grp  DP_turks DP_01_grp  OF_hwks OP_02_gp  NO_rmwsvnc_grp | &
- Upgrade State  OAM Max HA Role Sérver Rolé Fumction  Application Versio
ostname
Server Status Appl Max HA Role Network Element Upgrade 150
Accept or Reject Observer Query Server Qs 7.1.000-11.7.0
qE-mrEve
N NO_MRSVNG SDS-7.1.00.0_71.7
o Accepl or Reject Standby Network OAMEF DR OAMEP  7.1.000-71.7.0
; NiA NO_MRSVNG S0ST.1.00.0717
[ | Accept or Reject Acive Metwork OAMEF DR OAMEP 7.1.0.0.0-71.7.0
1 sdg-mrevne-b !
I ) | N NO_MRSVNG $05-7.1.00.0_T1.7
p || Backup All " Accent || Reportt | Report All
1+
=)

In the Primary SDS NOAM VIP, monitor status. Click OK to confirm.
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Figure 9-14 Monitor Status

The page at https://10.240.241.66 says:

WARNING: Selecting OK will result in the selected servers
being set to ACCEPT for their upgrade modes. Once
accepted, the servers will NOT be able to revert back to
their previous image states.

Accept the upgrade for the following servers?

qs-mrsvnc (2001:db8:0:241:63), sds-mrsvnc-a (
2001:db8:0:241::60), sds-mrsvnc-b (2001:db8:0:241:61)

| OK N | Cancel

Figure 9-15 Upgrade State

The Upgrade State changes to Accepting.

Main Menu: Administration -> Software Management -> Upgrade

NO_mrswnc_grp  DP_florence_DP_01_grp  DP_florence_DP_02_grp

T Upgrade State OAM Max HA Role Server Role Function 4
Server Status Appl Max HA Role  Network Element uy

Accepting Observer Query Server as 7

At Norm NiA NO_MRSWVNC 4
Accepting Standby Network CAMSP DR OAM&P 7]

ErapecE NiA NO_MRSVNG 4
e Accapting Active Network OAMSP DR 0AMEP 7]
NiA NO_MRSVNC 9

DP_kauai_DP_01_g

Figure 9-16 Accept Upgrade

Main Menu: Administration -> Software Management

Filter || Info ;v Tasks +
I _

nfo -~

« Upgrade has been accepted on server 'gs-mrsvnc'
= Upgrade has been accepled on server 'sds-mrsvinc-a'
= Upgrade has been accepled on server ‘sds-mrsvnc-b’

Figure 9-17 Backup Needed

Main Menu: Administration -> Software Management -> Upgrade
info | Tasks =

NO_mrswnc_grp  DP_florence_DP_01_grp  DP_florence_DP_02_grp

o Upgrade State OAM Max HA Role Server Role [Function A

Server Status Appl Max HA Role  Network Element u

PR Observer Query Server as 7
Norm NIA NO_MRSWVNC

ST : Standby Network OAMAP DR OAMAP 7|
Norm NIA NO_MRSWNC

Active Network OAMAP DR OAMAP 7|
s Norm NIA NO_MRSVNG

DP_kaual_DP_01_gr
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@® Note

The Backup Needed Upgrade State is expected to remain until the next software
upgrade is performed. Do not re-run COMCOL backups except when directed to
do so during the upgrade process.

@® Note

Accepting of upgrade may take several minutes. Do not try to accept again or an
improper upgrade accepting states in the “Server Upgrade States” column on the
Upgrade Administration screen.

10. In the Primary SDS NOAM VIP, repeat steps 2 up to 9 of this procedure for each additional
Server Group tab until the upgrade has been accepted on all servers in the SDS topology.

11. In the Primary SDS NOAM VIP, verify upgrade acceptance. Expand Alarms & Events
click View Active.

Figure 9-18 View Active Alarms

Connected using VIP to sds-righne-a (ACTIVE NETWORK OAM&P)

[ -] 5 Main Menu
o M Administration Main Menu: Alarms & Events -> View Al

B im Configuration

|_Fiter =] Tasks » [ Graph = |

- NO_mrsvnc_grp NO_righnc_grp |~ SO_florence_grp
+ |l View History
EventiD  Timestamp

L | View Trap Log
rity Log Alarm Text

Seq#

B e Status & Manage
o i Measurements

2. Verify the Event ID: 32532 Server Upgrade Pending Accept/Reject alarm no longer
displays for any server in the SDS topology.

9.3.2 SOAM VM Profile Update

C-class deployments are required to update the SOAM VM profile after upgrading to SDS
release 8.0 and later. The updated profile allocates additional resources required to support
expanded subscriber capacity. The profile update is to be applied only after the upgrade has
been accepted (Accept the Upgrade).

 The SOAM VM profile update applies only to SDS 8.0 and later.

« The SOAM VM profile update can be applied only after the upgrade to SDS
8.0/8.1/8.2/8.3/8.4/8.5/8.6 has been accepted.

« The SOAM VM profile update does not apply to VE-DSR and cloud deployments.

Add New SOAM Profile on Existing VM is an independent procedure and may be run at any
time after the upgrade has been accepted. It is recommended that the customer schedule a
separate maintenance window for implementation of the new SOAM VM profile.

To update the SOAM VM profile to support 1 billion subscribers, run Add New SOAM Profile
on Existing VM or skip this step.
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Recovery Procedures

Upgrade procedure recovery issues should be directed to the Oracle's customer care. Before
executing any of these procedures, refer to My Oracle Support.

Recovery procedures are documented in the Disaster Recovery Guide. Run this section only if
there is a problem and it is desired to revert back to the pre-upgrade version of the software.

@® Note

Back out procedures cause traffic loss.

@® Note

These recovery procedures are provided for the back out of an upgrade only (for
example, for the back out from a failed target release to the previously installed
release). Back out of an initial installation is not supported.

@® Note

If the customer deployment has both the FABR and PCA features enabled, then
upgrade the DSR nodes first before upgrading the SDS nodes.

10.1 Backout Setup

Identify IP addresses of all servers that need to be backed out.

1. Expand Administration select Software Management click Upgrade.

2. Based on the Application Version column, identify all the host names that need to be
backed out.

3. Expand Configuration click Servers.

4. Identify the IMI IP addresses of all the host names identified in step 2. These are required
to access the server when performing the back out.

The reason to run a back out has a direct impact on any additional back out preparation that
must be done. The back out procedure causes traffic loss. All possible reasons cannot be
predicted ahead of time.

@ Note

Verify the two backup archive files created in using Full Database Back up (PROV and
COMCOL ENV for All Servers) are present on every server that is to be backed-out.
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These archive files are located in the / var/ TKLC db/ fi | engnt directory and have different
file names from other database backup files.

The file names have the following format:

Backup. <appl i cati on>. <server>. Ful | DBParts. <rol e>. <date_tinme>. UPGta
r.bz2

Backup.
<appl i cation>. <server>. Ful | RunEnv. <rol e>. <date_time>. UPG tar. bz2

10.2 Perform Backout

The following procedures to perform a back out can only be run once all necessary corrective
setup steps have been taken to prepare for the back out. Contact My Oracle Support to identify
if all corrective setup steps have been taken.

During the backout, the servers may have some or all of the following expected alarms until the
server is completely backed out, but are not limited to Event IDs:

Alarm ID = 31283 (Highly available server failed to receive mate heartbeats)
Alarm ID = 31109 (Topology config error)

Alarm ID = 31114 (DB Replication over SOAP has failed)

Alarm ID = 31106 (DB Merge To Parent Failure)

Alarm ID = 31134 (DB replication to slave failure)

Alarm ID = 31102 (DB replication from master failure)

Alarm ID = 31282 (HA management fault)

Alarm ID = 10012 (Table change responder failed)

Alarm ID = 31226 (HA Availability Status Degraded)

10.2.1 Back Out the SOAM

The following procedure details how to perform software back out for servers in the SOAM NE.

1.

Access the primary SDS NOAM GUI, use the VIP address to access the primary SDS
NOAM GUI as described in Access the OAM GUI Using the VIP (NOAM/SOAM).

In the Primary SDS NOAM VIP (GUI), record the name of the SOAM NE site. Expand
Status & Manage click HA. Click Filter.

Figure 10-1 Filter

Connected using VIP to dits3-sds-a (ACTIVE NETWORK OAM&P)

B 5 Main Menu

Main Menu: Status & Manage -> HA

OAM HA
Role

Mate Hostnam

Applicati Max
SN e st

Hostname
Rode HA Role
dts3-sds-a  Active 008 Adtive de3-5ds-b
dts3-sds-b  Standby 0OS Active  dis3-sds-a

dls3-sds-a
dts3-gs-1 Obsenver 008 QUSENVer 4 o edsb

In the Primary SDS NOAM VIP, list servers. Using the information provided in Logins,
Passwords, and Site Information select the primary SDS SOAM Network Element from the
Scope field. Click Go.

Diameter Signaling Router Diameter SDS Software Upgrade Guide

G44923-01

October 26, 2025

Copyright © 2000, 2025, Oracle and/or its affiliates. Page 2 of 9



ORACLE’

Figure 10-2 Scope

Scope: | sds spam

Server Role: |_ pj -

Display Filter: | _ none -

o)

Chapter 10
Perform Backout

4. Identify each server by Host name, Server Role, and OAM HA Role and record the name
of each server.

Figure 10-3 Identify Server
Hostname 2:: HA 2:? lI”::a " :Iz{wed rl_::mme
Role HA Role List
dts3-s0-a Active 00s Attive dts3-s50-b
dis3-so-b Standby ©COS Active dis3-so-a
dts3-dp-1 Active oS Active

Network
Element
sds_soam
sds_soam
sds_soam

Server Role

System OAM
System OAM
MP

Record the names of SOAM NE site servers:
Active SOAM Server

Standby SOAM Server

DP 1 Server
DP 2 Server
DP 3 Server
DP 4 Server
DP 5 Server
DP 6 Server
DP 7 Server
DP 8 Server
DP 9 Server
DP 10 Server

5. Inthe Primary SDS NOAM VIP, downgrade DP 1 Server (as identified and recorded) in

step 4 of this procedure using Back Out a Single Server.

6. Downgrade all remaining DP servers in serial or parallel (as identified and recorded) in
step 4 of this procedure using Back Out a Single Server. Repeat this step until all DP
servers requiring the downgrade within this SOAM NE site have been backed out.

7. Downgrade the Standby SOAM server (as identified and recorded) in step 4 of this

procedure using Back Out a Single Server.
During the back out, the servers may have the following expected alarms:
Alarm ID = 31114 (DB replication over SOAP has failed)

Alarm ID = 31282 (HA management fault)
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10.

11.

12.
13.

14.

15.

Chapter 10
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@® Note

Do not proceed with the next step until steps 5 through step 7 of this procedure
have been successfully completed.

Downgrade the Active SOAM server, (as identified and recorded) in step 4 of this
procedure using Back Out a Single Server.

Access the primary SDS NOAM GUI, use the VIP address to access the primary SDS
NOAM GUI as described in Access the OAM GUI Using the VIP (NOAM/SOAM).

This is an optional step, in the SOAM VIP (GUI), enable site provisioning. Use this step, in
case Site Provisioning is Disabled. Expand Status & Manage click Database

Figure 10-4 Database

Main Menu: Status & Manage -> Database

Hetwork e

SO_MOTNG  meincUzsuBonavpivs  SystemUAM  Stanaey UUS
SO_MOTNG  meinclidsmizdea up Adve 008
SO_MOTNG  moinedZdsri2dea up Adve 008
S0_MOINC  meinciidsriTobavplvs SystemOAM  Acive 008

Click Enable Site Provisioning.

Figure 10-5 Enable Site Provisioning

Enable SI:E Provisioning Report

Click OK to confirm.
Click Logout to log out of the SOAM GUI.

Figure 10-6 Log out

—
Welcome guiadmin ]L_o:1bo_m1

In the Primary SDS NOAM VIP, run downgrade for the remaining SOAM NE site(s).Repeat
all above steps of this procedure for the remaining SOAM NE site(s) (as identified and
recorded in section Logins, Passwords, and Site Information) until all SOAM NE site(s)
requiring the downgrade have been backed out.

Run Health Check Procedures at this time only if no other server requires the downgrade,
else proceed with the next back out procedure.
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10.2.2 Back Out the DR SDS NOAM

This procedure is used to back out the DR SDS NOAM.

1. Log into the SDS NOAM GUI. Use the VIP address to access the primary SDS NOAM
GUI as described in Access the OAM GUI Using the VIP (NOAM/SOAM).

2. Inthe Primary SDS NOAM VIP, record name of DR SDS NE site. Expand Status &
Manage click HA. Click Filter.

Figure 10-7 Filter

Connected using VIP to dis3-sds-a (ACTIVE NETWORK OAM&P)

B £ Main Menu

T Main Menu: Status & Manage -> HA
|f|guratlun.‘ )

OAM HA
Role

Mate Hostnam

Applicati  Max
o i Rcne S e

Hostname
Rode HA Role
dis3-sds-a  Active 005 Active dis3-sds-b
dts3-sds-b  Standby 003 Active dis3-sds-a

dis3-sds-a
dts3-qs-1 Obsenver 003 Observer o o ds-b

3. Inthe Primary SDS NOAM VIP, list servers. Using the information provided in section
Logins, Passwords, and Site Information select the DR SDS Network Element from the
Scope field. Click Go.

Figure 10-8 Scope

Filter

Scope: - Reset
ServerRole: .
Display Filter: .o . —————

4. Identify each server by Host name, Server Role, and OAM HA Role and record the name
of each server.

Figure 10-9 Server Information

P Max Mate

Hostname OAM ELs Allowed Hostname o Server Role
Role nHA Element
Role HA Role  List

dis3-sds-a  Active 005 Aclive dts3-sds-b  sds_noamp Metwork OAMEP
dis3-sds-b  Standby OOQS Aclive dis3-sds-a sds_noamp MNetwork OAM&P

dts3-sds-a

dis3-qs-1  Observer OOS Obsemver y o .

sds_nmoamp Query Server

Record the names of primary DR SDS NE site servers:
e Active DR SDS NOAM
e Standby DR SDS NOAM
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DR SDS Query Server (if equipped)

5. Downgrade the Standby DR SDS NOAM server (as identified and recorded in step 4 of this
procedure) using Back Out a Single Server.

® Note

Do not proceed to the next step until this step of the procedure is successfully
completed.

® Note
The next two steps of this procedure may run parallel using the Upgrade Server
option.

6. Downgrade the DR SDS Query server (as identified and recorded in step 4 of this
procedure) using Back Out a Single Server.

7. Downgrade the ActiveDR SDS server (as identified and recorded in step 4 of this
procedure) using Back Out a Single Server.

8. Run Health Check Procedures at this time only if no other servers require the downgrade.
Proceed with the next back out procedure.

10.2.3 Back Out the Primary SDS NOAM

The following procedure details how to perform software back out for servers in the primary
SDS NOAM NE.

@ Note

The order of the back out for the primary NOAM NE and DR NOAM NE needs to be
followed as shown in Table 3-10. See section Recovery Procedures Overview for more
details before proceeding.

1. Access the primary SDS NOAM GUI, use the VIP address to access the primary SDS
NOAM GUI as described in Access the OAM GUI Using the VIP (NOAM/SOAM).

2. Inthe Primary SDS NOAM VIP, expand Status & Manage click HA. Click Filter.

Figure 10-10 Filter

Connected using VIP to dts3-sds-a (ACTIVE NETWORK DAM&P)

Main Menu: Status & Manage -> HA

OAM HA

Applicati  Max
Role on HA

Allowed
Rode HA Role
dts3-sds-a  Active  0OS Adtive  dis3-sds-b

dts3-sds-b  Standby 0O0S Active dis3-sds-a

Mate Hostnam

Hostname List

dis3-sds-a

ats3-qs-1 Obsenver 00S ODSEIVEr 4. e e
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In the Primary SDS NOAM VIP, locate the primary SDS NOAM NE. Using the information
provided in section Logins, Passwords, and Site Information, select the primary SDS
Network Element from the Scope field. Click Go.

Figure 10-11 Scope

Filter

. - Reset
Server Role: _ .
Display Filter: o . —

Identify each server by Host name, Server Role, and OAM HA Role and record the name
of each server.

Figure 10-12 Identify Servers

Main Menu: Status & Manage -> HA (Filtered)
OAMHA  Application MaX
Hostname Role HA Role Allowed Mate Hostname List  Network Element S
HA Role
sds-righnc-a Active 00s Active sds-righne-b NO_RLGHNC N|
sds-righnc-b Standby 00s Active sds-righnc-a NO_RLGHNC N|
sds-righne-a
qs-righnc Observer 003 Observer sds-righne-b NO_RLGHNC Q

Record the following information:

e Active Primary SDS NOAM

e Standby Primary SDS NOAM

e Primary SDS Query Server (if equipped)

Downgrade Standby Primary SDS NOAM server (as identified and recorded in step 4 of
this procedure) using Back Out a Single Server.

In the Primary SDS NOAM VIP (CLI), access the active primary SDS NOAM. Use the VIP
address to log into the active primary SDS NOAM with the adnusr account.

sds-rlghnc-a | ogin: adnusr

Password: <adnusr_passwor d>

*** TRUNCATED QUTPUT ***

RELEASE=6. 4

RUNI D=00

VPATH=/ var / TKLC rundb: / usr/ TKLC appwor ks: / usr/ TKLC/ awpconmon: / usr/ TKLC/
conmgent - gui : / usr/ TKLC/ comagent - gui : / usr/ TKLC/ conagent : / usr/ TKLC sds
PRCODPATH=/ opt / contol / pr od

RUNI D=00

[ admusr @ds-rlghnc-a ~] $

In the Primary SDS NOAM VIP, verify the DbReplication status is Active for the Standby
Primary SDS NOAM and Query Server, if equipped.

[admusr @ds-rl ghnc-a ~]$ sudo irepstat -w
-- Policy 0 ActStb [DbReplication]
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10.

11.

12.

Chapter 10
Perform Backout

AA To sds-rlghnc-b Active 0 0.25 19%R 0.05%pu 47B/s
AA To qs-rlghnc Active 0 0.25 19%R 0.05%pu 56B/s
AA To sds-nrsvnc-a Active 0 0.50 19%R 0.04%pu 47B/s
AB To kauai-sds-SO b Active 0 0.50 19%R 0.04%pu 63B/s
AB To florence-sds-SOa Active 0 0.51 19 0.03%pu 65B/s
AB To turks-sds-SOb Active 0 0.50 19%R 0.04%pu 65B/s

irepstat ( 8 lines) (h)elp

If a DbReplication status is Audit is received, then repeat the command until Active is
returned.

® Note

Do not proceed until the status is Active. Check Replication is showing Active for
Standby Primary SDS NOAM, Query Server, Active DR SDS NOAM and Standby
DR SDS NOAM (if equipped).

Repeat the step until the status is Active for all the mentioned servers.

@ Note

If a DbReplication status is received as Audit or some other value for these
servers, repeat this step until a status of Active is returned. Servers are:

e Standby Primary SDS NOAM

e Query Server

e Active DR SDS NOAM

e Standby DR SDS NOAM

Contact My Oracle Support for any assistance.
Exit the CLI for the ActivePrimary SDS NOAM.

[admusr @ds-rlghnc-a filengnt]$ exit

| ogout
@ Note
The next two steps of this procedure can be run in parallel.

Downgrade Primary Query server (as identified and recorded in step 4 of this procedure)
using Back Out a Single Server.

Downgrade Active Primary SDS NOAM server (as identified and recorded in step 4 of this
procedure) using Back Out a Single Server.

® Note

This causes an HA activity fail over to the mate primary SDS NOAM server. This
occurs within a few minutes of initiating the upgrade.
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Perform Backout

13. Allow system to auto-clear temporary alarm states. Wait up to ten minutes for Alarms
associated with server back out to auto clear.

® Note

If PDB Relay was recorded as Enabled in Back Out a Single Server, then Event
14189 (pdbRelay Time Lag) may persist for several hours post upgrade. This
alarm can safely be ignored and automatically clears when the PDBI (HLRR)
queue catches up with real-time replication.

14. Run Health Check procedures (Post back out) as specified in Health Check Procedures, if
downgrade procedures have been completed for all required servers.
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Access the OAM GUI Using the VIP (NOAM/
SOAM)

This procedure describes how to access and log in to the NOAM/SOAM GUI.

1. Inthe OAM VIP (GUI), log in to the OAM site.
a. Open an approved web browser (Internet Explorer 8.0, 9.0, or 10.0).

b. Connect to the XMl virtual IP address (VIP) assigned to the OAM site (primary SDS
site or SOAM site.

c. If a certificate error is received, click Continue to this website (not recommended).

Figure A-1 Website Security

a,l There is a problem with this website's security certificate
_

> More information

@® Note

Not applicable for cloud deployments.

2. Inthe OAM VIP (GUI), log in using the default user and password.
Figure A-2 Oracle System Log in

ORACLE

Oracle System Login
Tue Jun 7 13:459:06 2016 EDT

Login
Enter your username and password to log in

Usermname: |
Password:

Change password

Login

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Intemet Explorer 9.0
10,0, or 11.0 with support for JavaScript and cookies
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3. Verify the connection to the active OAM server and also verify that the browser is using the
VIP connected to the active OAM server.

Figure A-3 OAM Server

ORACLE: Communications Diameter Signal Router Full Address
747115

Connected using VIP to dts3-sds-a (ACTIVE NETWORK OAM&F)

Main Menu: [Main]

unication Agent

The source release is 8.x, the Release Banner displays the browser is successfully
connected using the Active Network OAM&P. .

Figure A-4 Release Banner

Successfully connected dsing INTERNALXMI to E1B4NOTO (ACTIVE NETWORK OAME

@® Note

The message may show the connection to either a NETWORK OAM&P or a
SYSTEM OAM depending on the selected Network Element.

A.1 Health Check Procedures

This procedure is part of software upgrade preparation and is used to determine the health and
status of the SDS network and servers.

@® Note

If syscheck fails on any server during pre-upgrade Checks or in early checks stating
that "cpu: FAILURE:: No record in alarm table for FAILURE", see Workaround to
Resolve Syscheck Error for CPU Failure.

If the 31201 - Process Not Running alarm displays, for instance, as cmsoapa, then run
Workaround to Fix cmsoapa Restart.

1. Inthe SDS NOAM GUI, log in use the VIP address to access the primary SDS NOAM GUI
as described in Access the OAM GUI Using the VIP (NOAM/SOAM).
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2. Inthe Primary SDS NOAM VIP, verify status. Expand Status & Manage click Server.

Figure A-5 Server

Connected using VIP to dts3-sds-a (ACTIVE NETWORK OAM&P)

Main Menu: Status & Manage -> Server|
Manage Server Hostname :Melwork Element State
rk Elements :
dis3-dp-1 sds_soam Enabled
dis3-sds-a sds_noamp Enabled
dis2-sds-b sds_noamp Enabled
dis3-s50-3 sds_soam Enabled
dis3-s0-b sds_soam Enabled

3. Verify Server Status is Normal (Norm) for Alarm (Alm), Database (DB), Reporting Status,
and Processes (Proc).

Figure A-6 Server Status

Appl BT
Server Hostname Network Element S Alm DB ng Proc
late 5
tatus
dte3-dp-1 sds_soam Enabled Morm  MNorm  MNorm  Morm
dis3-sds-a sds_noamp Enabled Norm  Norm  Norm
dts3-sds-b sds_noamp Enabled Norm Norm  Norm Morm
ats3-50-3 sds_soam Enabled Norm  Norm  MNorm  Morm
dts3-s0-b sds_soam Enabled Morm  Norm  Norm  Morm

If any other server status displays, it appears in a colored box.

@ Note

Other server states include Err, Warn, Man, and Unk.

@® Note

Post-Upgrade, upgraded servers have an Alm status of Err due to the Event ID
(s): 32532 Server Upgrade Pending Accept/Reject expected alarm. This alarm
displays until the upgrade is accepted and may be ignored at this time.

@® Note

During any time of upgrade in case 31149- DB Late Write Nonactive alarm is
seen, please ignore it. This alarm does not have any effect on any functionality.

If 31201 - Process Not Running alarm is getting raised for Instance as cmsoapa then run
Workaround to Fix cmsoapa Restart to solve this issue.

4. Inthe Primary SDS NOAM VIP, verify connection counts. Expand Communication Agent
select Maintenance click Connection.
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Figure A-7 Connection

B S Main Menu

m Measurements
& Communication

o e Configuration

B & Maintenance

- [l Routed Se. 3
L [l HA Services Status
o M SDS

[+] dp-vzwCore-1

:- Administration Main Menu: Communici
i Configuration

: m Alarms & Events

g3 @m Security Log

B i Status & Manage Server Name

[+ ]

=

Agent
[+] dpvzwCore-2

[+] dpvawCore-3

[+] dpvzwCore-4

Connected using VIP to sds-vzwCore-a (ACTIVE NETWORK OAM&P|

Appendix A

Health Check Procedures

5. Verify all Connection Counts show equivalent counts (that is, n of n InService for

Automatic or y of y

InService for Configured)

Figure A-8 Maintenance

Server Name

[+]  dp-vzwCore-1
dp-vzwCore-2
dp-vzwCore-3

[+] dpvzwCore-4

Main Menu: Communication Agent -> Maintenance

Automatic Configured

Connections Count Connections Count

3 of 3 InService 7 of 7 InSenvice
3 of 3InService 7 of 7 InSenvice
3 of 3 InSenvice 7 of 7 InSenvice
3 of 3 InSenvice 7 of 7 InSenvice

@® Note

DPs show a Configured Connections Count of 1 of 2 InService for Active/

Standby configurations. This is normal and can be ignored.

6. Inthe Primary SDS NOAM VIP, view alarm status. Expand Alarms & Events click View

Active.

Figure A-9 View

Connected using VIP to dts3-sds

QITMTVLINCS

= @ Configu
[ 3

Active

a (ACTIVE NETWORK DAM&P)

Fiter ~| Tasks = [ Graph -

noamp_group  stam_group

EventlD Timestamp

w
= Alarm Taxt

2015-01-16 22:21:56.707
14101 EST

38
Mo Remole Conngclions

Main Menu: Alarms & Events -> View Active

Severity  Pr
Additional Inf|

50

GN_INFOMWH
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7. When viewing pre-upgrade status, if any alarms are present, stop and contact My Oracle
Support for assistance before attempting to continue.

8. When viewing post-upgrade status, verify the following:
Active NO server may have the following expected alarms:
e Alarm ID = 10075 (Application processes have been manually stopped)
Servers that still have replication disabled have the following expected alarm:
e Alarm ID = 31113 (Replication Manually Disabled)
The following alarms may also be seen:
e Alarm ID = 10010 (Stateful database not yet synchronized with mate database)
e Alarm ID = 32532 (Server Upgrade Pending Accept/Reject)
e Alarm ID = 31114 (DB Replication over SOAP has failed)
e Alarm ID = 31225 (HA Service Start Failure)
Following alarms can be ignored during the upgrade:
e Alarm ID = 31109 (Topology Config Error)
e Alarm ID = 31282 (HA Management Fault)
e Alarm ID = 31283 (Lost Communication with server)
e Alarm ID = 31106 (DB Merge To Parent Failure)
e Alarm ID = 31107 (DB Merge From Child Failure)
e Alarm ID = 10009 (Config and Prov DB not yet synchronized)

@® Note

If Alarm 10009 persists after the upgrade, reboot the server once using the sudo
init 6 command on the effected server.

These alarms may display until all the NOAM and DR-NOAM servers upgrade has been
completed.

9. Inthe Primary SDS NOAM VIP, create Alarms and Events report. Click Export.

Figure A-10 Export

[ Export p |[ Report
b3

10. Click OK.
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11.

12.

Figure A-11 OK

Main Menu: Alarms & Events -> View Active [Export]

Adtribute Value Description
*'Once
Fifteen Minutes Select how often the data will be writl
Export Frequency ' Hourly immediately. Note that the Fifteen Mi
Daily when provisioning is enabled. [Defa
Waekly
Periodic export task name. [Requireq
Task Name F«'-’ DE Alarm Export * alphanumeric, minus sign. and spac
charactar must not be a minus sign.)
Periodic export task description. [Op
Description | alphanumeric, minus sign. and spac:
character must not be a minus sign.)
Minute = Select the minute of each hour when|
x hourly or fifteen minutes. [Default = 0|
Select the time of day when the data
Time of Day - weekly. Select from 15-minute increr|
AN )
Sunday
Monday
Tuesday
Select the day of week when the dal
Day of Week Wednesday [Detault Sunday ]
Thursday
Friday
Saturday

Ok||Cancel

The name of the exported alarms CSV file displays in the Tasks tab.

Figure A-12 Tasks

Main Menu: Alarms & Events -> View Active

) [age) [ Gosn =)

Name Task State  Details Progress
- = o
s@sighnc-a APDE Alarm Expert complated a‘,'é"_‘;ﬁ‘;‘g’;‘ 12a78s. 100%

Appendix A
Health Check Procedures

Primary SDS NOAM VIP, record the file names of alarm CSV files. The files have the

format Al ar ne<yyyymdd>_<hhnmmss>. csv.
Record the following files:

*  Pre-ISO Administration

*  Post-ISO Administration

*  Pre-Primary NOAM Upgrade (MW1)
*  Post-DR NOAM Upgrade (MW1)

*  Pre-SOAM Upgrade (MW2)

*  Post-SOAM Upgrade (MW2)

*  Pre-SOAM Upgrade (MW3)

*  Post-SOAM Upgrade (MW3)

*  Pre-SOAM Upgrade (MW4)

*  Post-SOAM Upgrade (MW4)

*  Pre-SOAM Upgrade (MW5)

*  Post-SOAM Upgrade (MW5)

13. In the Primary SDS NOAM VIP, save the Alarms and Events report. Click Report
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Figure A-13 Report

[ Bpon ||

Report Q_I

Figure A-14 View Active Alarms

Main Menu: Alarms & Events -> View Active [ Report]

Main Menu: Alarms & Events -> View i
Thu Feb 02 15:59:31 2012

TINESTANP
WETWORK_ELEMENT
SERVER
SEQ_NUM
EVENT_NUMBER
SEVERITY
PRODUCT
PROCESS

TYPE
INSTANCE
NAME

DESCR

DD THEN

2012-02-02 15:36:05, 350 UTC
HO_MRSVHC

sds-arsvnc-a

2099

14101

MAJOR

505

xds

FROV

No XML client connection
No Remote Connections

Ho remcte provisioning clients are connect|

Figure A-15 Save

=

Figure A-16 Save

File Download

Do you want to epen or save this file?

'j Name: ActvedlarmsReport_20103u14_161008_UTC. bet
= Type: Text Document, 1.41KE

[From: 10.240.251.70

Com ) T ) Co )

While files from the: Intemet can be usaful, some files can potentialy
ham your computer. ¥ you do not trust the source, do not open or
save this fie. What's the gk

Appendix A
Health Check Procedures

14. Click Save on the Alarms and Events report and click Save on the File Download screen.

15. Select a directory on a local disk drive to store the active Alarms and Events report and

click Save.
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Figure A-17 Save As

Save As E|E|
Seve in: | < IERIEETE] v Q& i@
=3 Documents and Settings

_,_)I ) Documentum
Racant ) DRIVERS
_yProgram Files

= =3 Python26
"j ) WINDOWS
Deshtop

My Documents
s
My Computer

- Rl name live Haeme Rapert_2010Jul14_161041_UTC 1 & Save:

My Network  Seve as type: Text Document v | Cance

16. In the Primary SDS NOAM VIP, create Network Element report. Before 8.x, expand
Configuration click Network Elements.

Figure A-18 Network Elements

Connected using VIP to sds-mrsvnc-a (ACTIVE NETWORK OAMBEP)

Main Menu: Configuration

1 sds_mrswc

1 dr_dallastx

17. Expand Configuration, select Networking and click Networks.

Figure A-19 Networks

DRACLE. Oracle Communications Diameter Signaling Router 8100081170
=) i Main Menu - .
() Adminis¥ason Main Menu: Configuration -> Networking -> Networks
=) 3 Comguration Warsing *
=] {5y Networkng
) Hewrorks - oradeTesl_LAB_NOAM
T Dewees Global  UpgradeTast_LAB_NOAM
] Rowtes
[ senices QGIPERA Sans Natwork Type Default
[ servers

L] Server Groups
[7] Resoures Domains

18. Click Report.

Figure A-20 Report

To create a new Network Element, upload avalid configuration file:

Browse...
Reponi

19. The Network Element Report is generated.
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Figure A-21 Network Element Report

Main Menu: Configuration -> Network Elements [ Report]

sds Netwvork Elenent Report
Report Generated: Wed Feb 01 15:45:11 2012 UTC
ron: Active NETWORK_OAMP on host sds-arsvnc-a
Report Wersion: 3.0.0-3.0.0_10.8.1

User: guiadmin

Netvork Elements Summary

NE Mame sds_mrsvnc

HE Hame dr_dallastx

20. In the Primary SDS NOAM VIP, save the Network Element report. Click Save on the
Network Element report and click Save on the File Download screen.

Figure A-22 Save

g

Figure A-23 Save File

File Download le
Do you want to open or save this file?

j Name: NEConfig_20103u14_163556_UTC. bt
Type: Teuxt Document
From: 10.240.251.70

Iﬂwllsmkjltwd

While filas from the Infamet can be useful, some fles can potertially
harm your computer. ¥ you da not trust the source, do ot open or
save this file. \What's the righ?

21. Select a directory on a local disk drive to store the Network Element report and click
Save.
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Figure A-24 Save As

Save As E E|

Savein: | < Local Disk [C) ¥ O E

) Documents and Settings

,,J ') Documentum
Recent ) DRIVERS
‘) Program Files

_— () Python26
‘L:} ) WINDOWS
Desktcp [ ActiveAlarmsReport_20100ull4_162752_UTC.bdt

My Documents
49
My Computer

g‘,j Fie name TN
My Networkk  Save as type Text Document v

22. In the Primary SDS NOAM VIP, create the Servers report. Expand Configuration click
Servers.

Figure A-25 Servers

a (ACTIVE NETWORK OAMAP)

Main Menu: Configuration -> Servers

Filler =
L

4

23. Click Report.

Figure A-26 Report

[ Insert | Delete || Export [ Report |

Figure A-27 Server Report

Main Menu: Configuration -> Servers [Report]

Main Henu: Configuratiom -> Servers [Report)
Fri Aug 03 21:08:29 2012 UTIC

id: 0
Groupld: 0
pHame: sda_mravnc_grp
networkElementld: 0 B
networkElementName: sds_mrasvne
} t /var/TKLC/appworks/profiles/HP_Rackmount.xml

! sds-mrsvnc=a
1t Morrisville NC
le: roleNORMP
interfaces:
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24. In the Primary SDS NOAM VIP, save the Servers report. Click Save on the Servers report
and click Save on the File Download screen.
Figure A-28 Save
EX
Figure A-29 Save File
File Download @
Do you want to open or save this file?
j Name: ServerGroupConfig_2010%d14_169021_UTC, bt
Type: TextDocument, 3.83KB
From: 10.240.251.70
[ open ][ save Q_I [Cceee |
While files from the Intemet can be useful, some fles can potentialy
harm your computer. ¥ you do not trust the source, do not open or
save this fie. What's the rigk?
25. Select a directory on a local disk drive to store the Servers report and click Save.
Figure A-30 Save Server Report
Save As @le
Savein: | <ee Local Disk (C) ¥ O e E
B) | Ooamemn
Recert (L) DRIVERS
\_) Program Files
() Python26
Lﬂ‘ ) WINDOWS
Desktop [E] ActiveAlarmsReport_20100ul14_162752_UTC.bd
[£) NEConfig_2010)ul14_164159_UTC.bdt
)
My Documents
My Computer
i‘ta Fie name: v
My Metwok  Save as hype: Text Document v
26. In the Primary SDS NOAM VIP, create Server Groups the report. Expand Configuration
click Server Groups.
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Figure A-31 Server Groups

ing VIP to sds-mrsvac-a (ACTIVE NETWORK OAMAP)

Filter =

S0S

Main Menu: Configuration -> Server Groups

Function

27. Click Report.

Figure A-32 Report

Figure A-33 Sever Groups Report

Main Menu: Configuration -> Server Groups [ Report]

sds Server Group Report
EEssssssEssssssssssssSssssssssssssssssssssssssssssssssssss
Report Generated: Ved Feb 01 15:47:01 2012 UTC

From: Active NETVORK_OANP on host sds-arsvnc-a

Report Version: 3.0.0-3.0.0_10.8.1

User: guiadnin

Sarver Groups Summary

sds_nrsvnc_grp

NE Nana sds_nrsvnc
Level A

Parent HONE
Function shs

Virtual IP Address: 010.250.055.125

Figure A-34 Save
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28. In the Primary SDS NOAM VIP, save the Servers report. Click Save on the Server Groups
report and click Save on the File Download screen.
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29.

30.

Appendix A
Health Check Procedures

Figure A-35 Save File

File Download @
Do you want to open or save this file?

j Name: ServerGroupConfig_20100u14_164021_UTC. bxt
- Type: TextDocument, 3,888
From: 10.240.251.70

(o J [ sove ] [ coedd ]

While files from the Intamet can be useful, some fles can potentialy
a harm your computer. I you da not trust the source, do niot open o
save this fie. What's the dsk?

Select a directory on a local disk drive to store the Server Groups report and click Save.

Figure A-36 Save Server Report

Save As E”z|
Savein: | <ee Local Disk [C) vl O F e E-
' Documents and Settings
J &3 Documentum

Recert £ DRIVERS
3 Program Files

— () Python26
L:} &) WINDOWS
Deskiop :J ActiveAlarmsReport_20100ul14_162752_UTC.bd
] NEConfig_2010Jul14_164159_UTC bt

b':a Fie name: FrvertroupConbg_20101ui14_164209_ UTC bilRg
My Networe | Sawe as type Text Document ~

Share the saved files with My Oracle Support. If these procedures are run as pre- or post-
upgrade health check (HC1/HC2/HC3), sharing the files with My Oracle Support to obtain a
proper health check analysis.

A health check analysis includes verifying the following information collected from Access
the OAM GUI Using the VIP (NOAM/SOAM) procedure.

e Active Alarms and Events report.
*  Network Elements report.
e Server report.

e Server Group report.

31. Verify OAM HA Role status, expand Status & Manage click HA
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Figure A-37 HA

Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAM&R)
B £ Main Menu

M Administration Main Menu: Status & Manage -> HA
B Mm Configuration
[ -
B Mm Alarms & Events
B W Security Log
- OAMHA  Applicatit
B & Status & Manage Hostname Role HA Role
[l Network Elements
I server sds-righnc-a Active 00s
sds-righnc-b Standby 00s
\Fis qs-fighne Observer 008
[ Processes
o M Task sds-mrsvnc-a Standby 00s
i Files sds-mrsvne-b Active 00s

B B Measurements

32. Verify the OAM HA Role for all servers shows either Active or Standby.

Figure A-38 OAM HA Role

Main Menu: Status & Manage -> HA
Fier_=
Hostname OAMHA  Applcation Wiy mata Hostame List  Metwork Element  Sarver Rola
Role HARole oo
sds-gighne-a Actve 0% Active sde-ghnc-b NO_RLGHNC Netarark QAMAP
sds-ighnc-b Standby 008 Active sds-righnc-a NO_RLGHNC Nestarork GAMAP
as-fighnic Oobserver  00% Obsanes :::mmz: NO_RLGHNC Quary Servar
S5-MISNTC-3 Standby 00s Active ads-misvne-b NO_MRSVNC Netaork CAMAP
sds-mrsvnc-b Actve 005 Active Sds-mesvne-a NO_MRSVNG Network OAMAP
Sds-misvnc-a
qE-MISIC Otserver 008 Observer Lo ned NO_MRSVNC Cuary Sarvar
turks-5d3-50-a Standby 008 Active Burks-5d5-S0-b S0_TURKS System CAM
rks-sds-50-0 Active O0E Active hurks-sds-S0-2 30_TURKS System OAM
wrks-DP-01 Actve 0% Agtive $0_TURKS MP
wrks-DP-02 Actve 008 Active S0_TURKS MP
kaial-5ds-S0-8 Standby 008 Active aual-sis-30-0 SO_KAUAI System OAM
An OAM HA Role shown as Observer is allowed when the server role is Query
Server.

33. Verify the OAM HA Role for all remaining servers, expand Main Menu select Status &
Manage click HA. Scroll through each page until the OAM HA Role for has been verified
for all servers in the topology.

A.2 Upgrade Server Administration on SDS 9.0

@® Note

Run this procedure only if Upgrade State is Accept or Reject, unless parallel
upgrades are being run.

If an upgrade failure is experienced (that is, Upgrade State is Failed), refer to Recover from a
Failed Upgrade.
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Access the primary SDS NOAM GUI, use the VIP address to access the primary SDS
NOAM GUI as described in Access the OAM GUI Using the VIP (NOAM/SOAM).

In the Primary SDS NOAM VIP, verify status and application version. Expand
Administration select Software Management click Upgrade. Select the Server Group
tab for the server(s) to be upgraded.

Figure A-39 Upgrade

Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAM&P)

B 5 Main Menu
B & Administration
i [ General Options
M Access Control
B & Software Management
B Versions
i mi: Hostname

M Remote Servers

Main Menu: Administration -

' NO_righnc_grp DP_florence_DP_01

Upgrade State
Server Status

Verify the Upgrade Status displays as Ready for the server(s) to be upgraded. Verify the
Application Version for the server(s) is the source software release version.

Figure A-40 Application Version

Main Menu: Administration -> Software Management -> Upgrade

NO_righnc_grp ~ DP_florence_DP_01_grp  DP_florence_DP_02_grp  DP_kauai_DP_D1_grp

Host Upgrade State  OAM Max HA Role Server Role Function Application Version
ostname
Server Status  Appl Max HA Role  Network Element Upgrade 150
Ready Active MNetwork QAMSP OAMEP  T7.1.0.0.0-T16.0
sds-righnc-a
Narm NI NO_RLGHNC
Ready 1 71
sdsighncb eady Standby Network OAMSFP  OAM&P  7.1.0.0.0-71.6.0
Nerm NIA NO_RLGHNC
suighne Ready Observer Quary Server as 7.1.0.0.0-71.6.0
@ Norm A NO_RLGHNC

If executing Server Group Auto Upgrade, then run step 7 of this procedure. It is allowed for
DR NOAM, SOAM, and DP server groups only. If executing Single Server (or multi-
selected) upgrade, then continue with the next step of this procedure. This applicable only
for primary NOAM and DP server groups.

Run this step for single server (or multi-selected) upgrade only. In the Primary SDS NOAM
VIP, upgrade server(s). Press and hold the Ctrl key to select multiple servers that need to
be upgraded. Click Upgrade Server.

Figure A-41 Upgrade Server

Main Menu: Administration -> Software Management -> Upgrade

NO_righnc_grp | DP_florence_DP_01_grp  DP_florence_DP_02 grp  DP_kaual_DP_01_gmp

Upgrade State OAM Max HA Role  Server Role Function Application Viers
LR Server Status  Appl Max HA Role  Metwork Element Upgrade 150
Ready Active Metwork OAMAP OAMEP  7.1.0.0.0-71.7.0
LI Morm A NO_RLGHNC
Ready Standby Metwork OAMEP OAMEP  7.1.0.00-717.0
i Norm NiA NO_RLGHNC
Ready Obsarver Query Server Qs 7.1.0.0.0-71.7.0
Morm A NO_RLGHNC
]
; Backup Backup All [ Upgladegerver Accept Report | Report All

Initiste upgrade on the selected server(s) or all servers in the active s
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Select the Upgrade I1SO file to use for the upgrade. Click OK.

Figure A-42 OK

Main Menu: Administration -> Softw. Management -> Upgrade [I|
Hosthame  Action Status
OAM Max HA Role  Network Element
sds-fighnc-b  [Upgrade

Standby NO_RLGHNC
Upgrade Settings
Upgrade IS0 | SDS-7.1.000_71.80x86_64is0 ~| Selectthe desired upgrade 130 media file.

O$ :Cancel_

@® Note

During the server upgrade, multiple alarms are expected and can be safely
ignored. These include but are not limited to Event IDs: 10009, 10073, 10075,
31101, 31102, 31106, 31107, 31109, 31114, 31225, 31282 and 31283. These
alarms may display until all the NOAM and DR-NOAM servers upgrade has been

completed.

@® Note

If Alarm 10009 persists after the upgrade, reboot the server once using the sudo

i nit 6 command on the effected server.

Run this step for Server Group Auto Upgrade only. Do not use the Auto Upgrade option
when upgrading the primary SDS NOAM server group. In the Primary SDS NOAM VIP,
upgrade servers. Click Auto Upgrade. Do not select any servers with this option.

Figure A-43 Auto Upgrade

Main Menu: Administration - > Software Management - > Upgrade
Tasks +
“ual_DP_01_grp DR _kauai_DP 02 grp DP_turks_DP_01_grp  DP_turks_DP_02 gm  NO_mrs
. Upgrade State  OAM Max HA Role  Server Role Function Application Versi{
tn
ame Server Status  Appl Max HA Role  Network Element Upgrade 150
. - Ready Observer  Query Server os 710007170
i Harm H NO_MRSVNE
- Ready Standby Network OAMEP DR OAMEP  7.1.0.00-71.7.0
BAS-TEIRCR | |orm N4 NO_MRSVNC
- 3 Active Network GAMER DR OAMEP  7.1.0.00-71.70
SCETETACO N B A NO_MRSVNG
Backup || BackupAll || Auto kpgade Accept || Report || ReportAll

Select the Bulk option. Select the Upgrade ISO file to use for the upgrade. Click OK.
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Figure A-44 Upgrade ISO

Main Menu: Administration -> Software Management -> Upgr
Infg -
Hostname Action Status

OAM Max HA Role  Metwork Elameg
Qs-mrswmc Upgrade

Obsener NO_MRSVMC

OAM Max HA Role  Metwork Eleme
Standby NO_MRSVHC

sds-meswnc-a  [Upgrade

DAM Max HA Role  Network Eleme
gds-mrswc-b upgrade A ctive] NO_MRSVNC
(This server will ipgrade after all Star|

Upgrade Settings
Server group upgrade mode.
Select "Bulk” to upgrade all non-ackive
@ Bulk Select "Serial” o upgrade senvers on
Mode Serial Select "Grouped Bulk™ to upgrade all
Grouped Bulk In all modes, the active OAM server w

HA groups are created according to th
The non-active HA role order is spare|

Upgrade IS0 SDS-71.000_7180x86_64is0 +| Selectthe desired upgrade IS0 medi

( OI[%i '_Cancel |

All non-active servers are upgraded first (for example, standby, query, so on).

@® Note

During the server upgrade, multiple alarms are expected and can be safely
ignored. These include but are not limited to Event IDs: 10009, 10073, 10075,
31101, 31102, 31106, 31107, 31109, 31114, 31225, 31282 and 31283. These
alarms may display until all the NOAM and DR-NOAM servers upgrade has been
completed.

® Note

If Alarm 10009 persists after the upgrade, reboot the server once using the sudo
i nit 6 command on the effected server.

9. If the upgrade procedure is being run for a previously active primary SDS NOAM server
(that is 2nd NOAM to be upgraded), then continue with the next step of this procedure,
else run step 9 of this procedure.

10. In the primary SDS NOAM VIP, if upgrading the active primary SDS NOAM server, an HA
failover occurs the user’s GUI session ends as the active primary SDS server goes through
HA failover and becomes the Standby server.

11. Click Logout to log out from the SDS NOAM GUI.

Figure A-45 Log out

Welcome guiadmin [Logo
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In the Primary SDS NOAM VIP (GUI), clear the cached data. JavaScript libraries, images,
and other objects are often modified in the upgrade. Browsers can sometimes cause GUI
problems by holding on to the old objects in the built-in cache. To prevent these problems,
always clear the browser cache before logging into an OAM GUI that has just been
upgraded:

a. Simultaneously press and hold the Ctrl, Shift, and Delete keys (most Web browsers).

b. Select the appropriate object types to delete from the cache (for example, Temporary
Internet Files, Cache, or Cached images and files and so on). Other browsers may
label these objects differently.

c. Clear the cached data.
® Note
Do not proceed until the browser cache has been cleared.

Access the primary SDS NOAM GUI, use the VIP address to access the primary SDS
NOAM GUI as described in Access the OAM GUI Using the VIP (NOAM/SOAM).

In the Primary SDS NOAM VIP, monitor status expand Administration select Software
Management click Upgrade.

Figure A-46 Monitor Status

Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAM&P)

B S Main Menu i . '
B & Administration Main Menu: Administration

H i General Options
A P Tasks

m Access Control

Software M t
L AE Al NO_righnc_grp ~ DP_florence_DF |

B Versions

i Upgradel Upgrade Stat:
| Juporade Hostname e
g e Remote Servers Server Statug

Monitor the Upgrade State and the Status Message for the servers being upgraded.

Figure A-47 Upgrade State

Main Menu: Administration -> Software Management -> Upgrade

Filler  ~ Hatus * Tasks ~

Status

_fMorence_DP_02_grp  OF_kaual_DF_01_grp  DF_kauai_DR
m * NG of MOre SEvEr Bpgrades stared -

Application

fiobe Function o Start Time Fil

Hostname = =
e Appl Max
Status HA Robe Network Element Upgrade IS0 Status Message

N Ready Active Hetwerk OAMAP  CAMEP  7.1.0.0.0-717.0
—righn
AL I NO_RLGHNC

Upgracinp  IECTE NetworkOMMSP OMMAP 710007180 oo oo 08 122237

$ds-ghng-b
SDS-7.10.0.0_71 .
Unik M NO_RLGHNC 8.0485_64180 Upgrade is in progress
Raoady Observer  Query Server as 71.0.00-T1.7.0
qs-righnc T HO_RLGHNC

As the upgrade runs, the following states can be observed:
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Table A-1 Status Message
|

Sequence Upgrade State Status Message

1 Pending Pending upgrade

2 Preparing Upgrade task started

3 Validating Validating upgrade ISO image

4 Upgrading Upgrade is in progress

5 Rebooting Warn: failed to get TPD task state,
server could be rebooting

6 Not Ready Success: Upgraded server to new ISO

7 Accept of Reject Success: Server upgrade is complete

@® Note

Some states may transition faster than the screen refresh rate and appear to skip.

@® Note

In the unlikely event SDS fails to restart after the upgrade, the Upgrade State will
be Backout Ready and the Status Message displays Server could not restart
the application to complete the upgrade. Perform Manual Completion of Server
Upgrade to restore the server to full operational status and return to this procedure
to continue the upgrade.

Do not proceed to further steps unless the Upgrade State is Accept or Reject (except in
cases where parallel upgrades are being performed).

In the primary SDS NOAM VIP, view post upgrade status of the server’s. Post-upgrade, the
upgraded servers have the Event ID (s): 32532 (Server Upgrade Pending Accept/
Reject) expected alarm.

In the release Server CLI, update the tuned profile. After a successful upgrade has been
verified, access the server on command line (using SSH or console) and update the tuned
profile:

$ sudo /usr/TKLC/ sds/ bi n/ sdsShar edMenTuned. sh

Verify whether the tuned profile has been successfully set to comcol_app:
$ sudo tuned-adm active

Sample output:

[adnmusr @OAML ~] $ sudo tuned-adm active

Current active profile: contol _app

Servi ce tuned: enabl ed, running

Servi ce ktune: enabl ed, running

A.3 Back Out a Single Server

The following procedure performs backout on a single server. Backout can be performed on all
upgrades except a major upgrade.
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In the Primary SDS NOAM VIP, ensure the server to be downgraded is in the Accept or
Reject state.

Expand Administration select Software Management click Upgrade.
Select the tab containing the server(s) to be backed out.

Verify the Upgrade State is Accept or Reject.

Set the Max Allowed HA Role to Standby.

Expand Status & Manage click HA.

Click Edit.

Select the server(s) to be backed out and select a Max Allowed HA Role value of Standby
(unless it is a Query server, in which case the value should remain set to Observer).

Click OK.

® Note

If downgrading the active primary SDS NOAM server, then continue with the next
step of this procedure; otherwise, skip to step 14 of this procedure.

If downgrading the active primary SDS NOAM server, a HA fail over occurs. The user’s
GUI session ends as the active primary SDS server goes through HA fail over and
becomes the Standby server.

@ Note

If the server being backed out is the active NOAM and an HA fail over does not
happen after step 2, and the OAM HA Role of the NOAMP server to be backed out
on the HA status screen is still Active, then you have encountered a known issue.
Apply the workaround using Appendix L to have the NOAMP HA fail over.

Click Logout to log out of the SDS NOAM GUI.

Figure A-48 Log out

Welcome guiadmin ]L_‘uout

In the Primary SDS NOAM VIP, clear the cached data. JavaScript libraries, images, and
other objects are often modified in the upgrade. Browsers can sometimes cause GUI
problems by holding on to the old objects in the built-in cache. To prevent these problems,
always clear the browser cache before logging into an OAM GUI that has just been
upgraded:

a. Simultaneously press and hold the Ctrl, Shift, and Delete keys (most Web browsers).

b. Select the appropriate object types to delete from the cache (for example, Temporary
Internet Files, Cache, or Cached images and files, and so on). Other browsers may
label these objects differently.
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c. Clear the cached data.

® Note

Do NOT proceed until the browser cache has been cleared.

Access the primary SDS NOAM GUI, use the VIP address to access the primary SDS
NOAM GUI as described in Access the OAM GUI Using the VIP (NOAM/SOAM).

In the Primary SDS NOAM VIP, record PDB Relay Enabled state. Expand SDS select
Configuration click Options.

Figure A-49 Options

Connected using VIP to sds-aruba-a (ACTIVE NETWORK OAMAP)

B 5 Main Menu A ) . .
Main Menu: SDS -> Configuration -> Opti

Variable
Display Command Qutput ’

Allow Connections T
Max Transaction Size 50

Log Provisioning Messages s

o
I NAI Hosts

15. Locate the PDB Relay Enable check box and record if it is checked or not checked.

Figure A-50 PDB Relay Enable check box

Remote Audit Number Range Limit 1000 numbers
PDE Relay Enabled v
PDB Relay Primary Remote System VIP Address 10.240.40.6

® Note

If the PDB Relay Enabled checkbox is CHECKED, then continue with the next
step of this procedure. If the PDB Relay Enabled checkbox is NOT CHECKED,
then skip to step 19 of this procedure.

16. In the Primary SDS NOAM VIP (CLI), access the active primary SDS NOAM. Use the VIP

address to log into the active primary SDS NOAM with the adrusr account.

sds-rlghnc-a | ogin: adnusr

Passwor d: <adnusr _passwor d>

*** TRUNCATED QUTPUT ***

RELEASE=6. 4

RUNI D=00

VPATH=/ var / TKLC rundb: / usr/ TKLC appwor ks: / usr/ TKLC/ awpcormon: / usr/ TKLC
comagent - gui : / usr/ TKLC/ comagent - gui : / usr/ TKLC comagent : / usr/ TKLC sds
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PRCDPATH=/ opt / contol / pr od
RUNI D=00
[adnusr @ds-rl ghnc-a ~]$

Set the pdbRelay TimeStamp to "0".

[adnusr @ds-rlghnc-b ~]$ sudo iset -fvalue=0 ProvOptions where

"var ="' pdbRel ayMsgLogTi meSt anp' "

Exit the CLI for the active primary SDS NOAM.

[adnmusr @ds-rlghnc-b ~]$ exit

| ogout

In the Primary SDS NOAM VIP, stop the software. Expand Status & Manage click Server.
Select the server(s) to be backed out and click Stop.

Click OK to confirm.

Verify the Appl State updates to Disabled.

Verify the server(s) are back out ready. Expand Administration select Software
Management click Upgrade. Select the tab for the server group containing the server(s) to
be backed out.

@® Note

It may take a couple minutes for the grid to update.

Verify the Upgrade State displays as Backout Ready.

@® Note

If this is the active server in an Active-Standby pair, these steps cause an HA falil
over. The HA fail over is an expected outcome. Continue with the steps on the
new active NOAMP.

In the Server CLI, the SSH to the server(s) to be backed out. Use the SSH command (on
UNIX systems — or putty if running on Windows) to log into the active NOAM.

ssh <NOAM XM | P addr ess>
| ogi n as: adnusr

password: <enter password>

@ Note

If direct access to the XMl is not available, then access the target server using a
connection through the active NO. SSH to the active NO XMl first. Once logged
into the NO, SSH to the target server’s XMI address.

Run the back out using the reject script.

$ sudo /var/TKLC backout / di Upgrade --rej ect
***Executing.. /var/TKLC backout/backout _server
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--checkVerifying that backout is possible.Checking for stale RPM
DB | ocks...Current platformversion:
7.0.2.0.0-86.30.0Conti nue backout ?

[YIN:y

The server reboots and the user is automatically logged out.

Use the SSH command (on UNIX systems — or putty if running on Windows) to log into
the active NOAM.

ssh <NOAM XM | P address>
| ogi n as: adnusr
password: <enter password>

Verify the Back out, examine the upgrade logs in the /var/ TKLC/ | og/ upgr ade
directory and verify no errors are reported.

$ grep ERROR /var/ TKLC | og/ upgr ade/ upgr ade. | og

® Note
The following errors can be ignored:
* DEBUG: 'igt' command failed (is IDB running?)

e 1477080063::ERROR: TKLCsds-7.0.0-7.0.1_70.12.0: Failure running
command 'fusr/TKLC/appworks/bin/eclipseHelp reconfig'

e 1477080521::ERROR: prod.dbdown: unknown option (-i)
e 1517455316::ERROR: Cannot execute command!

e 1517455316::ERROR: CMD: /ust/shin/hpacucli controller all show config
detail

e 1517455316::ERROR: ERROR: No such file or directory

e 1517455316::ERROR: Unable to get the HP disk configuration!
e 1517455316::ERROR: Command Failed!

e 1517455316::ERROR: Child process has exited with

e 1517455316::SYSERROR: No such file or directory

e 1526453748::ERROR: Cannot reduce filemgmt enough to leave room for dual
image upgrade

If the back out was not successful, because other errors were recorded in the logs,
then contact My Oracle Support for further instructions. If the back out was
successful (no errors or failures), then continue with the remaining steps.

Restore the COMCOL Full DB/Run environment, Run the backout _r est or e utility to
restore the full database run environment.

$ sudo /var/tnp/ backout _restore

*** TRUNCATED QUTPUT ***

This process will totally destroy the existing DB on this server. This
should only be done to recover a server when an upgrade has been backed-
out/rol | ed- back.
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Are you sure you want to proceed? (y|n): vy
Answer y to continue the restore.

® Note

The COMCOL restore process may take several minutes to complete. If the
restore was successful, the following displays:

Success: Full restore of COMCCOL run env has conpl et ed.

If an error is encountered and reported by the utility, then work with My Oracle Support for
further instructions.

@ Note

In some incremental upgrade scenarios, the backout_restore file is not found in
the Ivaritmp directory, resulting in the Ivariftmp/backout_restore: No such file or
directory error message. If this message occurs, copy the file using sudo

from JusrITKLC/appworks/sbin to /varltmp and repeat the command.

30. Reboot the server. Run the command:
$ sudo init 6
This step can take several minutes and terminates the SSH session.

31. Use the SSH command (on UNIX systems — or putty if running on Windows) to log into
the active NOAM.

ssh <NOAM XM | P address>
| ogi n as: adnusr
password: <enter password>
32. Restore softlink for Comagent directory.
[ admusr @HPC-NOL ~] $ cd /var/ TKLO appworks/ i brary
$ sudo In -s /usr/TKLC conmagent - gui / gui/ Comagent

Verify if the Comagent link has been restored:
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Figure A-51 Comagent link

[admusr@HPC-NO1 library]$ 1ls -ltr
total 56
drwxr-xr-x 7 awadmin awadm 4096 Aug 25 2017 Diameter

lrwxrwrrwx 1 root root 7 Dec 15 02:05 Zend ->
fusr/TRLC/plat/www/zend-framework,/library/Zend/

lrwxrwxrwx 1 root root 21 Dec 15 02:07 RwpssT ->
Susr/TRLC/awpssT/gui/

lrwxrwxrwx 1 root root 2% Dec 15 02:07 TransportMgr ->
fusr/TELC/awptransportmgr,/gui

lrwxrwxrwx 1 root root 38 Dec 15 02:07 Exgstack ->
fusr/TELC/awptransportmgr,/gui/Exgstack

drwxr-xr-x 3 awadmin awadm 40%6 Dec 31 15:58 Rbar
drwzr-xr-x 4 awadmin awadm 40596 May 22 10:42 AWCLI
drwxr-xr-x 3 awadmin awadm 4096 May 22 10:44 Radius
drwxr-xr-x 4 awadmin awadm 40%6 May 22 10:44 Dca
drwxr-xr-x 3 awadmin awadm 4096 May 22 10:44 Fabr
drwxr-xr-x 3 awadmin awadm 40%6 May 22 10:44 Gla
drwxr-xr-x 2 awadmin awadm 4096 May 22 10:44 Loadgen
drwxr-xr-x 3 awadmin awadm 4096 May 22 10:44 Mapiwf
drwxr-xr-x 6 awadmin awadm 4096 May 22 10:44 Pdra
drwxr-xr-x 3 awadmin awadm 40%6 May 22 10:44 Shr
drwxr-xr-x 3 awadmin awadm 4096 May 22 10:44 Vstp
lrwxrwxrwx 1 root root 18 May 22 10:44 Ipfe -> /usr/TELC/ipfe/gui
drwxr-xr-x 3 awadmin awadm 4096 May 22 10:45 Cskr

drwxr-xr-x 17 awadmin awadm 4096 May 22 10:45 AppWorks

-

lrwxrwxrwx 1 root root ] May 22 11:47 Comagent —>
fusr/TELC/comagent—gui/gui/

If the output is received as highlighted in red, the softlink for Comagent directory has been
restored.

In the Server CLI, verify if the httpd service has restarted. If this is an NO or SO, verify
httpd service is running.

sudo systenttl status httpd. service

httpd (pid xxxx) is running...

® Note
The process IDs are variable so the actual number value can be ignored.
If httpd is not running, wait for a few minutes and retry the command. If httpd is still not

running after 3 minutes, then services have failed to restart. Contact My Oracle Support for
further instructions.

Verify if the file id_rsa has required ownership, check the ownership of the file:

Is =ltr /home/awadm n/. ssh/
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The file permission should be defined as shown:

Figure A-52 Permission
[ root@SR-Noaml ~]# 1s -1rth /home/awadmin/.ssh/

awadmin awadm 1.3K Jun 8 2022 config

awadmin awadm 571 Oct 18 08:14 1i1d_rsa.pub
awadmin awadm 2.6K Oct 18 08:14 1d_rsa
awadmin awadm 4.5K Oct 18 10:56 authorized_keys

If the file ownership is not set for awadni n, then change the permission:
sudo chown awadni n: awadm / hone/ awadm n/.ssh/id rsa
Verify file ownership is changed to awadm n awadm

36. In the Primary SDS NOAM VIP, verify the server(s) application version and upgrade state.
Expand Administration select Software Management click Upgrade. Select the tab
containing the server(s) that were backed out. Verify the Application Version value for this
server has been backed out to the source release version. Verify the Upgrade State.

@® Note

Full audit between active NO and backed out server is conducted and it may take
up to 10 minutes before the Upgrade State is changed to Ready.

37. In the Primary SDS NOAM VIP, set the Max Allowed HA Role to Active. Due to back out
being initiated from the command line instead of through the GUI, modify the backed out
server so its Upgrade State changes to Ready. Expand Status & Manage click HA. Click
Edit.

38. Select the backed out server(s) and choose a Max Allowed HA Role value of Active
(unless it is a Query server, in which case the value should remain set to Observer). Click
OK.Verify the Max Allowed HA Role is set.

39. Restart the software, Expand Status & Manage click Server. If the server(s) that was
backed out displays an Appl State, state of Enabled, skip to the next step. If the server(s)
that was backed out displays an Appl State, state of Disabled, select the server(s) and
click Restart. Click OK to confirm. Verify the Appl State changes to Enabled.

40. In the Primary SDS NOAM VIP, verify the Upgrade State. Expand Administration select
Software Management click Upgrade. Select the tab of the server group containing the
server(s) that was backed out. Verify the Upgrade State is now Ready(it may take several
seconds for the grid to update).

41. Stop the software (if necessary). Due to backout being initiated from the command line
instead of through the GUI, modify the Upgrade State of the backed out server(s) to
achieve a state of Not Ready. Expand Status & Manage click Server. If the server(s) that
was backed out displays an Appl State state of Enabled, then select the server(s) and
click Stop.

42. In the primary SDS NOAM VIP, verify the server(s) Upgrade State. Expand
Administration select Software Management click Upgrade. If the server(s) that was
backed out displays an Upgrade State of Not Ready, then go back to step 37 of this
procedure.
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Complete the backout action (if necessary), If the server(s) that was backed out displays
an Upgrade State of Ready or Success, then:

» Select the server(s) that was backed out and click Complete.Leave the Action set to
its default value of Complete.

*  Click OK to confirm the action.

This changes the Max Allowed HA Role of the backed out server(s) to Active, which
causes the server Upgrade State to change to Not Ready.

The user may see the following SOAP error display on the GUI banner.

SOAP error while clearing upgrade status of hostnanme=[framel0311b6]
i p=[172. 16. 1. 28]

It is safe to ignore this error message.

If alarm IDs 10012 and 31226 are visible after completing the backout procedure, then run
the following command on query server to clear the alarm manually.

alarmput -e 10012 -s 5 -i oanpAgent

A.4 Manually Perform ISO Validation

This a procedure assumes that the ISO file to be validated has already been uploaded to the
server in question and is present in the IvarITKLC/dblfilemgmt/, IvarITKLC/db/filemgmt/
isos/ or IvarITKLClupgrade/ directory.

1.

In the Primary SDS NOAM VIP, access the active primary SDS NOAM. Use the VIP
address to log into the active primary SDS NOAM with the adrmusr account.

sds-rl ghnc-a | ogin: adnusr

Password: <admusr _passwor d>

*** TRUNCATED QUTPUT ***

RELEASE=6. 4

RUNI D=00

VPATH=/ var / TKLC rundb: / usr/ TKLC appwor ks: / usr/ TKLC/ awpcommon: / usr/ TKLC
conmagent - gui : / usr/ TKLC/ comagent - gui : / usr/ TKLC/ conmagent : / usr/ TKLC sds
PRCDPATH=/ opt / contol / pr od

RUNI D=00

Verify the ISO file is located in the / var / TKLC/ upgr ade/ directory.

[ adnusr @ds-rlghnc-a ~]$ |I's /var/ TKLC upgrade/ SDS-9. 1. 0. 0. 0_100. 17. 0-
x86_64.1iso0

If the ISO file is not present, copy the ISO file to the var / TKLC/ upgr ade/ directory.
[admusr @ds-rl ghnc-a ~]$ cp —p /var/ TKLCG db/fi |l emgnt /

SDS-9.1.0.0.0_100. 17. 0-x86_64. i so
[ var | TKLC upgr ade/
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4. Become the pl at cf g user by using the su command. For password information, refer to
Logins, Passwords, and Site Information.

[ adnusr @ds-rlghnc-a ~]$ su — platcfg
Password: <pl at cf g_password>

5. Inthe Primary SDS NOAM VIP, select the ISO file. From the platcfg menu, select
Maintenance and press Enter.

Figure A-53 Maintenance

Main Menu |———

Diagnostics

Server Configuration
Security

Hetwork Configuration

Remote Consoles
NatBanbun Canlivawasd ian

6. Select Dual Image Upgrade and press Enter.

Figure A-54 Dual Image Upgrade

Dual Image Upgrade

Upgrade

Patching

Backup and Restore

Halt Server

Restart Server

Eject CDROM

Save Platform Debug Logs
Platform Data Collector
Exit

7. Select Validate Media and press Enter.

Figure A-55 Validate Media

— Upgrade Henu p———

Jalidate Media

Early Upgrade Checks
Initiate Upgrade
Copy USB Upgrade Image
Non Tekelec RPM Management
ficcept Upgrade

Re iert linorade

8. Select Choose Upgrade Media Menu, select the target ISO file, and press Enter.
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Figure A-56 Upgrade Media Menu

l:-hnus: Upgrade Hedia Menu

SD5-7.1.8.8.8 71.7.8-xB6_bh4.is0 7.1.8.8.8.71.7.8
Exit 1

In the Primary SDS NOAM VIP, verify if the ISO media is Valid.

Figure A-57 ISO Media

GRERIERERS FESRTES S PAS P A BAA A AR AR AR AR PR SRE AT ERE FEAERES A4 1]
CEERERRE R EERR AR AR PR R R DR R R R R R R R PR PR R ]
CEERE R R R PR R PR PR R R PR R PR R R PR R R
IR AR AR AR AR AR AR RN
HEBHRARERE AR AR RHE AR AR AR ARR A HARRARRRE R RERR

BELDEA R R PR R R B PR R R R R bR
HERURARENEARANRANRE NN RN RR RN RN AR R AR RN

complete, the result is

ANY KEY TO RETURN TO THE PLATCFG MENU

Press Enter to return to the pl at cf g menu.

In the Primary SDS NOAM VIP, exit from menu. Select Exit and press Enter.

Figure A-58 Exit

Choose Upgrade Media Menu
SD5-7.1.8.8.8_71.7.8-x86_64.is0 - 7.1.8.8.8.71.7.8 1
I

Select Exit and press Enter.

Figure A-59 Upgrade Menu

— Upgrade Menu p———

Ualidate Hedia

Early Upgrade Checks
Initiate Upgrade

Copy USB Upgrade Image
Non Tekelec RPM Management
fccept Upgrade

Re |e|:1. llilrndz
!

Select Exit and press Enter.
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Figure A-60 Maintenance

——] HMaintenance Menu |——

Upgrade

Backup and Restore
Halt Server

View Mail Queues
Restart Server
Eject CDROM

Save Platform lelui l..l:lis

14. Select Exit and press Enter.

Figure A-61 Main Menu

— Main Menu |——

Maintenance
Diagnostics

Server Conf iguration
Security

Network Configuration
Remote Comsoles

Hetllncl:ul Conf iiuratlu
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15. In the Primary SDS NOAM VIP, exit the CLI for the Active Primary SDS NOAM.

[admusr @ds-rlghnc-a ~]$ exit

| ogout

16. Return to the procedure step that directed the execution of this procedure.

A.5 Undeploy an ISO File (Post Upgrade Acceptance)

This procedure should only be run post Upgrade Acceptance and removes a deployed ISO file
from all servers in the SDS topology except the active primary NOAM server. At the end of
the procedure, the I1SO is still present in the IvarITKLC/dbl/filemgmtl/isos/ directory on the
active primary NOAM server. Once this procedure is complete, the file may then be manually
deleted (if desired) from the SDS NOAM GUI (VIP) under the Status & Manage click Files.

1. Loginto SDS NOAM GUI, use the VIP address to access the primary SDS NOAM GUI as
described in Access the OAM GUI Using the VIP (NOAM/SOAM).

2. Inthe primary SDS NOAM VIP, Undeploy the ISO. Expand Status & Manage click Files.

Figure A-62 Files

Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAMA&P)

B £ Main Menu
B i Administration
& i Configuration

sds-righnc-a sds-righnc-b qs-righnc

File Name
[l Network Elements
. Server Active_SDS_20150624200623 pcap

& HA Active_SDS_20150624200623 bt

Main Menu: Status & Manage -> Files

sds-mry

[l Database

I KPis

[l Processes
0 Bm Tasks

| JFiles

B e Measuraments

backup/Backup.sds.sds-righnc-a.Configuration NETWORK_
backup/Backup.sds.5ds-righnc-a.Configuration NETWORK_
backup/Backup.sds sds-righnc-a.Configuration. NETWORK_
backupBackup.sds sds-righnc-a. Configuration NE TWORK_
backup/Backup sds sds-righne-a Configuration NETWORK_
backup/Backup.sds sds-righnc-a.Configuration. NETWOR!

Diameter Signaling Router Diameter SDS Software Upgrade Guide

G44923-01
Copyright © 2000, 2025, Oracle and/or its affiliates.

October 26, 2025
Appendix A-30 of A-56



ORACLE’

Appendix A

Undeploy an ISO File (Post Upgrade Acceptance)

Select the ISO file for the target release.

Figure A-63 ISO File

Main Menu: Status & Manage -> Files

sdsrighnca  sds-ighnc-b  gs-fighne  sds-meswnc-a trks-5d5-50-b  turks-DP-01 turks-DP-02

R . _iSm Type  Tmestamp
provimportimport_Rebuild3_mstsdn.csv 630B cv  201506-10 175525 UTC
1 Rebuild_ e T85B ov 20150619 175525UTC
provimportmport_Rebuilds_imsiPresx csv 1678 v 201506-19 175526 UTC
is0s/S0DS-7.1.0.0.0_71.7.0-x85_64.is0 m :Fna 1 iso 2015-06-24 142342 UTC
Actve_SDS_20150624200623 prap 26KB pcap  2015-06-24 200857 UTC
Active_SDS_20150624200623 bt 462KB b1 2015-06-2420:10,08 UTC

Click Undeploy ISO.

Figure A-64 Undeploy ISO

Report Upload | Download Undeplay&fﬁl Validate ISO
pilable | System ufilization: 27.5 GB (5.09%) mﬁwﬁD:;lw;'U;;Ieplo- = an150 file, |
& ys X

Cof

Click OK.

In the Primary SDS VIP, Monitor the ISO un-deployment status. The Status tab in the

banner displays the ISO undeployment started confirmation message.

Figure A-65 ISO undeployment message

Main Menu: Status & Manage -> Files

St v Tasks

Status

sds.rig
File Name
Active_SDS

-3 sds-mrsvne-b qs-mrsvne

m = 150 undeployment staried.

Reselect the ISO file for the target release and click View ISO Deployment Report.

Figure A-66 1SO Deployment Report

Main Menu: Status & Manage -> Files
Stals *  Tasks -

4 sdsrighnc-a  sds-ighnc-b  qs-righne  sds-mwswnc-a  sds-mrsvnc-b  gs-mwswnc  furks:
File Name
=

provimportimpor_Rebulld5_ims(Prefixcsy

rsyncleg

| SDS-T.1.0.0.0_71.7.0-86_64 Iso

TKLCConfigData forenca-OP-01sh
TKLCConfigData Sorence-DP-02.5h

TKLCConfigData forence-sds-S0-a.sh

Delete || View ISO Deﬂo&aﬂt Report | Upload || Download Deploy ISO || Validate ISO
6.1 GB used (1.12%) of 54(.8 PR auailabiol °--=Fw stilization: 27.5 GB (5.09%) of 540.8 GB available

Wiew the selected File.
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8. The Deployment report indicates the current status of undeployment to all servers in the
topology. Click Back and then click View ISO Deployment Report again to refresh the
report.

Figure A-67 Report

Main Menu: Status & Manage -> Files [View]

9. Repeat until the 1ISO displays Not Deployed on all servers in the topology.

A.6 Recover from a Failed Upgrade

1. Access the primary SDS NOAM GUI, use the VIP address to access the primary SDS
NOAM GUI as described in Access the OAM GUI Using the VIP (NOAM/SOAM).

2. Inthe primary SDS NOAM VIP, verify upgrade state.

a. Expand Administration navigate to Software Management click Upgrade.
b. Verify the host name of the primary active SDS NOAM server from the GUI banner.
c. Select the Server Group tab for the server(s) being upgraded.

d. Verify the Upgrade State for each server undergoing the software upgrade and
identify any servers with a Failed state.

Figure A-68 Server State

ing VIP to sds rlghnr b [ﬂ(ZIIUE NETWORK (DAH&I’J
Main Menu: Administration -> Software Manag

Tasts ~

i DP_freeport_DP_02_gip No_mrst_{c_qm S0_florence_grp

Upgrade State ‘OAM Max HA Role  Sarv
Hostname

Server Status Appl Max HA Role  Netw
A

AT ceepl of Reject Observer Quer]
NiA NO_|
- Faibed Standby Hetw)
T A ot
Acceptor Reject  Actve Netw]

Sds-meswc-b o
A NO_|

Diameter Signaling Router Diameter SDS Software Upgrade Guide
G44923-01 October 26, 2025
Copyright © 2000, 2025, Oracle and/or its affiliates. Appendix A-32 of A-56



ORACLE Appendix A
Recover from a Failed Upgrade

@® Note

If the Failed Server was upgraded using the Auto Upgrade option, that is, Auto
Server Group Upgrade, then continue to the next step of this procedure. If the
Failed Server was upgraded using the Upgrade Server option, then skip to step
11 of this procedure.

3. Inthe Primary SDS NOAM VIP, filter the servers that need upgrading. Expand Status &
Manage navigate to Tasks click Active Tasks.

Figure A-69 Active Tasks

Connected using VIP to sds-righnc-b (ACTIVE NETWORK OAMEP)

Main Menu: Status & Manage -> Tasks -3

sds-fighnc-a  sds-righnc-b  gs-ighnc  sds-mrswnc:

] Name Status

347 APDE Remote Senver Copy completed
Sds-mrsvnc-a Sanver Lipgrade (in

346 NO_mrsvd_grp Server Grodp exception
Upgrada)

345 RLGHNC PROV Export completed

344 RLGHNC OAM SYSTEM Export completed

ds-mrsvne-b Server Liparade iin

4. From the Filter option, enter the following filter values:
a. Network Element: All
b. Display Filter: Name Like *upgrade*

5. Click Go

Figure A-70 Active Status

Main Menu: Status & Manage -> Tasks -> Active Tasks

Filter =
Filter
Network Element: [_ ) - ﬂ
Display Fiter: |name |v| |Like |v| [upgrade* Reset
Go

6. Inthe primary SDS NOAM VIP, locate the Server Group Upgrade task. If not already
selected, select the tab displaying the host name of the active SDS NOAM server. Locate
the task for the Server Group Upgrade. It shows a status of paused.
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Figure A-71 Server Group Upgrade

Main Menu: Status & Manage -> Tasks -> Active Tasks

sds-fighnc-a = sds-righnc-b  gs-fighnc  sds-mrswnc-a  sds-mrswnc-b
V] Name Status Start Time
sds-mrsvnc-a Server Uipgrade (in
346 NO_mrsvnc_grp Server Group exceplion 2015-08-26 15:02:0
Upgrade)
sds-mrsvnc-b Server Upgrade (in
343 MNO_mrswnc_grp Server Group completed 2015-08-26 14:46:0
Upgrade)
gs-mrswvnc Server Upgrade (in
342 NO_mrsvnc_grp Server Group completed 2015-08-26 14.46:0.
Upgrade)
341 MO_mrsvnc_grp Server Group Upgrade paused 2015-08-26 14:45:5
337 qs-righnc Server Upgrade completed 2015-08-26 13:55:5¢
336 sds-righnc-a Server Upgrade completed 2015-08-26 13.54.4/
309 sds-righnc-a Server Upgrade completed 2015-08-25 14.04.3
® Note

Consider the case of an upgrade cycle where it is seen that the upgrade of one or
more servers in the server group has the status as exception (that is, failed), while
the other servers in that server group have upgraded successfully. However, the
server group upgrade task still shows as running. In this case, cancel the running
(upgrade) task for that server group before reattempting ASU for the same.

@® Note

Before clicking Cancel for the server group upgrade task, ensure the upgrade
status of the individual servers in that particular server group have status as
completed or exception (that is, failed for some reason). Make sure you are not
canceling a task with some servers still in running state.

7. Inthe primary SDS NOAM VIP, cancel the Server group Upgrade task.
a. Click the Server Group Upgrade task to select it.

b. Click Cancel to cancel the task.

Figure A-72 Cancel Task

qs-mrsvnc Server Upgrade (in
342 NO_mrswnc_grp Server Group completed 2015-08-26 14:46:03 UTC
Upgrade)
341 | NO_mrevnc_grp Server Group Uipgrade paused 2015-08-26 14:45:55 UTC
337 gs-ighnc Server Upgrade completed 2015-08-26 135559 UTC
Restart | | Gancg ]| oetee | Report | | Delete All completed || Delete ANl E|
Cancel the selected active Task.

8. Click on the confirmation screen to confirm the cancellation.
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Figure A-73 Confirm Cancellation

Are you sure you want to cancel task "NO_mrswnc_grp Server Group Upgrade” with ID 3417

OK % _- Cancel

In the primary SDS NOAM VIP, verify if the Server Group Upgrade task is canceled. On the
Active Tasks screen, verify the Status changed from paused to completed.

Figure A-74 Status

341  NO_mrsvnc_grp Server Group Upgrade completed 2015-08-26 14:45:55

Verify the Result Details column now states “SG upgrade task canceled by user.

Figure A-75 SG upgrade task cancelled

SG upgrade task cancelled by
user.

B015-08-26 15:27:25UTC 0 65%

Access the failed CLI server, Use the XMI address to log into the failed server with the
adnusr account.

sds-nrsvnc-a | ogin: adnusr

Password: <adnusr_passwor d>

*** TRUNCATED QUTPUT ***

RELEASE=6. 4

RUNI D=00

VPATH=/ var / TKLC rundb: / usr/ TKLC appwor ks: / usr/ TKLC/ awpconmon: / usr/ TKLC/
conmgent - gui : / usr/ TKLC/ comagent - gui : / usr/ TKLC/ conagent : / usr/ TKLC sds
PRODPATH=/ opt / contol / pr od

RUNI D=00

Inspect the upgrade.log file and identify the reason for the failure in the upgrade.log file.

[adnusr @ds-nrsvnc-a ~] $ tail /var/ TKLC | og/ upgrade/ upgr ade. | og
1439256874.: INFO. Renoving '/etc/ny.cnf' from RCS repository

1439256874:: INFO. Renoving '/etc/pam d/ password-auth' from RCS repository
1439256874:: INFO. Renoving '/etc/pamd/systemauth' from RCS repository
1439256874:: INFO. Renoving '/etc/sysconfig/network-scripts/ifcfg-eth0
fromRCS repository

1439256874:: INFO. Reroving '/var/lib/prelink/force’ fromRCS repository
1439256874 : Marki ng task 1439256861.0 as fi ni shed.

1439256874: :
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1440613685: : Early Checks failed for the next upgrade
1440613691:: Look at earlyChecks.log for nore info
1440613691: :

Inspect the earlyChecks.log file, identify the reason for the failure in the earlyChecks.log
file.

[ adnusr @ds-nrsvnc-a upgrade] $ grep ERROR /var/ TKLC | og/ upgr ade/
ear | yChecks. | og

ERROR: There are alarns on the systen

ERROR. <<< QUTPUT >>>

ERROR: SEQ 15 UPTIME: 2070747 BI RTH: 1438969736 TYPE: SET ALARM
TKSPLATM 10| t pdNTPDaenonNot Synchr oni zedWar ni ng|
1.3.6.1.4.1.323.5.3.18.3.1.3.10| 32509| Comruni cat i ons| Conmruni cat i ons
Subsystem Fai | ure

ERROR. <<< END QUTPUT >>>

ERROR: ear | yUpgradeChecks() code failed for

Upgrade: : Earl yPol i cy: : TPDEar | yChecks

ERROR: Fai |l ed running earl yUpgradeChecks() code

ERROR: Early Upgrade Checks Fail ed!

@® Note

Although outside of the scope of this document, the user is expected to use
standard troubleshooting techniques to clear the alarm condition from the failed

server.
If troubleshooting assistance is needed, it is recommended to contact My Oracle
Support.

Do not proceed to the next step until the alarm condition has been cleared.

In the Failed Server (CLI), verify platform alarms are cleared from the failed server. Use the
alarmMgr utility to verify all platform alarms have been cleared from the system.

[ admusr @ds-nrsvnc-b ~]$ al armvgr —al ar nSt at us
Exit the CLI for the failed server.

[ adnusr @ds-nrsvnc-a ~]$ exit

| ogout

In the Primary SDS NOAM VIP (GUI), run the server upgrade again. Return to the upgrade
procedure being run when the failure occurred. Re-run the upgrade for the failed server
using the Upgr ade Ser ver option.
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@® Note

Once a server has failed while using the Aut omat ed Server G oup Upgrade
option, the Aut o Upgr ade option cannot be used again on that server group. The
remaining servers in that server group must be upgraded using the Upgr ade

Ser ver option.

A.7 Add New SOAM Profile on Existing VM

@® Note

The procedures in this appendix can be run only after the SDS has been upgraded to
release 9.1.0 and the upgrade has been accepted.

@® Note

Updating the SOAM VM profile is an independent procedure from the SDS upgrade
and should be scheduled in a separate maintenance window.

This appendix updates the SOAM VM profile to support 1 billion subscribers. This appendix
applies only to systems that have been upgraded to release 9.1.0. The upgrade must be
accepted before initiating these procedures. The SOAM VMs are updated with the new profile
using the following sequence:

1. Remove the SOAM from the SOAM server group
2. Delete the existing SOAM VM and recreate the SOAM VM with the new profile
3. Add the new SOAM VM to the SOAM server group

A.8 Remove the SDS SOAM VM from the SOAM Server Group

1. Inthe Primary NOAM VIP, log into the NOAM VIP address. Open an approved Web
browser (Internet Explorer 8.0, 9.0, or 10.0) and connect to the NOAM VIP address. If a
certificate error is received, click on the Continue to this website (not recommended) link.

Figure A-76 Website Security

-
a_/l There is a problem with this website's security certificate

We recommend that you close this webpage and do not continue to|
& Click here to dose this webpage.
£ Continue to this website (not recommended

* More information

2. Log in to the Primary NOAM VIP using default user name and password.
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Figure A-77 NOAM VIP GUI

ORACLE’

QOracle System Login
Tue Jun 7 13:49:06 2016 EOT

Log In
Enter your username and password to log in

Usermname: |
Password:

Change password

Log In

Unautharized access is prohibited. This Oracle system requires the use of Microsoft Intemet Explorer 9.0
1000, or 11,0 with support for JavaScript and cookies

3. Inthe Primary SDS NOAM VIP, edit an HA role. Expand Status & Manage click HA. Click
Edit.

Figure A-78 Edit

Connected using VIP to sds-aruba-b (ACTIVE NETWORK OAM&P)

B £ Main Menu .
£ B Administration Main Menu: Status & Manage -> HA
o e Configuration
Filter
0 i Alarms & Events
& B Security Log
B & Status & Manage OAM Max :ﬂppliﬁ:uon :lax ’
' Hostname ax llowe:
= Network Elements HA Role Role HA Role
Server
‘m qgs-aruba Observer 005 Observer
Il Database sds-aruba-b Active 008 Active
= :p[s sds-aruba-a Standby 00s Active
i rocesses
o M Tasks virt-gs-barbados Observer  00S Observer
B Files virt-sds-barbados-b Standoy  00S Active
:29“”“’"'_19:'_“ o virt-sds-barbados-a Active 00s Active
[ +] ommunication Agen e e - - o S o
o e SDS : :
& Help Ed&.
— I8 Logout Edit Max Allowed HA Role |

4. Inthe Primary SDS NOAM VIP, change the SOAM server HA role to Standby. Select the
active primary SDS SOAM server and change the Max Allowed HA Role to Standby.
Click OK.
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Figure A-79 Edit HA

Appendix A

Remove the SDS SOAM VM from the SOAM Server Group

Main Menu: Status & Manage -> HA [Edit]

Hostname
qs-aruba

so-carync-b
so-canync-a

virt-qs-barbados

Max Allowed HA Role
Observer v

Active v
| Standby , ¥

Observer ¥

Figure A-80 OK

The maximum desired HA Rol

Ok|/Cancel

In the Primary NOAM VIP, edit the SOAM server. Expand Configuration click Server

Groups.

Figure A-81 Server Groups

vIiP dts3-sds-b (ACTIVE NETWORK DAMEP

Server Group Name  Level
DP_group c
DRNO_group A
I:JOMIF A A
Insent |

Main Menu: Configuration -> Server Groups

Con
Parent Function Cou
SOAM_group S80S 1
NONE 503 1
NONE ans 1
Repon |

Select the server group with the SOAM server to be converted to the aB subscriber.

Figure A-82 Select Server Group

Main Menu: Configuration -> Server Groups -
wd hug 1951042 2012 UTS
Server Group Narme Leved Parent Funcoos Servers
MNE 3 HA Hole Pref ViPs
drads_dalasl om A HOKHE 803 o _dalyst Asds-aMash-
MNE Server HA Role Pref ViPs
sds_meswne qs-mesnc-1 10.250.85.125
S5_PEIC_DIE A NOKE e S_MIENE  SOs-mERnca 10,250 55,125
sds_meswe  sds-mesnch  SPARE 10.250.55.125
B0_CANNC_GIp B sds e g 08 ME Seever HA Rk Pred VIPs
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Figure A-83 Edit

[ Insert ][ Delete || Report |

@® Note

You may need to scroll to see the Edit button.

8. Inthe Primary NOAM VIP prepare server for pre-validation. Remove the SG Inclusion

check mark from the server group.

Figure A-84 SG Inclusion

Main Menu: Configuration -> Server Groups [Edit]
- = Wed Aug 01 §9 5549 2013

Field Waboe Deseription
Server Unique identsiar used bo 1t 3 Senver Group. [Defaull = s Range = A 1-32-character
—
Group [so_canyme_grp a ane 3t lpast one alpha
Hame and must not startwih 3 digit]
Lavel ' Select cre of he Levels supgonied by T sysiem
Parent - Select an existing Senver Group of NONE
Fursction * Salact one of he FUNCons SUPDoMed by e system
NTP Servar — The IP Address of 3 reachable NTP senver b be us ed for clock syncheonizabon
1 Confguratle for level A only. [Range = Avalid I address or blank]
NP Senee Thie [P Agdress of 3 Backup NTP senver (optional).
2 Conbiguratie for level A cnly. [Range = Avalid IP 3d¥ess of Hank]
sa_caryc
Sarver 546 Inclusion Praterred HA Role
socamea [ linchedein 56 Pruferred Spare
se-tanme-b | Inchede in 56 Prafered Spare
VIP Assignment
VIP Address Agd
0K [Apphy] [Cancel

9. When the Pre-Validation passed message displays, click Apply.

Figure A-85 Pre-validation passed

Main Menu: Configuration -> Server Groups [Edit]

|

Info

s&d to labg
e alphanuy
iL]

o ‘ = Pre-Validation passed - Data NOT committed .

Network

Element * Select the Network Element f

10. In the Primary NOAM VIP, Click Logout to log out of the SDS GUI.

Figure A-86 Log out

Welcome guiadmin [Logout]

@ Help

Fri Nov 18 14:43:32 2011 UTC
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A.9 Recreate the SDS SOAM VM with the 1B Subscriber Profile

For further information, see Common KVM, OpenStack Tasks, OAM Installation for DP-SOAM
Sites (All DP-SOAM), and OAM Pairing for DP-SOAM Sites (All DP-SOAM Sites) sections in
Subscriber Data Server Cloud Installation Guide.

A.10 Place the SDS SOAM VM into the SOAM Server Group

1. Inthe SDS NOAM VIP, log in to the NOAM VIP address. Open an approved Web browser
(Internet Explorer 8.0, 9.0, or 10.0) and connect to the SDS NOAM VIP address. If a
certificate error is received, click on the Continue to this website (not recommended) link.

Figure A-87 Web Security

g] There is a problem with this website's security certificate.

Security certificate problems may indicate an attempt to fool you or interc
server.

We recommend that you close this webpage and do not continue to
% Click here to dose this webpage.
& Continue to this website (not recommended

= More information

2. Inthe SDS NOAM VIP, log in using the default user and password.

Figure A-88 NOAM GUI Log in

ORACLE

Oracle System Login
Tue Jun 7 13:49:06 2016 EDT

Log In
Enter your username and password to log in

Username: |
Password:

Change password

Login

Unautharized access is prohibited. This Oracle system requires the use of Microsoft Intemet Explorer 9.0,
1000, of 11,0 with support for JavaScript and cookies

3. Inthe SDS NOAM VIP, edit the SOAM server. Expand Configuration click Server
Groups.
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Figure A-89 Server Groups

dis3-sds-b ACTIVE NETWORK OAMEP

Main Menu: Configuration -> Server Groups

Cor|
Server Group Name Level Parent Function Coyl
DP_group C  SOAM_group  SDS 1
DRNO_group A NONE £ 1
NOAMP  aroan A HNONF |N8 1
Insert Report

4. Select the SOAM server that was converted to the 1B Subscriber profile.

Figure A-90 Select SOAM Server

Main Menu: Configuration -> Server Groups e
- Wed s 03 19531143 2012 UTC
Filer =
Server Group Name  Level Parent Function  Servers
[3 Server ek Roke Pref ws
orsds_dallmbiop A MOWE 808 or_callaste Grads-dataste-a
HE Server 14 Rote Pref
sds_mesec  ga-emnc-1 1025055125
£ds_mrsn_pm A HOHE nd Sd5_mennc  SOS-mrmnca 10,250 55125
so8_meses  sosewemed  SPARE 10,250 55125
$6_E4Re_OID B s _sviwc g SDS HE Server 1A Rioké Pt wes

Figure A-91 Edit

[ Insert ]] Delete || Report |

@ Note

You may need to scroll to see the Edit button.

6. Inthe SDS NOAM VIP, prepare the server for pre-validation. Mark the SG Inclusion check
box for the server.

Figure A-92 SG Inclusion

so_carync

Server SG Inclusion Preferred HA Role
so-carync-a  V/Include in SG Preferred Spare
so-carync-b ¥/ Include in SG Preferred Spare

7. When the Pre-Validation passed message displays, click Apply.
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Figure A-93 Pre-Validation passed

Main Menu: Configuration -> Server Groups [ Edit]

Info

+ Pre-Validation passed - Data NOT committed sedtolabg
re alphanuj
it]

Hebwark * Select the Network Element
Element

8. The Info banner changes to Data committed.

Figure A-94 Data committed

Main Menu: Configuration -> Server Groups [ Edit]
Info =
Infio Description
Unique identifier used fo label]
e Data committed! . Valid characters are alphanun
— not start with a digit]
M + Select the Network Element fo
Element

9. Inthe SDS NOAM VIP, view the alarm status. Expand Alarms & Events click View
Active.

Figure A-95 Alarm Status

Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAM&P)

Main Menu: Alarms & Events -> View Active

NO_righnc_grp

EventiD  Timestamp
Alarm Text

seq#

10. Verify if Event ID 10200 Remote Database re-initialization in progress is present with
the SDS SOAM server host name.

Figure A-96 Event ID

Main Menu: Alarms & Events -> View Active

[ Fimer =] Tasks = [ Graph +]

NO_righne_grp

. EventlD  Timestamp Severity  Product  Process  NE
£ Alarm Text Additional Info
10200  2015-08-12 15:40:57.436 UTC oA 27WB03PS o_RLG
350
Remaote Database re-initialization in P
progress FRemote D in prog
® Note

Monitor the Event ID 10200 Remote Database re-initialization in progress
alarm.

Do not proceed to the next step until the alarm clears for the SDS SOAM server.

Diameter Signaling Router Diameter SDS Software Upgrade Guide

G44923-01 October 26, 2025
Copyright © 2000, 2025, Oracle and/or its affiliates. Appendix A-43 of A-56



ORACLE Appendix A
Place the SDS SOAM VM into the SOAM Server Group

11. In the SDS NOAM VIP, verify status. Expand Status & Manage click Server.

Figure A-97 Status

Connected using VIP to dts3-sds-a (ACTIVE NETWORK OAM&P)

B £ Main Menu

Main Menu: Status & Manage -> Server|

Server Hostname ;mmom Element State

dts3-dp-1 sds_soam Enabled
dts3-3ds-3 sds_noamp Enabled
dts3-5ds-b sd5_noamp Enabled
dts3-s50-a sds_soam Enabled
dis3-50-b sds_soam Enabled

12. Verify Server Status is Normal (Norm) for Database (DB) and Man for Processes (Proc).

Figure A-98 Server Status

Main Menu: Status & Manage -> Server & Halp
“Waed Aug 01 21:11:16 2012 UTC
Network Element Server Hostname oo, wm DB Seportind proc
dr_dallast: drsds-dallaste-a Enabled MNorm MNorm HNorm Morm
sds_mrswnc sds-Mrswe-a Enatied [ETEM Morm  Normo Morm
sds_mrswnc sds-mrswe-o Enabled MNorm MNom HNorm Morm
sds_mrswnc gs-mrswne-1 Enabled MNorm MNorm HNorm Morm
50_cafme SG-CaRmc-b Disabled Wara Mo Harm
50_cannc SO-Canmc-a Enabled Norm Mo Norm MNorm

13. In the SDS NOAM VIP restart the SOAM server.
14. Select the SOAM server.

Figure A-99 Select Server

Main Menu: Status & Manage -> Server & Help
- “Wad Aug 01 21:11:16 2012 UTC
Metwork Element Server Hostname o Reporting proc
dr_dallastx drsds-dallast-a Enabled Mom Norm MNorm MNorm
sds_nwsinc S3-MISNC-a Enadled S vorm  MNorm  Momm
Sd5_Mmrswnc sds-mrswnc-b Enabled Morm Narm Horm MNorm
sds_mrswnc gs-mirsvnc-1 Enabled MNom Norm MNorm MNorm
$0_canme so-canne-b Disabled Wam Norm  Morm

£0_ctanme So-canme-a Enabled Morm Narm Morm Norm

15. Click Restart.

Figure A-100 Restart
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16. Click OK to confirm.

Figure A-101 OK

Windows Internet Explorer

a9 Are you sure you wish to restart applcation software
.._0/ on the folowing server(s)?
S0-Carync-a

o) (o)

17. A Successfully restarted application message displays in the banner.

Figure A-102 Successfully restarted application

Main Menu: Status & Manage -> Server [Restart]

] Filler =| Status =
Status
Repl
E = so-canmc-a: Successiully restarted application,
Morm

sz mrcm 4 Encrigs

18. In the SDS NOAM VIP, verify status. Expand Status & Manage click Server

Figure A-103 Server Status

Connected using VIP to dts3-sds-a (ACTIVE NETWORK OAM&P)

Main Menu: Status & Manage -> Server|
Server Hostname iuemom Element i
dts3-dp-1 5d5_soam Enabled
dis3-sds-a sds_noamp Enabled
dts3-5ds-b sds_noamp Enabled
dts3-s0-a sds_soam Enabled
ats3-50-b sds_soam Enabled

19. Verify Appl State is Enabled and Server Status is Normal (Norm) for Alarm (Alm),
Database (DB), Reporting Status, and Processes (Proc).

Figure A-104 Server State

Main Menu: Status & Manage -> Server [Restart] @ Help
ved Aug 01 21114118 2012 UTC
Stalus =
Metwork Element Server Hostname m Alm 1 mlnﬂ Proc
dr_dallastc drsds-dallasti-a Enabled Morm  Marm  Morm Mo
sds_mrswnc sgs-mrswnc-a Enabled T8 Norm  MNorm  Nomm
sds_mrswme sds-mrswnc-b Enabled Morm  Morm  Morm  Norm
sds_mrswc gs-mrswnc-1 Enabled MNorm HNaorm Morm Norm
s0_canmc s0-cannc-b Enabled MNorm  MNorm  Morm  Nomm
S0_Cannc S0-CaNNC-a Enabled MNorm Morm Morm Norm

20. Log out from the SDS NOAM VIP. Click Logout to log out of the SDS GUI.
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Figure A-105 Log out

Welcome guiadmin [Logout]

& Help

Fri Nov 18 14:43:32 2011 UTC

Appendix A

Manual Completion of Server Upgrade

21. Run SDS Health Check procedures as specified in Health Check Procedures.

A.11 Manual Completion of Server Upgrade

This procedure is performed to recover a server that did not properly complete an upgrade.
This procedure should be performed only when directed by MOS or by another procedure
within this document. In the normal upgrade scenario, the steps in this procedure are

automatically performed by the upgrade process.

1. Inthe primary SDS NOAM VIP, edit the Max Allowed HA Role. Expand Status & Manage
and click HA. Locate the server to be completed and verify if the Max Allowed HA Role is

in Standby mode.

Figure A-106 HA

B £, Main Menu
y @ Administration
i Configuration
B Alarms & Events
@ Security Log
s & Status & Manage
[B Network Elements
- I Server

W

- | Database

- B KPIs

- [l Processes
B Tasks

B Files
B Measurements
i@ Communication Agent

Connected using VIP to sdsi-nob-1191036 (ACTIVE NETWORK OAM&P)

Main Menu: Status & Manage -> HA

Hostname

sds1-noa-1191038
sds1-nob-1191036

s5ds1-gs-1191034

SDS-501-BigRed1
SDS-502-BigRed1
SDS-DP1-BigRed1
SDS-DP2-BigRed1
SDS-DP3-BigRed1

OAM HA
Role
Standby
Active

Observer

Standhby
Active
Active
Standhby
Active

Application
HA Role

00s
00s

00s

00s
0os
00s

00s

Max
Allowed
HA Role

Active
Active

Observer

Active
Active
Active

Active

2. Click Edit.
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Figure A-107 Edit

Main Menu: Status & Manage -> HA
OAMHA  Application MaX
Hostname Role HRDR ole Allowed
HA Role
sds1-noa-1191038 Standby 00s Active
5ds1-nob-1191036 Active 00s Active
sds1-0s-1191034 Observer 00s Ohserver
SDS-501-BigRed1 Standby 00s Active
SDS-502-BigRed1 Active 00s Active
5DS-DP1-BigRed1 Active 00s Active
5DS-DP2-BigRed1 Standby 00Ss Standby
Eat| ) 3

3. Change the Max Allowed HA Role to Acti ve.
4. Click OK.

Figure A-108 HA Status Active

Main Menu: Status & Manage -> HA [Edit]

Hostname Max Allowed HA Role
sds1-noa-1191038 Active ¥
sds1-nob-1191036 Active ¥
5d51-gs-1191034 Observer ¥
5DS-301-BigRed1 Active ¥
5DS-502-BigRed1 Active ¥
SDS-DP1-BigRed1 4 Active ¥

SDS-DP2-BigRed1
5 Ok||Cancel

5. Inthe primary SDS NOAM VIP, verify the Max Allowed HA Role changes to Active.

Figur