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Preface

Audience

This Connector Configuration guide provides the information that you require to
configure Management Connectors that integrate Enterprise Manager with other
management tools and help desk systems.

This guide is written for Oracle Database system administrators who want to configure
Management Connectors to enable integration between Enterprise Manager and other
systems.

You should already be familiar with Oracle Enterprise Manager.

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle
Accessibility Program website at htt p: / / www. or acl e. conl pl s/t opi ¢/ | ookup?
ct x=acc& d=docacc.

Access to Oracle Support

Oracle customers have access to electronic support through My Oracle Support. For
information, visit ht t p: / / www. or acl e. com pl s/ t opi ¢/ | ookup?ct x=accé& d=i nfo or
visit ht t p: // www. or acl e. coml pl s/t opi ¢/l ookup?ct x=accé& d=trs if you are hearing
impaired.

Related Documents

ORACLE

For more information, see the following books in the Oracle Enterprise Manager
documentation set:

*  Oracle Enterprise Manager Cloud Control Basic Installation Guide

*  Oracle Enterprise Manager Cloud Control Advanced Installation and Configuration
Guide

*  Oracle Enterprise Manager Cloud Control Administrator's Guide
e Oracle Enterprise Manager Cloud Control Upgrade Guide

*  Oracle Enterprise Manager Framework, Host, and Services Metric Reference
Manual

*  Oracle Enterprise Manager Command Line Interface
*  Oracle Enterprise Manager Cloud Control Extensibility Programmer's Guide
* Oracle Database 2 Day DBA


http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=info
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs
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The latest versions of this and other Oracle Enterprise Manager documentation can be
found at:

http://docs. oracl e. conl en/ enterpri se- manager/

Oracle Enterprise Manager also provides extensive online help. Click Help on any
Oracle Enterprise Manager page to display the online Help system.

Printed documentation is available for sale in the Oracle Store at
http://oracl estore. oracl e. con

To download free release notes, installation documentation, white papers, or other
collateral, please visit the Oracle Technology Network (OTN). You must register online
before using OTN; registration is free and can be done at

http://otn.oracl e. com menber shi p/

If you already have a user name and password for OTN, then you can go directly to
the documentation section of the OTN Web site at

http://otn.oracle. com docunment ati on/

Conventions

ORACLE

The following text conventions are used in this document:

Convention Meaning

boldface Boldface type indicates graphical user interface elements associated
with an action, or terms defined in text or the glossary.

italic Italic type indicates book titles, emphasis, or placeholder variables for
which you supply particular values.

nonospace Monospace type indicates commands within a paragraph, URLs, code
in examples, text that appears on the screen, or text that you enter.

Vi


http://docs.oracle.com/en/enterprise-manager/
http://oraclestore.oracle.com/
http://otn.oracle.com/membership/
http://otn.oracle.com/documentation/

Introduction to the Connector

The Oracle Management Connector for BMC Remedy Service Desk 7.6 integrates
BMC Remedy Service Desk with Enterprise Manager through either an HTTP or
HTTPS connection. Using this connector, you can create, update, close, or reopen a
ticket for any incident created in Enterprise Manager.

The ticket generated by the connector contains the relevant information about the

Enterprise Manager incident, including a link to the Enterprise Manager console to
enable helpdesk analysts leverage Enterprise Manager's diagnostic and resolution
features to resolve the incident. In Enterprise Manager, the ticket ID and its link to

navigate to the BMC Remedy Console is shown in the context of the incident. This
easily enables Enterprise Manager administrators to quickly access the ticket.

# Note:

Before proceeding, see the "Using Incident Management" chapter in the
Oracle Enterprise Manager Cloud Control Administrator's Guide to
understand the event and incident management concepts.

The following sections explain various Remedy Service Desk Connector concepts that
you must understand before you start using the Remedy Service Desk Connector.

* Versions Supported

» Ticket Generation Contents
*  Auto Ticketing

e Manual Ticketing

* Ticket Templates

*  Grace Period

* Retry

e Recommended Protocol

1.1 Versions Supported

ORACLE

The Remedy Service Desk 7.6 Connector communicates through web services with
the IT Service Management component of Remedy Service Desk. The following
versions are supported:

* Remedy Service Desk, which is part of IT Service Management Suite 7.6.04 SP2
with Incident Management. This also includes Action Request Server 7.6.04 SP1
(AR Server 7.6.04 SP1).
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* Remedy Service Desk, which is part of IT Service Management Suite 8.0.x and
8.1.x with Incident Management. This also includes Action Request Server 8.0.x
and 8.1.x.

* Remedy Service Desk, which is part of IT Service Management Suite 9.0.x and
9.1.x with Incident Management. This also includes Action Request Server 9.0.x
and 9.1.x.

This connector functions with Oracle Enterprise Manager Cloud Control 12c Release 1
(12.1.0.1) and later versions

1.2 Ticket Generation Contents

The ticket generated by the connector contains the relevant information about the
Enterprise Manager incident, including a link to the Enterprise Manager console to
enable help desk analysts leverage Enterprise Manager's diagnostic and resolution
features to resolve the incident.

In Enterprise Manger, the ticket ID, and link to the Remedy Service Desk console is
shown in the context of the incident. This provides Enterprise Manager administrators
an easy way to quickly access the ticket.

The ticketing framework also supports an advanced configuration in which you can
obtain and show thee Remedy ticket status in Enterprise Manager. However, this
feature is not currently supported pending the resolution of a Remedy product issue.
See Advanced Ticketing Configuration for more details.

1.3 Auto Ticketing

ORACLE

Auto ticketing refers to creating or updating tickets automatically for any matching
rule(s) in Enterprise Manager. You can define a set of event or incident rules for which
tickets must be opened/updated for changes in underlying event or incident attributes.
For example, changing event severity from Warning to Critical can update the
associated ticket.

¢ See Also:

"Using Incident Management" chapter in the Oracle Enterprise Manager
Cloud Control Administrator's Guide.

After the ticket is opened, any subsequent update of the incident attributes or
underlying event attributes, such as a change in underlying events severity, updates
the ticket. After the incident is cleared in Enterprise Manager, the ticket is updated and
you can optionally go to Remedy to close the ticket.

" See Also:

Automatically Creating a Ticket
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1.4 Manual Ticketing

From the Enterprise Manager console, you can manually open a Remedy ticket based
on an open incident in Enterprise Manager. The Remedy Service Desk Connector
populates the ticket with details based on the incident and the ticket template selected.

¢ See Also:

Manually Creating a Ticket

1.5 Ticket Templates

Ticket templates are XML transformation style sheets that transform Enterprise
Manager incidents to a ticket format before the requests are sent to Remedy Service
Desk. A ticket template specifies how an Enterprise Manager incident and its
associated event attributes can be mapped to the ticket attributes of Remedy Service
Desk.

In Auto Ticketing, while setting up a rule, you select a configured connector and select
the ticket template from the template list. The selected ticket template is used when a
ticketing request is sent to the Remedy Service Desk System. For manual ticketing,
you have to select a connector instance and ticket template before submitting a
request for ticket creation.

The Remedy Service Desk Connector includes some out-of-box default ticket
templates. You can customize default templates according to your functional needs.
Oracle recommends that you back up these factory-built templates before customizing
them.

¢ See Also:

Using Default Templates

1.6 Grace Period

ORACLE

The grace period enables you to prevent creating a large number of tickets for
frequently created incidents due to reoccurrence of the same event.

For example, an event is raised and causes an incident to be created in Enterprise
Manager. The rule defined to create the ticket enforces the ticket to be created on the
Remedy Service Desk system. If the grace period is one hour and the event is cleared
at 10:00 a.m., this clears the incident and ticket. If the same event reoccurs before
11:00 a.m. and enforces creation of another incident, the grace period functionality
stops creation of a new ticket for this, and reopens the same ticket instead.
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# Note:

In Remedy, after a ticket is set to a Closed status, it cannot be reopened.
Consequently, an incident that re-triggers within the grace period cannot
reopen the ticket but only annotate it.

If you want to reopen a ticket for incident occurrences that fall within the
grace period, set the ticket status to Resolved instead of Closed when the
incident clears. This enables the Remedy Service Desk Connector to reopen
the ticket if the same incident reoccurs within the grace period.

The “Retry" section, available on the connector configuration page, enables you to
specify whether a failed ticketing request needs to be retried within a configurable
expiration time.

Enabling the Retry option gives you the option of specifying whether you want to
resend a ticketing request if the request fails the first time, and specifying the time
period after which you want to abandon the retry. Enterprise Manager retries every 2
minutes until the request is successful or the retry interval expires.

1.8 Recommended Protocol

ORACLE

Oracle recommends that you use HTTPS as the protocol for the communication
between Enterprise Manager and Remedy AR server.

Use HTTP only if a secure connection is not required and the data can be transferred
in clear text between the two systems.
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Installing and Configuring the Connector

This chapter provides the following information for setting up and configuring the
Remedy Service Desk Connector and related tasks:

Prerequisites

Installing the Connector

Creating a Connector Instance
Configuring the Connector

Enabling or Disabling the Connector
Providing General Settings

Working with Ticket Templates
Deleting the Connector

Uninstalling Customizations to BMC Remedy

2.1 Prerequisites

The Remedy Service Desk Connector communicates through web services with the IT
Service Management component of Remedy Service Desk. Before using Remedy
Service Desk Connector, ensure that you meet the following prerequisites:

ORACLE

Remedy Service Desk is installed and configured, which is part of IT Service
Management Suite 7.6.04 SP2, 8.0.x, 8.1.x, 9.0.x, or 9.1.x with the Incident
Management Application.

Action Request Server 7.6.04 SP1 (AR Server 7.6.04 SP1), 8.0.x, 8.1.x, 9.0.x, or

9.1.x is installed.
Remedy Service Desk web services are up and running.

Remedy User exists with all necessary permissions and personnel information.

My Oracle Support Preferred Credentials are set. To set the credentials, perform

the following steps:

1. From the Enterprise Manager console Setup menu, select My Oracle
Support, then Set Credentials.

2. Enter the user name and password information, then click Apply.

3. From the Enterprise Manager console Setup menu, select Extensibility, then

Self Update.

4. From the Self Update page, look for the Remedy Service Desk 7.6 connector

in the table list. If it does not appear, go to the next step.

5. Click Check Updates to schedule a job to collect the metadata for the
connector, as shown in Figure 2-1.
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" See Also:

Refer to the "Setting up Self Update" section of the "Updating Cloud
Control" chapter in the Oracle Enterprise Manager Cloud Control
Administrator's Guide for more details:

http://docs. oracl e. conf cd/ E24628 01/ doc. 121/ e24473/
sel f _updat e. ht m#BEJJEHDJ

¢ Note:

You can also set up Self Update in offline mode. See the "Applying
an Update in Offline Mode" section from the Oracle Enterprise
Manager Cloud Control Administrator's Guide for details:

http://docs. oracl e. conf cd/ E24628 01/ doc. 121/ e24473/
sel f _updat e. ht m#BEJI CEBD

Figure 2-1 Check Updates on Self Update Page

& Enterprise v (@) Targsts Favorites iskary Saarch Target Mame -

ORACLE Enterprise Manager Cloud Cortrol 12c Setup + Help v | 3R SvsMan~ | Logout O
+

D gelf Update (®) | Page Refreshed Jul 31, 2012 1:55:14 PMPDT (s

Oracle periodically provides new functionality and updates For existing features in Enterprise Manager. The Self Update home allows administrators to receive notifications and view, download, and apply such updates,
While these updates are retrieved automatically, a manual check can be made at any time.

~|Status @ Informational Updates (4 Mew)
Connection Mode  Online Last Download Time  Jul 23, 2012 5:02:25 AM PDT Last Apply Time  Jul 23, 2012 S:04:04
Most Recent Refresh Time & 10l 31, 2012 1:57:15 PM PDT Last Download Type  Management Conneckor Last &pply Type  Management Connec
Actions - [ open % & Management Connector

Type \ Aballable Updates| Downloaded undates| Applied Updates |Descr\ptiﬂn |

Ea Agent Software 10 a 0 Agent software has to be installed on hosts For managing the host, -~

B2 Compliance Content o o sru‘tr?t?;i:nta Content: contains Framework, Standard, Rules with support of add and delete on these

& Disqrostic Checks 0 a Target side policy checks that identify conditions that may require the attention of target

administrators,

; EM Deployment Pre-requisite Checks are the metadata used Far checking prerequisites For Install,
£ M Deployment Prerequiske Resources 0 a Upgrads, Patching of EM Platform and Plugins,
[ Ecadata Configuration Template 1) a 0 Configuration Templates For Oracle Exadata Database Machines
Extensibility Developrent Kit (EDK) is a standalone toal designed ko help develapment of Enterprise
(23 Etensibiity Development kit 0 L 0 Manager extensions (For exampls: Plug-ins)
Management Connectors are companents thak inkegrate different enterprise framewarks inta the
23 Management Connector v a Enterprise Manager Console
[ Middieware Profiles and Gold Images 1) a 0 A callection of Software Components used For provisioning of Oracle Application Server homes,
L Monitoring Templates can be used ta standardize monitaring across your enterprise by applying a
3 Moritoring Templates 0 0 subset of monitoring settings to targets.
A callect F Soft [l L d Fi isioning of Oracle Database, Clust d
0 racle Database Pravisianing Prafiles ar 1 5 Gr\cdoI?v;r:sr;ﬁ.lctu?rem:ﬁes.ompmen = used For provisioning of Oracle Database, Clusterware an
" i -
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2.2 Installing the Connector

This section provides the procedure required to download and install (apply) the
connector. The Remedy Service Desk 7.6 connector is not included out-of-the-box, so
you need to download it from the Oracle Enterprise Manager store. All connectors in
the Enterprise Manager store are available on the Self Update page for downloading.

To install the connector:

1. From the Enterprise Manager console Setup menu, select Setup, then select
Extensibility, then select Self Update.

ORACLE 2-2
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2. Click on the Management Connector link in the Type column.

The Remedy Service Desk 7.6 connectors appear in the list with a status of
Available.

3. Click on the appropriate Remedy Service Desk 7.6 connector to select it, and then
click Download.

The Schedule Download window appears, where you can determine when the
download should be performed.

4. Click Select to download immediately.

If you want to schedule the download for a later time, specify the date and time
when the download should occur, and click Select. You will need to return and
finish the remainder of this procedure after the scheduled download date and time.

5. If necessary, refresh the screen until the status of the connector changes to
Downloaded.

6. Click on the Remedy Service Desk 7.6 connector to select it, then click Apply.

After you respond to the prompt to confirm the operation, a page appears that
indicates the request has been submitted.

7. Refresh the screen until the status of the connector changes from Apply
Scheduled to Applied.

2.2.1 Exporting the Definition File

The Remedy customized definition file is included in the Self Update archive that was
installed in the previous section.

To extract the installation file:

1. Determine the command required to export the Remedy installation file. To do this,
perform the following steps:

a. From the Setup menu, select Extensibility, then Self Update.
b. Click on the Management Connector link in the Type column.

c. Click on the Remedy Service Desk 7.6 connector to select it, then select
Export from the Actions list.

A pop-up window, like the example shown in Figure 2-2, appears with the
command required to export the file.

Figure 2-2 Export Command Example

\!) Export Steps B
There are two ways to export the archive

Lise the following command to export the selected archive to one of the Management Server host

emch export_update -id=E9F684312AE7 A18E983407 15007 9E58D -omslocal -dir=<dimame>
OR,

Use the following command to expert the selected ardhive to any Managed Hest in your emdronment

emdcli export_vpdate -id=E9F684312AETA18E983407 15D07IES8D -host=<hostname> -dir=<dimame: <host credential options>

jox]

2. Open a command window on the Management Server host system and navigate
to a temporary directory where you can copy and unzip the file.
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Log into EM CLI using the following command. You will be asked to provide the
password information for the sysman account.

entli login -user=<EM Super_Adni nstrator> -pass=<PASSWORD>
EM CLI must be executed from the OMS host. See the Oracle Enterprise Manager
Command Line Interface for information about setting up EM CLI.

Run the EM CLI export _updat e command from your system, changing <di r name>
to the full path of the temporary directory.

This action creates a zip file with a name of p18729198 112000 _Generi c. zi p.

Extract the Remedy definition xml file HPD_| nci dent | nt er f ace_Cust om W5. xn
from the .zip file using the following command:

unzip *.zip archives/HPD_| nci dent | nterface_Custom W xm

2.2.2 Installing the Definition File

These customization files assume a fresh installation of Remedy AR Server 7.6.04,
8.0.x, 8.1.x, 9.0.x, or 9.1.x. When integrating with a production instance of Remedy,
exercise care that these customizations are compatible with any previous
customizations that have been made to the Remedy instance.

# Note:

In order to import the definition files for use with the connector, it is required
to overwrite existing Web Services. Oracle recommends that you back up
these Web Services before you start the uninstall process. Refer to
Uninstalling Customizations to BMC Remedy for details.

Before you install the definition file, do the following:

1.

3.

Ensure that you have already exported the definition file from the Self Update
archive as instructed in the previous section.

Select the default value in the BMC Remedy Developer Studio:

a. Login to the Studio, then open the HPD:HelpDesk form.

b. Select the Status field, then right-click and select Create Overlay.
c. Go to the Status field Properties window.

d. Click Selections, then select Assigned as the default value.

e. Click Save to save the changes to the form. The save action may show as
successful with warnings. These warnings are harmless.

Flush the mid-tier cache.

Install the definition file (.xml) in the running Remedy environment by completing the
following steps.

1.
2.
3.

ORACLE

Open a work space from the BMC Remedy Developer Studio.
Select the Remedy instance from the left pane.

From the File menu, select Import.

2-4



Chapter 2
Installing the Connector

4. Select Object Definition in the Import window, then click Next.
5. Select the AR System Server Instance, then click Next.

6. Click Browse and select the HPD _Incidentinterface_Custom_WS.xml definition
file, then click Next.

The Object Selection window appears.

7. Enable the Replace Objects on the Destination Server check box, then click
Finish.

You should not encounter any errors during this process. At the end of the import, an
Import Complete message should appear.

2.2.3 Displaying the New Objects

After installing the definition file, the new objects are shown under the Remedy
instance. To view the new objects on the Remedy Server, flush the mid-tier cache and
perform the following steps to verify.

1. Select the Remedy Instance from the left pane of the Developer studio.
2. Select All Objects, then Web Services.

You should now be able to see a new HPD_ Incidentinterface_Custom_WS web
service.

3. Select HPD_Incidentinterface_Custom_WS.
4. Click WSDL Ports, then Ports, then WSDL Operations.

You should now see HelpDesk Query_Service,
HelpDesk Modify_Status Service, and HelpDesk Modify _Service under WSDL
Operations.

# Note:

If the WSDL Operations do not appear, or the import step failed due to the
Remedy 7.6.04 Overlay Feature, try switching the mode:

1. Select File, then select Switch Mode.
2. Switch to Base Development instead of Best Practice Customization.

3. Tryto import the definition file again.

2.2.4 Customizing Web Services

Customize Web Services as follows:

1. Open a work space in the BMC Remedy Developer Studio.

2. Select the Remedy instance from the left pane.

3. Select All Objects, then Web Services, then HPD_Incidentinterface_Create_WS.
4. Click the WSDL Publishing Location tab and perform the following steps:

a. Inthe input area at the top of the window, modify the midtier_server and
servername values in the WSDL Handler URL.

ORACLE 2-5



Chapter 2
Creating a Connector Instance

b. If mid-tier is on localhost, you can enter localhost directly after http://.

c. If the mid-tier uses port 80, you can omit the port. Otherwise, include the port
number after the server name.

d. For the server name after public/, enter the name of the Remedy server.
e. Click View.

f. If you see the XML content after clicking View, close this window and save the
changes.

You should now see XML representing the web service WSDL file for the Web service.
If you see an error or no XML content, check the midtier_server name, port, or server
name. You can also try adding or removing the domain portion of the server name.

For HPD_Incidentinterface_Custom_WS, repeat steps 3 and 4.

" Note:

For AR Server 7.6.04 the Ticket Response Template must be modified.
Refer to Working with Ticket Templates for instructions.

2.3 Creating a Connector Instance

ORACLE

To use the Remedy Service Desk 7.6 connector, you need to create one or more
instances of this connector type. A connector instance refers to the configured
instance of the connector with specific details, such as connector name, web-service
end-points, username/password, and so forth of the Remedy Service Desk system.
Multiple connector instances for the same connector type are supported, which
provides the flexibility to configure multiple Remedy Service Desk systems with
Enterprise Manager.

For example, since Enterprise Manager is monitoring production targets and test
targets, you can then create two instances of the connector and configure Enterprise
Manager so that incidents from production targets create tickets in one connector
instance, and incidents from test targets create tickets in the second connector
instance.

To create a connector instance:

1. From the Enterprise Manager console, click Setup.
2. Select Extensibility in the pane.

3. Select Management Connectors in the left pane.
4

Select a connector type from the Create Connector drop-down list and click the Go
button.

5. Enter the connector name and description on the next screen and click OK.

The connector instance appears as unconfigured on the Management Connectors
page, shown in Figure 2-3.
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Figure 2-3 Management Connectors Page

ORACLE Enterprise Manager Cloud Control 12¢ Setup~ Help~ | 34 SYSMAN

@ Enterprise v @ Targets » o Favorites v (@ History = Search Target Name »

Management Connectors

A Management Connector is a component that integrates different enterprise frameworks into the Enterprise Manager Console.

This page lists the available connectors. In order to use them on your system, they must be configured. Page Refreshed 9 Jul, 2012 8:12:
Configure| Enable| Disable| Delete| | Create Connector [ select connector type [=] ﬂ
Select ‘ Status Name ‘ Type Version ‘ Category Description
6”(?‘.’ Remedy Demo Remedy Service Desk 7.6 Connector 12.1.0.2.0 Ticketing Connector Remedy Service Desk 7.6

2.4 Configuring the Connector

Perform the following steps for basic configuration:
1. As Super Administrator, from the Enterprise Manager console, click Setup.
2. Click Extensibility, then Management Connectors.

The Management Connectors page appears that lists all created connector
instances.

" Note:

The status column with a green tick mark indicates that the connector is
already configured.

3. Click the Configure button for the Remedy Service Desk Connector. The General
tab of the Configure Management Connector page appears.

4. Provide the required settings. See "Providing General Settings" for details.
5. Click OK.

The Management Connectors page reappears. The row for the Remedy Service
Desk Connector should have a check mark in the Status column, as shown in
Figure 2-4.

6. Optional: Register any customized templates using the enct| command from the
ORACLE_HOWE/ bi n directory, where ORACLE_HOME is the Oracle home directory of
OMS.

You can view all ticket templates by clicking the Ticket Templates tab.

7. If you choose HTTPS as the protocol to establish a connection between Remedy
and Enterprise Manager, see Enabling SSL for HTTPS.
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Figure 2-4 Configuration Confirmation

ORACLE Enterprise Manager Cloud Control 12¢

@ Enterprise v @) Targets ~ o Favorites v (@ History v

Management Connectors

Elconfirmation

Connection test succeeded, The configuration was saved.

A Management Connector is a component that integrates different enterprise frameworks into the Enterprise Manager Console. This page lists the available connectors. In order to use them on
your system, they must be configured.

Configure | Enable | Disable | Delete | I Create Connector | Select connector type E| Go
Select | Status | MName Type Version
F w Remedy Demo Remedy Service Desk Connector 12,1.0.1.0

2.5 Enabling or Disabling the Connector

You can enable or disable a connector instance without needing to reconfigure or
remove the connector from the system.

You can enable or disable a connector from the Management Connector page by
selecting the connector and clicking either the Enable or Disable button. After a
connector is disabled, you will see a red cross icon under the Status column. By
default, the connector instance is enabled as soon as it is configured.

# Note:

Only enabled connectors are available for ticketing operations.

2.6 Providing General Settings

The following sections explain how to provide various configuration details for the
General tab of the Configure Management Connector page, shown in Figure 2-5.
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Figure 2-5 Configure Management Connector Page

ORACILE Enterprise Manager Cloud Control 12¢

g Enterprise « @) Targets ~ o Favorites v & History »

Management Connectors

Management Connectors > Configure Mana t Con r: Remedy Demo

Configure Management Connéctzo-r:_ller_ne-d-y Demo
General = Template

Connection Settings
Enter 3 set of administrator credentials and the webservice end peints for relevant operations of the ticketing system, These are required for communications,
*Web Service End Points Operation | Web Service End Point (URL)

createTicket |http://[midtier_server] farsys zervices/ARService?server=[servername] webService =HPD_Incdentinterfac
getTicket http: [{[midtier_server] farsys /zervices(ARService?server=[servername] &webService =HPD_InddentInterfac
updateTicket |http: //[midtier_server] farsys/services/ARService?server=[servername] &webService =HPD_IncidentInterfac
(& TIP Replace <midtier-server > and <servername > in the above URLs with the midtier server and server of your Ticketing System. If you have
* Remedy Uszername

Remedy Password

Locale
Specify the Language of the ticketing system,

Timezone
Enter the time zone of the ticketing systems s 2 difference from UTC For example -08:00.

Authentication
Specify the authentication method of the ticketing system,

*Ticket ID
Enter 2 walid ticket number from the ticketing system to test connection to this system,

Web Console Settings
If you're using a web console, you can enable the connector to provide URL links to the ticket on the metric details page and vice versa.
[CIEnable web console features

Web Server
HelpDesk Cage Form MName
ARServer Name

Grace Period
The grace peried is a time value that is compared against the data of the time an alert deared to the time it transitioned out of dear. If the time data is greater than the grace period, then a new ticket is created for

D Enable grace period
Grace Period {Hours) 0
Retry
Specify whether or not you want to retry this connector operations if they fail, as well as the expiration time after which retry is aborted.
[C]Enable retry

2.6.1 Connection Settings

The Remedy Service Desk Connector communicates with the Service Desk through
their Web services. Mandatory fields are indicated with an asterisk ( * ).

Web Service End Points — End points to creat eTi cket , updat eTi cket , and
get Ti cket web services exposed by Remedy Service Desk.

¢« Remedy Username — User with the privilege to create, update, and query tickets
in Remedy.

¢ Note:

They must have the same value for First Name, Last Name, and Login
ID. It is recommended to create a new user account with these
specifications in addition to the correct privileges.
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Remedy Password (optional) — Password associated with the supplied Remedy
user.

Authentication (optional) — String that a Remedy administrator sets for
additional security. Applies only if the Remedy Administrator has configured it on
the Remedy AR server.

Locale (optional) — Language of the Remedy system.
Time Zone (optional) — Time zone of the Remedy AR System Server.
Ticket Number (required) — Enter a valid ticket number to test the configuration.

— If you specify the correct Web service end points and enter a valid ticket
number, the following message appears on the Management Connectors page
after you click OK:

"Connection test succeeded. The configuration was saved."

— If you have not previously saved the connector configuration and enter an
invalid ticket number, the following message appears on the Management
Connectors page after you click OK:

"Connection test failed. The configuration was saved.”
— If the mandatory field is missing, you will see the following message:
"Missing mandatory field(s) - <actual field name>."

For example, if web service points are missing, you will see the following
message:

"Missing mandatory field(s) - Web Service End Points"

2.6.2 Web Console Settings

Web Console settings are required if you want the connector to provide links to
Remedy Service Desk tickets created by Enterprise Manager in the context of an
incident.

To enable this functionality, provide the following Web console settings.

Enable web console — Check this box to enable launching of the Remedy ticket
page within context from Enterprise Manager.

HelpDesk Case Form Name — Remedy form name that the Remedy Web
Services (you configured the connector to use) is based on. The Remedy default
Service Desk Web services, for example, use the form HPD:I nci dent | nt er f ace.

To enable the use of Web Console for AR Server 8.0.x and 8.1.%, set the
HelpDesk Case Form Name to use the Best Practice View. This view will also
work for AR Server 7.6.04. For example, use the form:

HPDY8AHel p+Desk/ Best +Pract i ce+Vi ew
Web Server — The name or IP address of the server that hosts Remedy Mid-Tier.

ARServer Name — Remedy AR Server name.

2.6.3 Grace Period

You can enable and disable the grace period and configure its value. By default, the
grace period is disabled. See Grace Period for details. This setting applies to all

ORACLE
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incidents the Remedy Service Desk Connector processes. The grace period interval
accepts the number of hours as any integer value. For example, - 1 or 2.

You can enable and disable the Retry option and configure its interval value. By
default, the Retry is disabled. See Retry for details. This setting applies to all incidents
in the Remedy Service Desk Connector processes. The retry period interval accepts
the number of hours as any integer value. For example, - 1 or 2.

2.7 Working with Ticket Templates

When a connector instance is created in Enterprise Manager, all associated templates
are available for ticket create/update operations. There are three default Remedy
templates:

 Remedy_ DefaultCategory AutoResolve.xsl
 Remedy_ DefaultCategory AutoClose.xsl

* Remedy_DefaultCategory.xsl

Tip:

See Template Process for detailed information about these templates.

The following sections provide information about adding, viewing, removing, and
replacing ticket templates.

2.7.1 Adding Ticket Templates

ORACLE

You need to add ticket templates before they are recognized in Enterprise Manager.
The connector provides out-of-box templates that are automatically registered when
the connector instance is created. If you want to edit these, you can do so directly in
Enterprise Manager. However, if you need to use a new template (other than one out-
of-box), you need to register the new template using the emctl command. You can
then edit the template in Enterprise Manager. See Editing Templates for more
information.

To add and register a template:

1. Ensure that you have execute privilege on enct| and the ability to read the ticket
template.

2. For each template, run the following emctl register_template connector command:

$ORACLE_HOWE/ bi n/ entt| register_tenplate connector
[-t <tenplate.xm >]

[-repos_pwd <repos password>]

[-cnanme <connect or Name>]

[-inane <internal Name>]

[-tname <tenpl ateNane>]

[-ttype <tenplateType>]

[-d <description>]
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Where:

-t Tenpl ate(full path)

-repos_pwd  Enterprise Manager Root (SYSMAN) Password

-cnanme Connect or Nane

-inane Tenpl ate Internal Nanme

-tnane Tenpl ate Name Displ ayed

-ttype Tenpl ate Type
<tenpl ateType> 1 - inbound transformation
<tenpl at eType> 2 - out bound transformation
<tenpl ateType> 3 - XM. out bound transformation

-d Description

Example 2-1 Template Registration

The foll owing command adds a new out bound tenplate (newTenplate.xsl) for a connector
instance with the name Renedy Connector |nstance:

enct| register_tenplate connector
-t <tenplate.xnl >

-repos_pwd <repos password>
-cname "Remedy Connector Instance"
-inane "newTenpl at e"

-tnane "newTenpl at eCut bound"
-ttype 2

-d "Denp tenplate"

2.7.2 Viewing Template Code

To view template code, do the following:

1. Select the connector instance and go to the Configure Management Connector
page.

2. Select the Template tab, as shown in Figure 2-6.

3. Click a template name or click View to view the XSLT code for the template.

The ticket templates are in XSLT format. A basic knowledge of XSLT is required to
understand the code.
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Figure 2-6 Template Tab

ORACLE Enterprise Manager Cloud Control 12¢ Setup =

#g Enterprise v @) Targets ~ o Eavorites Search Target Mame +

Management Connectors

Management Connectors > Configure Management Connector: Remedy 7.6 Connector
Conﬁgure Management Connector: Remedv 7.6 Connector

General Template

Delete | @ Wigw | Restare |

Select | MNare Type Description
(®  Create Ticket Response Inbound This is the create ticket response template,
() et Ticket Inbound This is the response xs| file for getTicket method
() Publish Ticket Status Inbound This is the template for publishTicket operation,
() Remedy Default Categary Cutbound This is the Remedy default category template.
() Remedy Default Categary Auto Close Cutbound This is the Remedy default category template with auto close Function.
() Remedy Default Categary Auto Resolve Cutbound This is the Remedy default category templake with auto resolve Function.
() et Ticket ML Outbound This is the reguest xml file for getTicket methad

2.7.3 Removing a Template

To remove a template, do the following:

1. Select the connector instance and go to the Configure Management Connector
page.

2. Select the Template tab.

3. Select the template and click Delete.

4. Click Yes to confirm the delete operation.

< Note:

If the template you delete has an incident rule associated with it, ticketing will
not function for this particular incident rule after the deletion.

2.7.4 Editing Templates

# Note:

The Edit Template feature is available in Oracle Enterprise Manager Release
12.1.0.2 and later.
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Release 12.1.0.2 and Later
To edit an existing ticket template for Release 12.1.0.2 and later, do the following:

1. Select the connector instance and go to the Configure Management Connector
page.

2. Select the Template tab.

3. Select the template and click Edit.

4. Edit the Description and Template Contents fields as needed, then click Save.

The ticket template is automatically registered. Saving the registered template updates

it in the repository.

Releases Prior to 12.1.0.2

To edit an existing ticket template for versions prior to Release 12.1.0.2, replace the
template as a substitute for direct editing:

1. Click Delete to remove the ticket template.

2. Re-register the separately edited template using the emctl register_template
command described in Adding Ticket Templates.

For instance, for a template named templatel.txt that you have just edited outside of
Enterprise Manager, to use this newer version of the file, you would delete
templatel.txt as instructed above, then re-register the edited templatel.txt file.

2.7.5 Restoring Templates

After you edit or customize a template, you can restore it to its previous default
contents if needed by performing the following steps.

< Note:

The Restore feature is available in Oracle Enterprise Manager Release
12.1.0.2 and later.

You can restore out-of-box templates that you have may edited or
customized to their default values. You cannot restore new templates that
you have created (using the entt| regi ster_tenpl at e command).

1. Select the connector instance and go to the Configure Management Connector
page.

2. Select the Template tab.

3. Select the template and click Restore.

4. Click Yes in the confirmation page that appears in order to restore.
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2.7.6 Editing the Create Ticket Response Template for AR Server
7.6.04

< Note:

Editing of the Ticket Response Template is only required for AR Server
7.6.04. For versions 8.0.x, 8.1.x, 9.0.x, or 9.1.x, do not perform these steps.

Edit the Create Ticket Response Template for AR Server 7.6.04 by performing the
following steps:

1. Select the connector instance and go to the Configure Management Connector
page.
2. Select the Template tab.
3. Select the Create Ticket Response template and click Edit.
4. Edit the Template Contents fields as by performing the following steps:
a. Locate and view line 3 of the Template:
xm ns: urn="urn: HPD_I nci dent I nt erf ace_Creat e_\W&"

b. Edit the line by removing the syntax error. The new line should read as
follows:

xm ns: urn="HPD_I nci dent I nterface_Create_Ws"
5. Click OK to save.

The ticket template is automatically registered. Saving the registered template updates
it in the repository.

2.8 Deleting the Connector

You can delete a connector from the Management Connector page by selecting the
connector and clicking the Delete button. After a connector is deleted, all associated
incident rules are no longer configured for ticketing operations.

Additionally, if the connector deleted is the only connector instance of that connector
type, the corresponding connector type is also deleted.

# Note:

The above rule is not applicable to the out-of-box connector type.

2.9 Uninstalling Customizations to BMC Remedy

To uninstall and remove customizations to BMC Remedy, perform the following steps:
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1. Back Up Web Services
2. Remove Customizations to Web Services

3. Remove Customizations for Installing the Definition File

2.9.1 Back Up Web Services

Before importing the definition files, it is recommended to back up the existing Web
Services. To back up the Web Services perform the following steps:

1. Open a work space from the BMC Remedy Developer Studio.
2. Select the Remedy instance from the left pane.

3. Right-click and select Export, and select Object Definitions.
4

Search for HPD:IncidentInterface. Highlight and select both results from the
search:

HPD: I nci dent I nterface
HPD: I nci dent I nterface Create

5. Click Next, and select a path and name for the export file.

6. Click Finish to process the export.

2.9.2 Remove Customizations to Web Services

To remove the customization to the Web Services, perform the following steps:

1. Open a work space in the BMC Remedy Developer Studio.
2. Select the Remedy instance from the left pane.

3. Select All Objects, then Web Services, then
HPD_Incidentinterface_Create_WS.

4. Click the WSDL Publishing Location tab and remove the URL. Click Save.

2.9.3 Remove Customizations for Installing the Definition File

ORACLE

To remove the customization to made during the installation of the definition file,
perform the following steps:

1. Open a work space in the BMC Remedy Developer Studio.

2. Select the Remedy instance from the left pane.

3. Select All Objects, then Forms, then search for the HPD:HelpDesk form.
4. Locate and select the Status field.

5. Go to the Status field Properties window.

6. Click Selections, then select New as the default value. Click Save.

To remove the Web Service that was installed by importing the definition file, perform
the following steps:

1. Select the Remedy Instance from the left pane of the Developer studio.
2. Select All Objects, then Web Services.

3. Search for the HPD_Incidentinterface_Custom_WS web service.
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Right-click and select Delete, and OK to confirm.

To import the backup definition files, perform the following steps:

1.

@ H @ Db

Locate backup definition files for the HPD:Incidentinterface and
HPD:Incidentinterface_Create forms.

Select the Remedy Instance from the left pane of the Developer studio.
From the File menu select Export.

Select Object Definition in the Export window, then click Next.

Click Browse and select the backup definition file, then click Next.

The Object Selection window appears.

Enable the Replace Objects on the Destination Server check box, then click
Finish.
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Creating Remedy Tickets

You can create tickets automatically or manually. The following sections explain how
to create both types.

e Automatically Creating a Ticket

* Manually Creating a Ticket

# Note:

At least one ticketing connector must be configured and enabled in order to
create a ticket using either method.

3.1 Automatically Creating a Ticket

To automatically create a ticket in Remedy Service Desk, you need to create a rule
that specifies the event or incident condition on which the ticket should be created. In
this rule, you also specify the ticket template to be used with the Remedy Service
Desk connector.

To create a rule to automatically create a ticket in Remedy Service Desk:

1. From the Enterprise Manager console, click Setup, then Incidents and Incident
Rules.

2. Click Create Rule Set. On the Create Rule Set page, enter a name and
description.

3. Click the Rules tab.

As you proceed below, the wizard interface explains various rules and their usage.
For detailed information, refer to the "Using Incident Management" chapter in the
Oracle Enterprise Manager Cloud Control Administrator's Guide.

e For events —

This is the typical option to choose to create a ticket for an event, such as a
target down availability event.

Click Create and select Incoming events or updates to events as a type of
rule to create from the pop-up window. Follow the steps below to create a rule.

*  Forincidents —

Click Create and select Newly created incidents or updates to incidents as
a type of rule to create from the pop-up window. Follow the steps below to
create a rule.

4. While configuring the above rule under the Add Actions page:

e For events —
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Select the Create Incident check box. This makes the Create Ticket option
visible. Then, select the Create Ticket check box. It will display the combo box

to select Connector Type, name, and template.

 Forincidents —

You can use this option to create tickets based on incident attributes, such as

priority 1 incidents or incidents based on fatal or critical severity.

Select the Create Ticket check box. It will display the combo box to select

Connector Type, name, and template.

Figure 3-1 shows the Add Actions page for events, and Figure 3-2 shows the Add

Actions page for incidents.

Figure 3-1 Add Actions Page for Events

ORACLE Enterprise Manager Cloud Control 12¢

Add Actions

Add Conditional Actions
Define actions to be taken when an event matches this rule.

~|Conditions for actions
You can define the actions to apply whenever the rule matches or apply them conditionally.

@) Always execute the actions
%) Only execute the actions if specified conditions match

~|Create Incident
Create an indident for the event to manage and track its resolution. You can initialize the newly created incident by assigning an owner and setting its priority.
Create Incident
Assign to Q
Set priority to [=]
"/ Create Ticket
Create Ticket - Select a ticketing device that you want to use to create a ticket for this incident.
Connector Type | Remedy Service Desk Connector 12.1.0.1.0 [=]
Cannector Name | Remedy Demo E|

Template Name | Remedy I . 4
Remedy Default Category
o Remedy Default Category Auto Close
x| Notifications R fault Category Auto Resolve

Assign redipients for notifications. Redpients for the "To' list can only be added or removed in this section. Users who subscribe to this rule will be added to the "Cc” list; users who unsubscribe to this rule|
Manager users, direct E-mail address or predefined variables. l Remedy Default Category Auto Resolve I

/ Basic Notifications
E-mail To Q
E-mail Cc Q
Page Q,

"/ Advanced Motifications
Mo advanced notification methods have been configured.

L~ Repeat Notifications{Not specified)
~|Clear events

For most events, Enterprise Manager detects when the underlying issue is deared and will generate a dear event, These types of events cannot be deared using this option, However, for some events,
underlying issue is deared. This type of events must be manually deared by administrators. This action can be used to automate this behavior.

[ Clear permanently

>|Forward to Event Connectors

ORACLE
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Figure 3-2 Add Actions Page for Incidents

ORACLE Enterprise Manager Cloud Control 12¢

Add Actions
Add Conditional Actions
Define actions to be taken when an incident matches this rule.

~|Conditions for actions

You can define the actions to apply whenever the rule matches or apply them conditionally.
@ Always execute the actions
() Only execute the actions if specified conditions match @

| Notifications

Assign recipients for notifications, Redpients for the "To" list can only be added or removed in this section, Users who subscribe to this rule will be added to the "Cc” list; users who unsubscribe to this rule
Manager users, direct E-mail address or predefined variables.

7 Basic Notifications

E-mail To Q,
E-mail Cc Q,
Page k\

¥ Advanced Notifications
No advanced notification methods have been configured.

L= Repeat Notifications(Not specified)

~|Update Incident

Automatically update the inddents to help triage your incoming incidents.

Assign to Q,
Set priority to =
Set status to | None =
Escalate to El

w|Create Ticket
[ Create Ticket - Select a ticketing device that you want to use to create a ticket for this incident.
Connector Type | Remedy Service Desk Connector 12.1.0.1.0 [=]
Connector Name | Remedy Demo E|
Templatz Name | Remedy Default Category E|

5. After selecting an appropriate connector and template, click Save.

The following process occurs after you create the event or incident rule:

* Arequest is sent to the Remedy Service Desk Connector when a incident is
created due to an event that matches your rule.

* The ticket is created or updated on the Remedy Ticket system.

* In Enterprise Manager, the incident is annotated with a comment on the Updates
tab to indicate that a ticket was created or updated, as shown in Figure 3-3.
Additionally, the incident is updated with the ticket ID, ticket status, and ticket URL
under the Incident Tracking section.

A ticket is updated if there is an existing active ticket for an incident. Figure 3-4 shows
the ticket in the Remedy console.

To configure Remedy to return the ticket status to Enterprise Manager, see Advanced
Ticketing Configuration .
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Figure 3-3 Incident Comments

ORACLE Enterprise Manager Cloud Control 12¢

‘ Enterprise

Incident Manager: All open incidents

Views &, Search Actions ~ View ~ | &d View search criteria Acknowledge 7 Clear, .
Standard [Ticket
Ticket ID |Stah.|s r| Summary

My open incidents and problems
¥ op P INCODDD00001141  Mew @ Filesystem [ has 38. 77% available space, fallen below warning (200) or oritical (100) threshald.

Unassigned incidents
- - @ MNumber of Active Agents exceeded the critical threshald (1). Current value: 0

Unacknowledged incidents
Escalated incdents

All open incidents
Unassigned problems

All open problems

Events without incidents

Custom = Create ... 2
No view available

Rows Selected 1 Columns Hidden 19

@ Filesystem / has 38.77% available space, fallen below warning (200) or critical (100) threshold.
ﬂ General Events My Orade Support Knowledge Updates Related Events And Incdents

| Incident Details

ID 577
Metric  Filesystem Space Available (%)
Metric Group Filesystems
Mount Point f
Target adc2100330.us.orade.com (Host) @&
Inddent Created May 21, 2012 3:38:21 AM PDT
Last Updated May 21, 2012 3:40:18 AM PDT
Summary Filesystem [has 38.77% available space, fallen below warning (200 or critical (100) threshold.

Internal Event Filesystems:pctAvailable
Name

EventType Metric Alert
Category Capadty

Figure 3-4 Remedy Console Ticket

Search Input Field Yalues Modify/Query Fields

Incident Number* |INCO00000001141 Middle Mame Operationa| Categarization Tier 1
10 First Name® Dema Dperational Categarization Tier 2
21D Action

Last Name* Demo Dperational Categorization Tier 3

SRMS Integration Fields Description [Filesystem / has 30.77% available space, falen = |
Status Assigned | -
ConnectaiGUID [AEDEDECARASE AC7BIECASE 445450E. = |
Impact 2 Significant/Large =
Z1D_Command ﬂ Urgency 1Critical +
2TmpEventGUID = Priority Ciitical |
SAMS Registy Instance ID weight
Marufacturer

SRID Incident Type [ Instuctwe Event |~ Incident Interface [emtp Details
SRMSADIGuid S feason | |-

TemplatelD = Incident created by Oracle Enterpriss | | Incident created by Orack: Enterpiise Manager &
= Martager Remedy Gervice Desk Remedy Service Desk Connector
SllmmedD = Detals Connector.

. & EM User
< > Incident Information:

Instanceld (AB000C2301DD4BKR Feporied Source | System Management + | | Soucs Mame:ado?100330 s oracle. com
Source Duner SYSHEN
Vendor &ssignee Graups 1000000001

Product Categarization Tier 1
Product Categarization Tier 2
Product Categorization Tier 3
Product Name®

ModelAVersion

Reported Date® [521/2M2 41017 P Souree Tups: T argets

Cumnamﬁ' My CUWDGH,V j = Source EuhTyDE host
s | Trist Harie: 521033005 orche com
Region Amerieas L= Taret Type: host
. nited States - Target Type Labet Host
Sie” Support Center L] e

P [, |

21D_Summary
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3.2 Manually Creating a Ticket

Perform the following steps to manually create a ticket:

1. From the Enterprise menu of the Enterprise Manager console, select Monitoring,
then Incident Manager.

The Incident Manager page appears, showing all open incidents.
2. Select any incident from the list in the table.

3. Inthe Tracking section, click More, then Create Ticket, as shown in Figure 3-5.

Figure 3-5 Tracking Section of Incident Manager

Setup + Hep v | 4 svsMan | Legout O
>

Page Refreshed Sep 22, 2011 5:30:15 PM PDT Cr

Target Priority |stams Last Updated Owiner ‘Admu4&scala{7ype Category ‘
er_D excesded the critical threshold (75). Current value: 74,09 adc2130856. None New Sep 22, 2011 5:13:29 M - Mo Mo Incident performance
fe fworkforalnventory/install. piatform oms12g_1_aiNone New Sep 21, 2011 2:01:32PM - No Mo Incident Error
[ 3
Row count 2
.
eeded the critical threshold (75). Current value: 74.09
Related Events And Incidents
~| Tracking « Adnonledge (] Add Comment ... @sManage...  More |+ | *
Escalated Mo Owner - Create Ticket...
Priority None Admowledged No Edit Summary. ..
Status New
Suppress...
ade Management Service) Last Incident created by rule (Name = Incident management Ruleset for all targets, Incident creation Rule for metric 8l . oy e —

Comment ).: on Sep 22, 2011 3:13:29 PM PDT

@ This incident will be automatically cleared when the underlying issue is reslved. E
led the critical threshold (75). Current value: 74.08

~| Guided Resolution

Diagnostics Actions
View topology Reevaluate Alert
View recent configuration changes Edit Thresholds

View Metric Help 4

4. In the Create Ticket pop-up window, select a ticket template from the Template
Name drop-down menu as shown in Figure 3-6, then click OK.

If you do not see the desired template, you can add one using the emctl
command. See Adding Ticket Templates.
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Manually Creating a Ticket

Figure 3-6 Create Ticket Pop-up Window

Create Ticket

Select a ticketing device that you want to use to create a ticket for this
incident.

Connector Type | Remedy Service Desk Connector 12.1.0.1.0 El
Connector Mame | Remedy Demo El

Template Mame :Remedy Default Category {w

Remedy Default Catego
Remedy Default Category Auto Close

_YQIRE”"E':I Remedy Default Category

If creating ticket is successful, the ticket ID appears in the tracking section for the
incident. If the Web console settings are configured and enabled, the ticket ID appears

as a link to the ticket page in the Remedy Service Desk.
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Using Default Templates

This chapter provides details on the default ticket templates shipped along with the
Remedy Service Desk Connector. The ticket templates specify the mappings between
an Enterprise Manager incident and underlying event attributes and Remedy ticket
attributes.

e Template Process

*  Ensuring Web Services for Default Templates
* Reading Ticket Templates

e Customizing Ticket Templates

* Defining New Templates

4.1 Template Process

ORACLE

All out-of-box templates cause the following actions to occur when a you create a
ticket for an incident:

*  Write incident information to Descri pti on (Remedy ticket description).

* Set the Remedy ticket summary based on the incident message. During updating,
the ticket summary field is updated to include the latest incident message
information.

The out-of-box templates are as follows:

e Renedy_Defaul t Cat egory_Aut oResol ve. xsl
* Renedy_Def aul t Cat egory_Aut o ose. xsl

* Renedy_Defaul t Cat egory. xsl

Renedy_Def aul t Cat egory_Aut oResol ve. xsl

The Remedy_DefaultCategory AutoResolve.xsl template sets the ticket status to
Resolved when the event severity value becomes clear. When the same event with a
Critical or Warning severity occurs within the grace period time, the following occurs:

* The ticket is reopened.
* The status field is set as Assigned.

*  The ticket Summary, Notes, Work Info Summary, and Work Info Notes fields are
updated with the latest event information. If you leave an incident as resolved, the
Incident Management application closes the incident after 15 days. See the BMC
Remedy Service Desk: Incident Management 7.0 User's Guide for more
information.

Remedy_Def aul t Cat egory_Aut oCl ose. xsl

The Renmedy_Def aul t Cat egory_Aut oCl ose. xs| template sets the ticket status to
Closed when the event severity value becomes Clear. After the Ticket Status is
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closed, it cannot be reassigned to other values. When the same event with critical or
warning severity occurs within the grace period time, the following occurs:

* The ticket is not reopened.

* The status field remains Closed, but the ticket Summary, Notes, Work Info
Summary, and Work Info Notes fields are updated with the latest event
information.

" Note:

Oracle recommends that you do not select
Remedy Def aul t Cat egory_Aut od ose. xsl if you want tickets to be reopened
when a critical or warning event has occurred within the grace period.

If you want tickets to be reopened, then select
Remedy Def aul t Cat egory_Aut oResol ve. xsl .

Remedy Def aul t Cat egory. xsl

The Renmedy_Def aul t Cat egory. xsl template does not close the ticket when the event
severity value becomes clear. When the same event with a Critical or Warning severity
occurs within the grace period time, the ticket Summary, Notes, Work Info Summary,
and Work Info Notes fields are updated with the latest event information.

4.2 Ensuring Web Services for Default Templates

If you choose default ticket templates, ensure that the following HPD:HelpDesk related
Web services are up and running on the Remedy AR server:

e HPD Incidentinterface Create W5
e HPD_lIncidentinterface_Custom_ WS

4.3 Reading Ticket Templates

Table 4-1 and Table 4-2 illustrate the creation of a ticket using

Remedy Def aul t Cat egory_Aut oResol ve. xsl . This illustration will help you to read a
ticket template. In the tables, * denotes a literal string and ** indicates i f the
attribute applies.

Ticket creation mappings are the same for
Remedy_DefaultCategory AutoResolve.xsl, Remedy_DefaultCategory AutoClose.xsl,
and Remedy_DefaultCategory.xsl.

Table 4-1 shows Remedy ticket attributes and corresponding Enterprise Manager
incident values for ticket creation mappings.
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< Note:

in the table.

Chapter 4
Reading Ticket Templates

Remedy Ticket Attributes for which no values are needed are not mentioned

Table 4-1 Ticket Creation Mappings (for all templates)

Remedy Ticket

Enterprise Manager incident

Value

Attributes Attributes

First_Name HDUser User name provided in the "Remedy Username" field during
the configuration.

Impact SeverityCode — Applies to For incidents:

incident severity - If severity is Fatal, set Impact to 1-Extensive/ Widespread.

e |If severity is Critical, set Impact to 2-Significant/Large.
. Otherwise, set Impact to 3-Moderate/Limited.

Last_Name HDUser User name provided in the "Remedy Username" field during

the configuration. It is assumed the same user exists in
Remedy people form. Example: First_Name=admin,
Last_Name=admin and the same user “admin admin" exists in
Remedy server.

Reported_Source

"Systems Management" *

Service_Type

"Infrastructure Event" *

Status New *
Action CREATE *
Create_Request Blank

Summary

Summary - Example: Memory
Utilization is 59.024%, crossed
warning (0.01)

ORACLE
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Table 4-1 (Cont.) Ticket Creation Mappings (for all templates)

Remedy Ticket
Attributes

Enterprise Manager incident Value
Attributes

Notes

For incidents: Values from the EM Incident context.

EMUser — Incident or event
rule owner when the ticket is
created through auto-ticketing,
and is the Enterprise Manager
log-in user when the ticket is
created through manual-
ticketing.

Other Incident information
includes:

Source Name

Source Owner - Example:
Sysman

Source Type
Source SubType
TargetName
TargetType

TargetProperties** —
name:value pairs of defined
target properties. For example:
Line of business: Finance
Owner: Finance-DB Team

Severity

Priority

Creation Date - Incident
Creation Date

LastUpdatedDate
Owner - Incident Owner
URL - Incident URL
IncidentRuleName

Urgency

Based on SeverityCode For metric incidents:
e |If severity is Fatal or Critical, set Urgency to 1-Critical.
« If severity is Warning, set Urgency to 2-High
«  Otherwise, set Urgency to 3-Medium.

Work_Info_Summ
ary

Summary. Example: Memory
Utilization is 59.024%, crossed
warning (0.01)

Work_Info_Notes

Severity — Example: Incident
created by Oracle Enterprise
Manager Remedy Service
Desk Connector for Critical
severity

Work_Info_Type

"Incident Task/Action" *

Work_Info_Sourc
e

"System Assignment" *

ORACLE
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Table 4-1 (Cont.) Ticket Creation Mappings (for all templates)

Remedy Ticket Enterprise Manager incident Value
Attributes Attributes

Work_Info_View_ "Public" *
Access

ConnectorGUID  ConnectorGUID

Table 4-2 shows Remedy ticket attributes and corresponding Enterprise Manager
incident attributes and values for Remedy_Def aul t Cat egory_Aut oResol ve. xsl
mappings.

Table 4-2 Ticket Updates (Remedy_DefaultCategory_AutoResolve.xsl Mappings)
]

Remedy Ticket Enterprise Manager incident Value
Attributes Attributes

Company "My Company" *
Summary Summary - Example: Memory

Utilization is 59.024%, crossed
warning (0.01)

Notes For incidents: Values from the EM Incident context.

EMUser — Incident rule owner
when the ticket is created through
auto-ticketing, and is the
Enterprise Manager log-in user
when the ticket is created through
manual-ticketing.

Other Incident information
includes:

Source Name

Source Owner - Example:
Sysman

Source Type
Source SubType
TargetName
TargetType

TargetProperties** — name:value
pairs of defined target properties.
For example: Line of business:
Finance Owner: Finance-DB
team

Severity

Priority

Creation Date - Incident Creation
date

LastUpdatedDate
Owner - Incident Owner
CollectionTime

URL - Incident URL
IncidentRuleName
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Table 4-2 (Cont.) Ticket Updates (Remedy_DefaultCategory_AutoResolve.xsl Mappings)

Remedy Ticket Enterprise Manager incident Value
Attributes Attributes
Impact SeverityCode — Applies to For metric incidents:

incidents severity

» If severity is Fatal, set Impact to 1-Extensive/
Widespread.

«  |If severity is Critical, set Impact to 2-Significant/
Large.

e Otherwise, set Impact to 3-Moderate/Limited.

TicketID — The connector adds
this into the incident context
before handling the ticketing
action. Required by the Remedy
Web Service to identify the ticket
that must be updated.

Incident_Number

Reported_Source

"Systems Management" *

Resolution Severity, Summary

If the severity is Clear, add the Resolution with Summary.

Service_Type

"Infrastructure Event" *

Status Based on Severity

If severity is Clear, set the ticket to the status Resolved.
Otherwise set ticket to status Assigned.

Status_Reason Based on Severity

If severity is Clear, set the Status_Reason to "Automated
Resolution Reported."

Urgency Based on SeverityCode For metric incidents:
e |If severity is Fatal or Critical, set Urgency to 1-
Critical.
e If severity is Warning, set Urgency to 2-High
e Otherwise, set Urgency to 3-Medium.
Action MODIFY*

Work_Info_Type

"Incident Task/Action" *

Work_Info_Source

"System Assignment" *

Work_Info_Notes Based on Severity — information

text is added

Work_Info_Locked

"No" *

Work_Info_View_Ac
cess

"Public" *

Work_Info_Summar Summary
y

ConnectorGUID ConnectorGUID

Use the mapping table (Table 4-1) as a reference to read the XSLT file in

Example 4-1.

Example 4-1 Remedy_DefaultCategory AutoResolve.xsl Source Code with

Annotations

<?xm version='1.0" encodi ng="UTF-8' 7>
<xsl:transformversion="1.0" xm ns:xsl="http://ww.w3. org/ 1999/ XSL/ Tr ansf or n{
xm ns: nsO="http://xn ns. oracl e. com sysman/ connect or " >

ORACLE
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<I-- This tenplate creates an incident type ticket within Renedy Service

Desk with default settings. On update, the worklog is updated with the |atest
inci dent message and severity information. The ticket is set to status Resol ved
if the associated alert has cleared. Ticket can be reopend if a severity
occured with in the grace period. If the ticket is not reopened for 15 days,
ticket will be closed by incident managenent.

-->

<xsl :tenpl ate match="ns0: EM nci dent ">

<xsl : choose>

<xsl :when test="nornalize-space(nsO: TicketID) = "'"'">

<urn: Hel pDesk_Subm t _Servi ce xm ns:urn="urn: HPD_| nci dent I nterface_Create_Ws">

<I-- EDIT THE TAG VALUES BELOW TO CHANGE HOWA TI CKET IS FI LLED
DURI NG TI CKET CREATI ON. REFER TO THE REMEDY SERVI CE DESK MANUAL.

FOR DESCRI PTI ON OF THESE HELPDESK SUPPORT DATAFI ELDS- - >
<!--FI RST_NAME, LAST_NAME VALUES ARE PI CKED FROM THE USERNAME VALUE G VEN DURI NG
REMEDY SERVI CE DESK CONNECTOR CONFI GURATI ON.  EXAMPLE USERNAME: Den. - - >

<urn: First_Nanme><xsl : val ue- of sel ect="ns0: HDUser"/></urn: Fi rst _Nane>
<xsl : choose>

<xsl:when test="(ns0: Systemittributes/ns0: SeverityCode = ' FATAL')">
<urn: | npact >1- Ext ensi ve/ W despr ead</ ur n: | npact >

</ xsl : when>

<xsl:when test="(ns0: SystemAttributes/ns0: SeverityCode = ' CRITICAL')">
<urn: | npact >2- Si gni fi cant/ Lar ge</ urn: | npact >

</ xsl : when>

<xsl : ot herw se>

<urn: | npact >3- Mbder at e/ Li m t ed</ ur n: | npact >

</ xsl : ot her wi se>

</ xsl: choose>

<urn: Last _Nanme><xsl : val ue-of sel ect ="ns0: HDUser"/></ urn: Last _Nane>
<urn: Report ed_Sour ce>Syst ens Managenent </ urn: Report ed_Sour ce>

<urn: Servi ce_Type>I nfrastructure Event</urn: Service_Type>

<urn: Acti on>CREATE</ ur n: Acti on>

<urn: Create_Request/>

<urn: Summary>

<xsl :val ue-of sel ect="substring(ns0: SystemAttributes/ns0: Sunmary, 0, 100)"/>
</ urn: Summary>

<urn: Not es>

<xsl:call-tenplate name="getDetails">

<xsl :with-param nane="nessage" >l nci dent created by Oracle Enterprise Manager Renedy
Servi ce Desk Connector</xsl:with-paran

</xsl:call-tenplate>

</ urn: Not es>

<xsl : choose>

<xsl:when test="(ns0: Systemittributes/ns0: SeverityCode = ' FATAL') or
(ns0: SystemAttri butes/ns0: SeverityCode = 'CRITICAL') ">

<urn: Urgency>1-Critical </ urn: Urgency>

</ xsl : when>

<xsl:when test="(ns0: Systemittributes/ns0: SeverityCode = ' WARNING ) ">
<ur n: Ur gency>2- H gh</ urn: Ur gency>

</ xsl : when>

<xsl : ot herw se>

<ur n: Ur gency>3- Medi unx/ ur n: Ur gency>

</ xsl : ot her wi se>

</ xsl : choose>

<urn: Wr k_I nf o_Summar y>

<xsl :val ue-of sel ect="substring(ns0: SystemAttributes/ns0: Sunmary, 0, 100)"/>
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</urn: Wr k_| nf o_Summar y>

<urn: Wr k_I nf o_Not es>

<xsl:call-tenplate name="getDetails">

<xsl :with-param nane="nessage" >l nci dent created by Oracle Enterprise Manager Renedy
Servi ce Desk Connector</xsl:with-paran

</xsl:call-tenplate>

</ urn: Wrk_| nf o_Not es>

<urn: Wrk_I nfo_Type>l nci dent Task / Action</urn:Wrk_Info_Type>

<urn: Wrk_I nfo_Dat e/ >

</ urn: Hel pDesk_Submit_Servi ce>

</ xsl : when>

<xsl : ot herw se>

<urn: Hel pDesk_Mbdi fy_Stat us_Service xm ns:urn="urn: HPD_| nci dent | nt er f ace_Cust om W&">
<urn: Cat egorization_Tier_1></urn: Categorization_Tier_1>

<urn: Cat egori zation_Ti er_2></urn: Categorization_Tier_2>

<urn: Cat egori zation_Ti er_3></urn: Categorization_Tier_3>

<urn: C osure_Manuf act urer ></ urn: 0 osure_Manuf act ur er >

<urn: C osure_Product _Category_Tier1></urn: C osure_Product _Category_Tier1>
<urn: C osure_Product _Category_Tier2></urn: C osure_Product _Cat egory_Ti er2>
<urn: C osure_Product _Category_Tier3></urn: C osure_Product _Category_Tier3>
<urn: C osure_Product _Mdel _Version></urn: d osure_Product _Mdel _Versi on>
<urn: C osure_Product _Nanme></urn: O osure_Product _Name>

<I--EDIT THE Conpany TAG BELOW TO ADD A Conpany NAME THAT |'S ASSCCI ATED W TH
FI RST_NAME, LAST_NAME TAGS ON THE REMEDY -->

<ur n: Conpany>My Conpany</ ur n: Conpany>

<ur n: Summary>

<xsl :val ue-of sel ect="substring(ns0: SystemAttributes/ns0: Sunmary, 0, 100)"/>
</ urn: Summary>

<urn: Not es>

<xsl : choose>

<xsl:when test="(ns0: SystemAttributes/ns0: SeverityCode = ' CLEAR )">
<xsl:call-tenplate name="getDetails">

<xsl :with-param nane="nessage" >l nci dent resolved by Oracle Enterprise Manager Renedy
Servi ce Desk Connector</xsl:with-paran

</xsl:call-tenplate>

</ xsl : when>

<xsl :when test="ns0: ReopenTi cket ="'Yes'">

<xsl:call-tenplate name="getDetails">

<xsl :with-param nane="nessage" >l nci dent reopened by Oracle Enterprise Manager Remedy
Servi ce Desk Connector</xsl:with-paran

</xsl:call-tenplate>

</ xsl : when>

<xsl : ot herwi se>

<xsl:call-tenplate name="getDetails">

<xsl :with-param nane="nessage" >l nci dent updated by Oracle Enterprise Manager Renedy
Servi ce Desk Connector</xsl:with-paran

</xsl:call-tenplate>

</ xsl: ot herwi se>

</ xsl : choose>

</ urn: Not es>

<xsl: choose>

<xsl:when test="(ns0: SystemAttributes/ns0: SeverityCode = ' FATAL')">

<urn: | npact >1- Ext ensi ve/ W despr ead</ ur n: I npact >

</ xsl : when>

<xsl:when test="(ns0: SystemAttributes/ns0: SeverityCode = ' CRITI CAL')">

<urn: | npact >2- Si gni fi cant/ Lar ge</ urn: | npact >

</ xsl : when>

<xsl : ot herwi se>

<urn: | npact >3- Mbder at e/ Li m t ed</ ur n: | npact >
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</ xsl: ot herwi se>

</ xsl : choose>

<ur n: Manuf act ur er ></ ur n: Manuf act ur er >

<urn: Product _Cat egori zation_Ti er _1></urn: Product _Cat egori zation_Tier_1>
<urn: Product _Cat egori zation_Ti er _2></urn: Product _Cat egori zation_Ti er _2>
<urn: Product _Cat egori zation_Ti er _3></urn: Product _Categorization_Tier_3>
<urn: Product _Model _Ver si on></ urn: Product _Mbdel _Versi on>

<urn: Product _Name></urn: Product _Name>

<urn: Report ed_Sour ce>Syst ens Managenent </ ur n: Reported_Sour ce>
<xsl : choose>

<xsl:when test="(ns0: SystemAttributes/ns0: SeverityCode = ' CLEAR )">
<urn: Resol uti on>

Incident resolved by Oracle Enterprise Manager Remedy

Servi ce Desk Connector due to change in severity of the

associated alert. Severity

<xsl :val ue-of sel ect="ns0: Systemittributes/ns0: Severity"/>

Message

<xsl :val ue-of sel ect="substring(ns0: SystemAttributes/ns0: Sunmary, 0, 100)"/>
</ urn: Resol ution>

</ xsl : when>

<xsl : ot herwi se>

<urn: Resol uti on></urn: Resol ution>

</ xsl: ot herwi se>

</ xsl : choose>

<urn: Resol uti on_Cat egory/ >

<urn: Resol ution_Category Tier_2/>

<urn: Resol ution_Category Tier_3/>

<urn: Resol uti on_Met hod/ >

<urn: Servi ce_Type>I nfrastructure Event</urn: Service_Type>

<xsl : choose>

<xsl:when test="(ns0: SystemAttributes/ns0: SeverityCode = ' CLEAR )">
<urn: St at us>Resol ved</ urn: St at us>

</ xsl : when>

<xsl : ot herwi se>

<urn: Stat us></urn: Status>

</ xsl: ot herwi se>

</ xsl : choose>

<xsl : choose>

<xsl:when test="(ns0: Systemittributes/ns0: SeverityCode = ' FATAL') or
(ns0: SystemAttributes/ns0: SeverityCode = 'CRITICAL') ">

<urn: Urgency>1-Critical </urn: Urgency>

</ xsl : when>

<xsl:when test="(ns0: Systemittributes/ns0: SeverityCode = ' WARNING ) ">
<ur n: Ur gency>2- H gh</ urn: Ur gency>

</ xsl : when>

<xsl : ot herwi se>

<ur n: Ur gency>3- Medi unx/ ur n: Ur gency>

</ xsl: ot herwi se>

</ xsl : choose>

<urn: Acti on>MDI FY</ ur n: Acti on>

<urn: Wrk_I nfo_Summary>

<xsl :val ue-of sel ect="substring(ns0: SystemAttributes/ns0: Sunmary, 0, 100)"/>
</ urn: Wr k_| nf o_Surmar y>

<xsl : choose>

<xsl:when test="(ns0: SystemAttributes/ns0: SeverityCode = ' CLEAR )">
<urn: Wr k_I nf o_Not es>

<xsl:call-tenpl ate nane="get Details">

<xsl :with-param nane="nessage" >l nci dent resolved by Oracle Enterprise Manager Remedy
Servi ce Desk Connector due to change in associated Incident</xsl:wth-paran>
</xsl:call-tenplate>

</ urn: Wrk_| nfo_Not es>
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</ xsl : when>

<xsl :when test="ns0: ReopenTi cket = "'Yes'">

<urn: Wr k_I nf o_Not es>

<xsl:call-tenplate name="getDetails">

<xsl :with-param nane="nessage" >l nci dent reopened because the associated alert re-
triggered within the grace period</xsl:with-paran
</xsl:call-tenplate>

</ urn: Wrk_| nfo_Not es>

</ xsl : when>

<xsl : ot herw se>

<urn: Wr k_I nf o_Not es>

<xsl:call-tenplate name="getDetails">

<xsl :with-param nane="nessage" >l nci dent updated by Oracle Enterprise Manager Renedy
Servi ce Desk Connector</xsl:with-paran

</xsl:call-tenplate>

</ urn: Wrk_| nfo_Not es>

</ xsl : ot her wi se>

</ xsl: choose>

<urn: Wrk_I nfo_Type>l nci dent Task / Action</urn:Wrk_Info_Type>
<urn: Wrk_I nfo_Dat e/ >

<urn: Wr k_I nf o_Sour ce>Syst em Assi gnment </ ur n: Wr k_I nf o_Sour ce>
<urn: Wr k_I nf o_Locked>No</ urn: Wrk_| nf o_Locked>

<urn: Wr k_I nf o_Vi ew_Access>Publ i c</ urn: Wrk_I nfo_Vi ew Access>

<urn: | nci dent _Nunber >

<xsl : val ue-of select="ns0: Ticket|D'/>

</urn:|nci dent _Number>

<xsl : choose>

<xsl:when test="(ns0: SystemAttributes/ns0: SeverityCode = ' CLEAR )">
<urn: Stat us_Reason>Aut omat ed Resol ution Reported</urn: St atus_Reason>
</ xsl : when>

<xsl : ot herw se>

<urn: Stat us_Reason></ urn: St at us_Reason>

</ xsl : ot her wi se>

</ xsl : choose>

<urn: Servi ceCl ></ urn: Servi ceCl >

<urn: Servi ceCl _Reconl D></ urn: Servi ceCl _Reconl D>

<urn: HPD_Cl ></ urn: HPD_CI >

<urn: HPD_Cl _Reconl D></ ur n: HPD_CI _Reconl D>

<urn: HPD_Cl _For mName></ ur n: HPD_Cl _For mNane>

<urn: z1D C _For mName></ urn: z1D_Cl _For mNane>

</ urn: Hel pDesk_Mbdi fy_Status_Service>

</ xsl : ot her wi se>

</ xsl : choose>

</ xsl:tenpl ate>

<xsl:tenplate name="getDetails">

<xsl : param nane="nessage" />

<xsl : choose>

<xsl :when test="nornalize-space(ns0: SystemAttributes/ nsO: Updat edAttributes) !'="'"">
<xsl:val ue-of select="$nessage" /> for change in attributes : <xsl:val ue- of
sel ect ="ns0: SystemAttri but es/ ns0: Updat edAttri butes" />.

</ xsl : when>

<xsl : ot herw se>

<xsl:val ue-of sel ect="$nessage" />.

</ xsl : ot her wi se>

</ xsl : choose>

EM User: <xsl:val ue-of select="ns0:NotificationRul eOaner"/>

I nci dent |nformation:

<xsl:for-each sel ect="ns0: Systemittri but es/ ns0: Sourcel nfo">

Source Name: <xsl : val ue- of sel ect="./ns0: SourceChj | nf o/ ns0: Cbj Nane" />
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<xsl : choose>

<xsl :when test="nornalize-space(./ns0: Sourcej I nfo/ ns0: Cbj Omner) = """>

Source Oaner: <xsl :val ue-of sel ect="./ns0: Sour ceQbj I nf o/ ns0: Cbj Owner" />

</ xsl : when>

</ xsl: choose>

Source Type: <xsl:val ue-of select="./ns0: Sourcebj | nfo/ nsO: Sour ceChj Type"/>
Source SubType: <xsl :val ue-of sel ect="./ns0: Sourcej | nf o/ ns0: Sour ceCbj SubType"/ >
Target Nane: <xsl:val ue-of select="./ns0: Target|nfo/nsO: Tar get Nane"/ >

Target Type: <xsl:val ue-of select="./ns0: Target|nfo/nsO: Target Type"/ >

Target Type Label: <xsl:value-of select="./ns0: Target|nfo/nsO: Target TypeLabel "/ >
Target URL: <xsl :val ue-of select="./ns0: Target | nfo/ns0: Target URL"/ >

<xsl:text >&#xa; </xsl:text>

</ xsl:for-each>

<I'-- LIST ALL THE TARGET PROPERTIES -->

Target Properties

<xsl:for-each sel ect="ns0: SystemAttri but es/ ns0: Sour cel nf o/ ns0: Tar get | nf o/
ns0: Tar get Property">

<xsl:text>&#xa; </xsl:text>

<xsl:val ue-of select="./ns0: Nane"/>: <xsl:val ue-of select="./ns0:Val ue"/>
</ xsl:for-each>

<l-- EDIT THE FOLLON NG CODE TO LI ST A SPECI FI C TARGET PROPERTY,
SUCH AS "Line of Business"

<xsl : choose>

<xsl:when test="ns0: SystemAttri butes/ns0: Sour cel nf o/ ns0: Tar get | nf o/

ns0: Tar get Property/ ns0: Name=' Li ne of Business'">

Line of Business: <xsl:value-of select="ns0:ns0: SystemAttributes/

ns0: Sour cel nf o/ nsO: Tar get | nf o/ ns0: Tar get Property

/' ns0: val ue"/ >

</ xsl : when>

</ xsl : choose>

-->

Severity: <xsl:value-of select="ns0:SystemAttributes/ns0: Severity"/>
Priority: <xsl:value-of select="ns0:SystemAttributes/nsO:Priority" />
CreationDate: <xsl:value-of select="ns0:Systemittributes/ns0: CreationDate"/>
Last Updat edDat e: <xsl : val ue- of sel ect ="ns0: SystemAttri but es/ ns0: Last Updat edDat "/ >
Owner: <xsl:val ue-of sel ect="ns0: SystemAttributes/ns0: Omer" />

<xsl : choose>

<xsl :when test="nornalize-space(ns0: NotificationRul eName) !="'"">
Notification Rule: <xsl:value-of select="ns0:NotificationRul eNane"/>
</ xsl : when>

</ xsl : choose>

URL: <xsl:val ue-of select="ns0: Systemittributes/ns0:Incident URL"/>

EM I'nci dent Status : <xsl:val ue-of select="ns0: SystemAttributes/

ns0: Resol utionState"/>

EM Acknowl edge : <xsl:val ue-of select="ns0: SystemAttributes/ns0: Acknow edge"/>
EM Auto O ose : <xsl:val ue-of select="ns0: SystemAttributes/ns0: Aut od ose"/ >
EM Escal ati on Level : <xsl:val ue-of select="ns0:SystemAttributes/

ns0: Escal ati onLevel "/>

<xsl:for-each sel ect="ns0: SystemAttri butes/ns0: Addi ti onal Details">
<xsl:text >&#xa; </ xsl : t ext >

<xsl:val ue-of select="./ns0: Variabl eName"/>: <xsl:val ue-of select="./

ns0: Vari abl eVal ue"/ >

</ xsl:for-each>

</ xsl:tenpl ate>

</ xsl:transfornm
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4.4 Customizing Ticket Templates

If the out-of-box ticket templates do not satisfy your requirements, you can modify
them. To do this, Oracle recommends that you use one of the existing templates as
the base template. Copy this ticket template to a new file, modify, and register the new
ticket template.

Oracle Enterprise Manager 12.1.0.2 and later supports editing a template directly on
Enterprise Manager instead of using the EM CLI command. See Editing Templates
and Restoring Templates for more information.

In most cases, when you modify the ticket template, you might only be changing the
mappings. The following examples illustrate this concept:

Example 4-2 Creating a Template to Mark the <Company/> Element to
MyCompany

To create a template to mark the category to MyConpany, modify the following attribute
in the template:

<ur n: Conpany>M/Conpany</ ur n: Conpany>
Example 4-3 Altering the Message Type

If you only want the incident message to appear as a ticket summary instead of both
message and severity, modify the following attribute:

<urn: Summar y><xsl : val ue- of sel ect ="ns0: Message"/ ></ ur n: Surmary>

The templates are highly customizable. Oracle recommends that only users with
advanced knowledge of XSLT make complex changes.

You can use incident or event rules as a filter to associate proper ticket templates with
incidents. You can have as many tickets templates as desired. One incident or event
rule can have only one ticket template.

4.5 Defining New Templates

The out-of-box templates are based on the default
HPD:Incidentinterface_Create,HPD:IncidentInterface forms. If the new ticket templates
you define are based on these forms, Customizing Ticket Templates applies.

However, if you use a different form, you need to define a new ticket template.

Enterprise Manager Attributes

Table 4-3 provides the Enterprise Manager fields that you can map when using the
default Remedy Service Desk Web services:

Table 4-3 Enterprise Manager Attributes

__________________________________________________________________________|
Data Fields Description

EMUser . For auto-ticketing, this is the incident rule owner.

e For manual ticketing, this is the console user that triggered
the ticket creation.
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Table 4-3 (Cont.) Enterprise Manager Attributes

Data Fields Description

HDUser Service Desk user registered with the Connector; this is the
same as the user name specified for the WS authentication.

TicketID Identifies the ticket associated with the current incident (available

after ticket creation).

ConnectorlD

Identifies the connector that processed the incident and issued
the ticket creation or ticket update. This is the ID for the Remedy
Service Desk Connector.

TargetType

Type of target that the incident is associated with, such as host .

TargetName

Name of the target that the incident is associated with. For
example, Dat abasel or st adc40. us. or acl e. com

TargetProperties

TargetProperties store environmental or usage context

information specific to the target. For example, for Host Target,

the name /value pair of TargetProperties are:

¢ Comment — Host running the management service and
repository.

e Contact — John Doe

e Deployment Type — Production

e Line of Business — Development

e Location — Redwood Shores

These are out-of-box user-defined target properties. If additional
target properties are added, they are displayed with ticket
information.

Summary

Description of the incident. For example: CPU Utilization is
100%, crossed warning (80) or critical (95) threshold.

Severity

Severity of the incident: cri tical, warning, clear, or
down.

CollectionTime

Timestamp of an incident occurrence.

IncidentURL

URL to the incident details page of the incident.

NotificationRuleName

Name of the incident rule that generated the notification during
auto-ticketing.

TargetTimezone

Timezone of the target associated with the incident.

ReopenTicket

Value Yes indicates that the incident is cleared since the last
update or creation, but is within the configured grace period.

Format for Creating Ticket Templates

To create ticket templates for custom Remedy forms, adhere to the following format:

Example 4-4 Template Format for Custom Remedy Forms

<?xm version='"1.0" encodi ng=" UTF-8' 7>
<xsl:transformversion="1.0"
xm ns: xsl ="http://ww. w3. or g/ 1999/ XSL/ Tr ansf or n{
xm ns: ns0="http://xn ns. oracl e. conf sysman/ connect or "
target Nanespace="http://xn ns. oracl e. conf sysman/ connect or"
el ement For nDef aul t ="qual i fi ed" >

ORACLE
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<I--This tenplate creates an incident type ticket with default categorization.
The ticket priority is based on event severity. On update,the ticket summary
is updated with the latest incident message and severity information. -->

<xsl :tenpl ate match="ns0: EM nci dent ">
<xsl : choose>
<xsl :when test="nornalize-space(ns0: TicketID) ="'"'">

*[Insert your mappings fromEMncident into your custom Create Ticket Webservice
SOAP Document] *

</ xsl : when>
<xsl : ot herwi se>

* [Insert your mappings fromEMncident schema into your Custom Update Ticket
\\ebservi ce SOAP Docunent]*

</ xsl: ot herw se>
</ xsl : choose>

</ xsl:tenpl ate>
</ xsl:transfornmp

4-14



Enabling SSL for HTTPS

Follow the steps provided in this section if you choose HTTPS as the protocol to
establish a connection between the external ticketing system and Enterprise Manager.

5.1 Generating a Certificate Request File

Generate a certificate request file for the external ticketing system and send it to the
Certificate authority, such as VeriSign.

" Note:

The certificate request file is dependent on the Web server used by the
external ticketing system.

5.2 Importing the Certificate from the Certificate Authority

After you get the certificate, import it to the Web server the external ticketing system
uses. The import mechanism varies depending on the Web server the external
ticketing system uses.

# Note:

Make sure htt ps:// <webserver>: port is enabled and working on the
external ticketing system.

5.3 Importing the Server Certificate on Enterprise Manager

Import the Server certificate (the certificate you got from Certificate Authority) using the
following steps:

1.

ORACLE

Append the external Certificate Authority's certificate to:
$I NSTANCE_HOVE/ sysman/ confi g/ b64Local Certificate.txt

Ensure that only the following is appended to the b64Local Certificate.txt file
(that is, do not include blank lines or comments or any other special characters):

----- BEG N CERTI FI CATE-----
<<<Certificate in Base64 fornmat>>>
----- END CERTI FI CATE-----

Restart the OMS. Run the following commands:
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enttl stop ons
enct| start oms

# Note:

Do not run the entt| secure oms/ agent command after adding the
external certificate to the b64Local Certifi cate. txt file. If you run the
enct| secure command later, then repeat the steps 1 through 3 to make
sure the external certificate exists on the b64certificate.txt file.
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Advanced Ticketing Configuration

6.1 Customizing to Support a Ticketing Inbound Operation

ORACLE

Ticketing inbound operations is a new feature added in Enterprise Manager 12c¢. This
feature enables you to update the ticket status in Enterprise Manager for any ticket
status change on the Remedy Service Desk system.

When a ticket/incident, which is created by Enterprise Manager, is updated manually
in the Remedy Service Desk Incident Management console, the same ticket status is
updated on Enterprise Manager through EM CLI by using Remedy Active Links.

The Remedy active link run process to run external process is not functional in
Workflow 7.6.04 (mid-tier: 7.6.04 SP1). A BMC Remedy Defect #SW00429829 is
open, and as per BMC, the issue will be fixed in the next release of Mid-Tier.
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