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This guide provides an end-to-end example for how to use Oracle Enterprise Manager
Ops Center.

Introduction

This document focuses on using the latest features introduced in Oracle Enterprise
Manager Ops Center 12.2 to create a highly available environment using a dual I/O
configuration as well as the application of several best practices.

In earlier versions of Oracle Enterprise Manager Ops Center, it was only possible to
create and manage the control domain which owned all the physical I/O devices and
also provided virtual devices to the guest domains. It was impossible to configure,
deploy, manage, or discover a secondary domain. An advantage of having a secondary
service domain and creating a resilient environment is that maintenance on the control
domain (such as OS upgrades, patching, and increasing memory) happens without
affecting any running guest domains.

This example describes how to use Oracle Enterprise Manager Ops Center 12.2.1 to
deploy:

= A control domain, also referred to as primary domain and denoted as primary
wherever applicable in the Oracle Enterprise Manager Ops Center UL

= A secondary service domain, also referred to as alternate I/O domain or
redundant I/O domain. The secondary service domain is a root domain, that is a
domain configured with a PCle root complex with a configuration similar to the
control domain.

= A high available (HA) guest domain, the guest domain will use services from
both, the control domain and secondary service domain for improving resilient.

The scenario in this document uses an Oracle SPARC server and Oracle VM Server for
SPARC to create the control domain, the secondary service domain, and the guest
domain.

What You Will Need

The following resources are used for this example:

= A server hosting Oracle Enterprise Manager Ops Center, the Enterprise controller
and the co-located Proxy controller.

s Oracle Enterprise Manager Ops Center 12.2.1 installed. Enterprise Controller (EC)
with co-located Proxy Controller (PC), and an embedded database running on
Solaris 11.1 SRU 19.6.




s Oracle Solaris 11 Software Update Library. This example uses Oracle Solaris 11.1
SRU 19.6 content

= Oracle SPARC T5-2 ILOM discovered and managed in Oracle Enterprise Manager
Ops Center.

= Sun ZFS Storage 7120 appliance discovered in Oracle Enterprise Manager Ops
Center.

s  Fiber Channel (FC) LUNSs available from the Sun ZFS Storage 7120 appliance.
= NFS share from the Sun ZFS Storage 7120 appliance.

n  Free IP addresses allocated.

= VLAN tagged network created in Enterprise Manager Ops Center.

s Oracle SPARC T5-2 for provisioning Oracle VM for SPARC Server, version 3.1.1.
The server requires a free PCle bus for configuring the secondary service domain.

= Virtualization Admin, and Profile and Plan Admin role to perform the actions.

Preview of the Configuration for the Resilient Environment

An Oracle SPARC T5-2 Server is used to create the service domains and the HA guest
domain. A summary of how the domains and guest will be configured is explained in
the following section, followed by a table which includes the PCle buses used, and
then an image depicting the layout.

Due to lab constraints, I/O configuration options were limited; therefore, setting up a
best practice environment in all areas was not possible. However, the document
mentions areas in which best practices could be applied.

Configuration Summary

The primary and secondary domains will be configured similarly, with:
= Connections to a Public and an Admin network

= Link aggregation for the public Network

= Connections to an Sun 7120 Storage Appliance

s Oracle Solaris 11.1 SRU 19.6 operating system (OS)

s Oracle VM Server for SPARC 3.1.1

s 4 whole-core CPUs for the control domain, and 2 whole-cores CPUs for the
secondary domain

= 16 GB of memory for the control domain and 4GB of memory for the secondary
domain.

Each domain will have access to different PCle buses for resilience.

For best practice, consider having multipathed LUNSs from the storage to the primary
and secondary domains.

The guest domain will have:
= Two network connections for the public network, one from each domain
s Two network connections for the admin network, one from each domain

= Redundant storage I/O paths provided by primary and secondary domains




s Oracle Solaris s11.1 SRU 19.6 operating system

s 4 core CPUs
s 4GB of memory

Configuration Table

The following table shows how PCle buses are used for each domain:

Domain Configuration Network Storage
Control domain Oracle Solaris 11 4 Ethernet connections: FC LUN (pci0)
SRU 19.6 ixgbeO (pci0) connected to provided by a Sun ZFS
4 CPUs admin network. Storage 7120 appliance
16 GB of memory ixgbel(pci0), ixgbe2(pcil), and
ixgbe3(pcil) connected to the
public network, all aggregated.
Secondary Oracle Solaris 11 4 Ethernet connections: FC LUN (pci3)
service domain SRU 19.6 ixgbeO (pci3) connected to provided by a Sun ZFS
2 CPUs admin network. Stor?ge 7120 storage
appliance
4 GB of memory ixgbel(pci3), ixgbe2(pci2), and
ixgbe3(pci2) connected to the
public network, all aggregated.
Guest domain  Oracle Solaris 11 4 virtual network connections: ~ Redundant I/O paths

SRU 19.6
4 CPUs
4 GB of memory

The admin network has two
virtual networks (vnets) one
from the control domain and
one from the secondary domain
which is IP Multipathed
(IPMPO0).

The public network has two
network connections, one from
the control domain and one
from the secondary domain
which will be IP Multipathed
(IPMP1).

to virtual disk server in
control domain and
secondary domain.

Configuration Illustration

Figure 1 illustrates how the Oracle SPARC server will be configured to allow for

resilient logical domains.




Figure 1 Resilient Environment for Logical Domains
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Steps for Creating the Environment

To following steps define the procedure to create a resilient logical domain
environment, each step is discussed in detail:

1. Configuring and Provisioning the Control Domain

2. Adding a PCI bus to the Control Domain

3. Aggregating Networks and Creating a Virtual Switch to the Control Domain
4. Configuring and Provisioning the Secondary Service Domain
5

Creating the HA Guest Domain

Configuring and Provisioning the Control Domain

The first domain in Oracle VM Server for SPARC is always the control domain. The
main purpose of this domain is to provide an environment where the Oracle VM
Server for SPARC Manager runs. It also provides virtual console services as well as
virtual services to guest domains.

The following steps define the procedure to successfully configure and provision
Oracle VM Server for SPARC 3.1.1 version:

1. Creating an OS Provisioning Profile
2. Creating an OS Configuration Profile

3. Creating the Deployment Plan and Provisioning the Control Domain




Creating an OS Provisioning Profile

The OS provisioning profile (OSP) allows you to set the operating system parameters,
including file system layout, time zones, passwords, and other parameters.

To create the OSP in Oracle Enterprise Manager Ops Center:

1.

Select Plan Management section and expand Profiles and Policies in the
Navigation pane.

Select OS Provisioning profile and click Create Profile in the Actions pane.

Enter the following details in the Create OS Profile - OS Provisioning wizard and
then click Next to specify the OSP parameters.:

= Name and description of the profile.
= Select Oracle VM Server for SPARC as the Subtype.

Select the following parameters in the Specify OSP Parameters step and then click
Next to specify the OS setup:

= Select the Oracle VM Server for SPARC version along with the required Oracle
Solaris 11 OS and SRU. In this example, select the version Solaris 11.1 SRU
19.6.0 (LDom 3.1.1.0).

»  Select solaris-small-server from the Systems Software Group.

Retain the default values for the OS setup parameters or edit the language, time
zone, and NFS4 Domain values for your environment. Enter the root password
and confirm the password. Click Next to specify the user account for Oracle
Solaris 11 OS.

You can also choose to select the Manual Net Boot and Save NVRAMRC options.
For more information about this, refer to the Related Articles and Resources
section.

Root login is not enabled in Oracle Solaris 11 OS. Create a user account to SSH to
the OS after provisioning. Provide a user name and password for the account.

Click Next to specify whether you want to use iSCSI disks for provisioning Oracle
VM Server for SPARC.

Do not select the option to use iSCSI disk as this scenario does not involve the use
of iSCSI disk for provisioning Oracle VM Server for SPARC.

Click Next to specify the file system layout.

Retain the default values for the root (/) and swap file systems. You have the
options to change the swap size and add more ZFS file systems.




Specify File System Layout
Specify the file systems that need to be created.

File Systems (2)

File System Type | Mount Point Device Size (MB)
swap swap rpool 4096

zfs ! rootdisk.s0 Remaining unused space

MNOTE: To allocate the remaining unused disk space to a spedific file system, do not enter any value for its size
{leave the size field blank).

Click Next to specify the name service.

9. If you have a naming service in place, select the appropriate one and provide the
setup details. In this example, select None for the naming service.

If you have any naming service in your setup, refer to the help in the wizard or the
Related Articles and Resources section for information about specifying the
naming services.

Click Next to view the summary of the parameters selected for the profile.

10. Review the parameters selected for the profile and click Finish to create the OS
provisioning profile.

Creating an OS Configuration Profile

The OS configuration profile (OSC) is used to configure the resources for the control
domain, like CPU cores, as well as detach unused buses, set network options, and
other options.

To create the OSC in Oracle Enterprise Manager Ops Center:

1. Select the Plan Management section in the Navigation pane and expand Profiles
and Policies.

2. Select OS Configuration and click Create Profile in the Actions pane.

3. Enter the following details in the Create Profile - OS Configuration wizard:
= Name and description of the profile.
= Select Oracle VM Server for SPARC as the Subtype.
Click Next to specify the control domain parameters.

4. Specify the resources that you want to assign to the control domain. The remaining
resources are available for the logical domains. The following are new additions to
the 12.2 version:

s Allocate CPU resources as Whole Cores. All threads are allocated from the
CPU to the control domain.

m Virtual Disk Server name can be altered from the default.

= Detach unused buses, PCle buses that are not required for use by the control
domain are unassigned and can be used for other domains.




= Enable SR-IOV, permits virtual functions to be shared from the PCle card if the
card permits.

In this scenario, select the following configuration parameters for the control
domain:

s Oracle VM Server Version: Select the Solaris 11.1 SRU 19.6.0 (LDom
3.1.1.0) version to be installed.

s CPU Model: Use Whole-core to allocate the CPU resource in cores.

s CPU Cores: Enter four CPU core to be allocated to the control domain.
= Memory: Enter 16 GB as the memory required for control domain.

= Virtual Console Port Range: Enter the range between 5000 to 6000.

Do not provide any values for Requested Crypto Units and Max CPU Cores.
Retain or edit the default name of the virtual disk server. Select the option Detach
Unused Buses.

Click Next to specify the OS management details.

5. Select the option Enable Multiplexed I/O so that you can associate block storage
libraries such as SAN and iSCSI for storage with the control domain.

Click Next to specify the networking details.
6. Select None as the networking option for Oracle VM Server for SPARC.
Click Next to specify the networking details for Oracle VM Server for SPARC.

7. Select the network interface to use for OS provisioning. Select the Controller that
hosts the network interfaces and the corresponding network interface. The
Address Allocation is Use Static IP by default and cannot be modified.

Select Auto to create a virtual switch automatically for the network connection to
the control domain. The virtual switch is created in the default format. For
example, the network 192.0.2.0/24, the virtual switch is created as 192.0.2.0_24.

Note: As Figure 1shows, the networks of the control domain are
aggregated. However, as the option Detach Unused Buses is selected,
this would mean pcil would not be owned by the control domain, so
aggregation as required (for using pci0 and pcil) is not possible.
Aggregation will happen later when pcil is re-added and owned by
the control domain.

Click Next to view the summary of the parameters selected for OS configuration.

8. Review the parameters and click Finish to create the OS configuration profile.

Creating the Deployment Plan and Provisioning the Control Domain

The Deployment Plan combines the OSP and OSC to provision and configure the
control domain.

To create the deployment plan in Oracle Enterprise Manager Ops Center:
1. Select Plan Management section in the Navigation pane.

2. Expand Deployment Plans and select Provision OS.




3. Click Create Deployment Plan in the Actions pane.

4. Enter the following information for the deployment plan:
= Name and description for the plan.
= Select Stop at Failure as the Failure Policy.

= Select the corresponding OS provisioning and configuration profile created for
the control domain.

5. Click Save to create the deployment plan.

Once the Deployment plan has been created, the next task is to provision the control
domain. To do this selects the ILOM server from the assets menu and select Install
Server from the Actions panel. A job will be created, similar to the one below after
completing the steps:

Task Target of the task Result Elapsed Time
4 = 15-2-tup540 15-2-tup540 Flow execution is in progress 00 hr, 00 min, 08 sec
4 == 15-2-tvp540 -
4 == Provision OS
) Setup Clients task is successfully
& SetupInstall Cliert 1016321279 Less than a second
completed, (32519)
Configured the Oracle Vi Server for
& Configure Virtualizat 10.163.212.79 SPARC as per the values setin Less than a second
Oracle WM Server for SPARC profile.
Created Auto Install client 15-2-
== Configure Install Ser 10.163.212.79 tvpS40-¢' having macaddress 00 b, 00 min, 06 sec
001 0:El:2A:3C:E4.
= ClearZoneController 15-2-tvpS40
=) Resetto Factory Der 15-2-tvp540.

= Metwork Install 15-2-tvp540.
=5 Monitor OS Installstic 10.163.212.79
= Cleanup Client 10163.212.79

4 =5 Configure OS5

= Sefup Configure Clie 10.163.212.79
= Download Agent Ime

=z Download Image PC

= Configure Target Ser 10.163.212.79
=5 Monitor OS Configur 10.163.212.79
e Verify Agentinstall 1016321279
= Cleanup OSC Client 10.163.212.79

Once the Provisioning job has completed successfully, check if the parameters have
been set. This can be seen from the Ul by selecting the Summary tab.

B 15-2-twp540-c

Dashboard Analytics Virtual Services 1/0 Resources
Name: t5-2-bvp540c Oracle VM Server Status: Healthy
Description: Orade VM Server for SPARC Reachable: Yes
Server Pook -
CPU Info: Orade SPARC TS Oracle VM Server Version: 3.1.1.0.5

2 socket(s)

32 core(s) Tags

256 thread(s) Tag Name - Valse

Available CPU Threads: 240 out of 256 legacy tags Kom vinuakzationcontroler

Available CPU Cores: 30 out of 32

Available Memory (RAM): 251 GB cut of 255 G8
Running Time: 1day(s), 15:51 (HH:MM)

»| Control Domain Specification

Memory Size (MB): 4055
CPU Modelk: Who

CPU Cores: 2

Max CPU Cores:

CPU Utilzation: | o




Since the option Detach unused buses was selected in the OSC, the control domain
only owns the pci0 bus. You can verify it in the Ul by selecting the I/O Resources tab,
or in the CLI by logging in to the control domain and using the Idm Is-io command.
From the CLI the output will look similar to the following;:

root@tS5-2-tvpS40-c:/var/tmp# ldm ls-io

DOMAIN STATUS

pPrimary

primary
Pr1ma
primary

1
1
1
(n]

oo

primary
primary

As shown above, the control domain now only owns pci_0.

Adding a PClI bus to the Control Domain

As seen in the output generated by the command 1dm 1s-io, pcil needs to be added
to the control domain, which will provide another network interface and allow
network aggregation across the pci0 and pcil buses.

Currently, the network devices on the control domain are ixgbe2 (net0) and ixgbe3
(netl). You can verify it from the CLI by using the dladm show-phys command.

STA DUPLEX
up 00 full

unknown i unknouwn

up

The device numbers might seem strange at first, as seeing ixbge0 and ixbgel would be
more logical. The reason for the numbering is because of the way Oracle Solaris maps
instance names to physical devices in /etc/path_to_inst. Oracle Solaris keeps a
history about all devices and how they are mapped.

PCle buses cannot be dynamically added to the control domain. Therefore, the control
domain is set in delayed reconfiguration mode. In this mode, operation changes take
effect after the next reboot.

Certain actions, usually one-time actions, cannot be performed from the Ul, such as
adding a PCle bus. These actions need to be performed from the CLI by using 1dm
commands on the control domain. A new feature in Ops Center 12.1 and above allows
using CLI or BUI in parallel to perform administration tasks.

To add a new PCle bus to the control domain:




1. Initiate the delayed reconfiguration state in the control domain by using the 1dm
start-reconf command.

2. Add the PCle bus to the control domain by using the 1dm add-io pci_l primary
command, in this scenario the PCle bus name pcil is added.

3. Reboot the primary domain for changes to take effect.

After the reboot, the control domain is now the owner of pcil and pci0, as shown
below.

twp# Lcm

The network devices available on the control domain are now xgbe2 (net0), ixgbe3
(netl), xgbeO (net4), and xgbel (net5):

This yields the four network interfaces that are required. In the next step, three of the
interfaces for the public network will be aggregated.
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Aggregating Networks and Creating a Virtual Switch to the
Control Domain

Link aggregation increases bandwidth, provides degradation as failure occurs, and
increases availability. In addition, it provides network redundancy by load-balancing
traffic across all available links. If a link fails, the system automatically load-balances
traffic across all remaining links as specified when creating the policy.

For redundancy, network links are used from the pci0 and pcil buses. These are
aggregated for better throughput and added redundancy.

The following steps define the procedure to create the aggregated links and the virtual
switch:

1. Creating Aggregated Links
2. Creating a Virtual Switch

Creating Aggregated Links
To create aggregated link from the UL

1. Expand Assets in the Navigation pane and select the OS of the control domain.

2. Select the Networks tab in the center pane, then the Link Aggregations sub tab,
and click the Create Link Aggregation icon.

t5-2-tvp540-c
EELLET]

Incidents

Analytics Networks

Libraries Storage

Link Aggregations

IPMP Groups

1EFI 802.3ad Link Aggregations (1)

e A e LS SR PR (LTI ' AR Ti—— P

3. Specify a name for the link aggregation and move the network interfaces to the
link aggregation members list, as shown below.

Oracle Erterprise Manager 0ps Center - Create Link Aggregation m
Create Link Aggregation ORACLE
steps TN Specify Link Aggregation * Indicates Rogqueed Fuid

1. Specify Link egation
R e Specky the [EEE B0Z. 3ad Link Aggregation Name and select the physicl interfaces (MICS) you want to aggregate. The Link

® Link Aggregatian | sgort
P
* Link Aggregation Available Network Interfaces Link Aggregation Members.
Members: retl0 natl

FEEE

nats

Lise Cirfe Gk or ShiftwCllok bo sefect mubiple MG,

Ml > Carcal

4. Configure the aggregation links, as shown in the image below.
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Oracke Enterprise Manager Ops Center - Create Link Aggregation (-]

clipate Link Aggregation ORACLE

LI o Configure Link Aggregati * Indicates Required Fedd

Specty the configuration of the 1

2. Conligure Link Aggregation

* Load Balancing || L2 - De
Palicy:

LACP Mode: () Passve o Active off
LACP Timer: @ hort Long

MAL Address Policy: @

MAL Address:

5. Review the summary and click Finish.

You can use the UI or the command line to confirm that the correct changes have
taken place.

From the command line, login to the control domain and run the following
command:

efault# dl:
HTU

As shown in the output above, an aggregated link called aggr0 has been created,
consisting of net 1, net 4, and net 5. This information can also be seen from the U],
as depicted in the image below:

Network Connectivity IPMP Groups Link Aggregations Bandwidth Management

IEEE 802.3ad Link Aggregations (1)

;R
Lirk Aggregation Name | Distairk Mutipathing LACE Mode LACE Timer Load Balencing Polcy | WAL Address Polcy MAC Address
- (M)
L L Actve Short L4 Ao ADIE I MEDFT

setwork Interfaces in agged (3)

e

Creating a Virtual Switch

At this stage, a virtual switch (vsw) for the aggregation link aggr0 needs to be created
for the control domain. This virtual switch connects the guest domain to the public
and admin networks.

To create a virtual switch:
1. Expand Assets in the Navigation pane and select the control domain.
2. Select the Networks tab in the center pane and click Attach Network.

3. Select the public network, in this example is vlan-1234.

12



Oracle Enterprise Manager Dps Center - Attach Network

Attach Network ORACLY

stepr OQTEN, Select Networks

L. Select Networks

Cusrent Connections

= —— ‘

4. Configure the aggregation links, as shown in the image below.

Oracle Enterprise Manager Ops Center - Attach Network

Attach Network ORACLE

steps TN Configure Interfaces

Specify the configy

Assel

Specify Configuration Settings for each Network Connection

Hostname Servica Domasin | SROV | Network ~ PHeyVLAND | Mode NG Switch Mame o= 1P Address
Alocation Method
3 Network: vian-1234

15-24vpSitie primary vian-1234 123 Tagged aggr prémary-prod Do not Allocate P Not Allocsted

5. Review the summary and click Finish.

You can use the command line to view the newly created virtual switch for the
aggregated links (aggr0) by using the 1dm ls-services command.

Configuring and Provisioning the Secondary Service Domain

As mentioned before the secondary service domain has various names, such as
alternate I/O domain or redundant I/O Domain.

By design, the secondary domain will have some physical I/O devices assigned,
which may be a PCle bus root complex, a PCI device, or a SR-IOV (Single Root I/O
Virtualization) virtual function.

Within Oracle Enterprise Manager Ops Center, when creating a secondary domain, the
terms physical I/O domain and root domain are used. The physical I/O domain maps
PCI device end points, and the root domain maps PCle buses, which also has an
option to create SR-IOV functions.

In this example, a Root Domain is created by assigning PCle buses. As seen, the Oracle
SPARC T5-2 server has two free PCle buses that have not been assigned to the primary
Domain (pci2 and pci3). These PCle buses are used to create the secondary domain
(root domain).

The following steps define the procedure to successfully configure a secondary service
domain:

1. Creating the Logical Domain Profile
2. Applying the Logical Domain Profile

13



3.
4.

Provisioning the Secondary Domain OS

Creating Aggregation Link and Creating Virtual Switches

Creating the Logical Domain Profile

To create the secondary service domain in Oracle Enterprise Manager Ops Center, start
by creating a Logical Domain Profile.

To create the Logical Domain profile:

1.

Select Plan Management section and expand Profiles and Policies in the
Navigation pane.

Select Logical Domain profile and click Create Profile in the Actions pane.

Enter the following details in the Create Profile - Logical Domain wizard and
then click Next.

= Name and description of the profile.

= Retain the option to create a deployment plan for this profile.
= Select Root Domain as the Subtype.

Provide a name for the secondary service domain and click Next.

Enter the configuration details for the secondary service domain and click Next. In
this example, you use Whole-Core CPU model with 2 CPU cores and 4 GB of
memory.

Specify the number of PCle buses to be assigned to the secondary I/0O and click
Next. In this example, you assign two buses.

Select a library to store the metadata and the secondary service domain’s storage,
then click Next. In this example, select the local filesystem library and enter the
disk size as 20 GB.

The metadata is on the local disk, file://guest. This is fine for the secondary
domain as it will not be migrated. Only the logical domains and their guests will
get migrated; this makes it mandatory to have the metadata on a shared storage.

Skip the step to specify networks and click Next. This step is optional for this
example.

Review the parameters selected for the profile and click Finish to create the
profile.

Applying the Logical Domain Profile
To apply the logical domain profile in Oracle Enterprise Manager Ops Center:

1.

n

Select Plan Management section in the Navigation pane and expand Deployment
Plans.

Expand Create Logical Domains and select the newly create plan from the list.
Click Apply Deployment Plan in the Actions pane.
In the Select Targets window, select the control domain.

Click Add to Target List to move the selected target Oracle VM Server to the
Target List, then click Next.

Specify the name for the secondary service domain, then click Next.

14



6. Select the PCle buses that will be assigned to the secondary domain and then click
Next. In this example, you assign pcil_3 and pci_2.

Create Logical Domains - Secondary-10-plan v1 ORACLE"

Steps Targets Help PCle Buses Assignment
o

7. Retain or edit the default name of the virtual disk server (vds), then click Next.

8. In the profile to create root domain, the network connections details were not
provided. Therefore, the Network Connection Settings step and Network Resource
Assignments steps are empty. For this example, skip both steps by clicking Next.

9. Schedule the job to run now and click Next.

10. Review the properties and click Apply to apply the deployment plan to create

secondary domain.

Once the job completes successfully, you can use the UI or the command line to
confirm that the changes.

From the command line, login to the control domain and run the following
commands:

From the UI, confirm that the buses have been assigned correctly in the I/O
Resources tab of the secondary domain:

15



B secondary

Dashboard Summary Comsole Virtual Services

Hetwork Storage

FETe /I Buses (2)

Adas Bus name Tyve -

PCle Endpoint Devices (6]

Alas - Devien Name Bict Deenain P Bes Pl St Siates Demain

3 Fihermet Device (2)

Provisioning the Secondary Domain OS

To provision the operating system to the secondary service domain, you need to create
an OS provisioning (OSP) profile, create an OS configuration (OSC) profile, create a
deployment plan for the OSP and OSC profiles, and apply the deployment plan to the
secondary service domain.

Creating an OS Provisioning Profile
1. Select Plan Management section and expand Profiles and Policies in the
Navigation pane.

2. Select OS Provisioning profile and click Create Profile in the Actions pane.

3. Enter the following details in the Create OS Profile - OS Provisioning wizard and
then click Next to specify the OSP parameters.:

= Name and description of the profile.
= Select Logical Domain as the Subtype.

4. Complete the remaining steps according to your requirements. In the Summary
screen click Finish to create the OSP profile.

Oracle Enterprise Manager Ops Center - Create Profile - 0S Provisioning ]
Create FTofiIe - 0S Provisioning ORACLE
steps QTN Summary
th Ll ii i OF Image: Cracle Selaris 111 spare (SRU19.6.0) (AD) i

Software Group: phg fsolarisigroup/systemisobis-smal-server
Langusge: Englsh (7-b2 ASCE)
Time Zone: GMT
Terminal Type: 100
¥ - e Console Serlal Port: fiya
b Eog Console Baud Rate: 9500
WFS4 Domain:  oracle com
Manual Net Boot:
Solaris 1 Update Profile:
Username: jack
Full Hame:
Use iSCSI Disk:

File Systems (2)

File System Type Mourt Point | Device Size (ME)
SWap Swap mpool 4086
s 1 rootdisk.s0 Remaining unused space

Hame Service: DNS x

= Previous Ficish] concel |

Creating an OS Configuration Profile
To create the OSC in Oracle Enterprise Manager Ops Center:
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1. Select the Plan Management section in the Navigation pane and expand Profiles
and Policies.
2. Select OS Configuration and click Create Profile in the Actions pane.
3. Enter the following details in the Create Profile - OS Configuration wizard:
= Name and description of the profile.
= Select logical domain as the Subtype.
Click Next to specify the logical domain parameters.
4. Complete the remaining steps according to your requirements. In the Summary
screen click Finish to create the OSC profile.
Create Profile - 08 Configuration ORACLE
T Summary

Rerview the properties of the profile, Click Finish to save the profils.
Hame: secondary-0SC
Description:
Target Type: VirtualMachine

Automnatically Manage with
Oracle Enterprise Manager
Ops Center:

Deploy Agent Controller:

Enable Multiplexed 1O
(MPRIO)

Humber of Interfaces: 1

Creating the Deployment Plan and Provisioning the Secondary Domain 0OS
To create the deployment plan in Oracle Enterprise Manager Ops Center:

1.

2
3.
4

© ®» N o

Select Plan Management section in the Navigation pane.
Expand Deployment Plans and select Provision OS.
Click Create Deployment Plan in the Actions pane.
Enter the following information for the deployment plan:
= Name and description for the plan.

= Select Stop at Failure as the Failure Policy.

= Select the corresponding OS provisioning and configuration profile created for
the secondary service domain.

Click Save to create the deployment plan.

Once the Deployment plan has been created, the next task is to apply the
deployment plan to the secondary service domain.

Expand Assets in the Navigation pane and select the control domain.
Click Create Logical Domains in the Actions pane.
Select the recently created Deployment Plan and complete the Provision OS step.

In the Boot Interface Resource Assignment step, make sure that the correct boot
interface is selected, as shown below.
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Oracle Enterprise Manager Ops Center - Install Server - secondary-deployment-plan v1 [

Install Server - secondary-deployment-plan vi ORACLE’

_seps  CEETENMETTNN.  Boot Interface Resource Assignments

Rerview or specly the network resources For the boot inberface of sach tanget
3. Boot Interface Resource Assignments TdarkiFy Network Inbarf ace by MAC Address

Boot Interfaces

P
Target Metwork Controder Intertace P i
secondary 05 Metwork - Global Labs. ~ | net0 10183208,
3 v
« Previous Neod = Cancel

10. Complete all other steps as required and then, click Finish. A job, similar to the
one depicted below, will run.

Oracle Enterprise Manager Ops Center - Job Target Details -]
Job Composition for secondary Elapsed Time: 00 hr, 03 min, 32 sec
= "
e v
Task Target of the task Result Elapzed Time
4 = secondary secondary Flow execution is in progress 00 hr, 03 min, 32 sec

4 == Provision 05
- Setup Clents task is successfully
& Setup insted Clent 10163222159 completed, (32515) Less than o second

Enabie chent task is successiuly

& Configure install Ser 10163223193 00 hr, 00 min, 09 sec
completed
& OearZoneController secondary Task completed successfully. (15029) Less than a sacond
‘Starting WAN boot of Sclariz 11
Network instal secondary 00 hr, 03 min, 10 s8¢
— SPARC cient secondary.

=g Monicr OS Installatic 10163223199
=y Cleatup Clent 10163223199
4 my Configure 05
=y Setup Configure Chie 10.163.223.159
4 =g Download Agent Ime
= Download Image PC
=y Configure Target Ser 10163223199
=y Monkor OS5 Configur 10163223189
= Werify Agent Instal 10163223129
e Cleanup OSC Client 10163223193
=g Enable SRIOV on Do t5-2-tvpsd0-c

Cloze

It is possible and recommended to view how the install is progressing. To do this, log
on the control domain and view the /var/log/vntsd/secondary/console-1log file as
shown below.

Once the job has completed successfully, confirm the set-up is correct in the UI or the
command line.
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Creating Aggregation Link and Creating Virtual Switches

As with the control domain, the public network for the secondary service domain are
aggregated links in order to provide resilience and better throughput.

Creating aggregated links in the secondary domain is a similar process to the one used
to create those links in the control domain virtual switch (vsw). However, another
virtual switch for the admin network needs to be created.

Creating Aggregated Links
To create aggregated link from the UL

1. Expand Assets in the Navigation pane and select the OS of the secondary domain.

2. Select the Networks tab in the center pane, then the Link Aggregations sub tab,
and click the Create Link Aggregation icon.

t5-2-tvp540-c

Dashboard Summary Libraries Storage Analytics Incidents

Network Connectivity_\_IPHP Groups P TR —

1Ef:E 802.3ad Link Aggregations (1)

O -

S T L e i Bl LBt [ TR | AP Timne ¥ el b s

3. Specify a name for the link aggregation and move the network interfaces to the
link aggregation members list, as shown below.

ORACLE

Specify Link Aggregation * Indhcates Recuired Faskd

Spexcify the: IEEE 802 3ad Link Aggregation Name and select the physical inberfaces (NICs) you wank bo agoregate. The Link
Agoregation created would be persisted across reboots,

* Link Aggregation  ager(

Mame:
* Link Aggregation | Available Network Interfaces 4| Link Agaregation Members
Members: ‘:' retl
= ret2
1C3]
— met3
&)

Lise Cinfi-Cliok or Shift+ ok bo sefect mulbipds NICs,

4. Configure the aggregation links, as shown in the image below.
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Oracke Enterprise Manager Ops Center - Create Link Aggregation (-]

clipate Link Aggregation ORACLE

- Conre Link
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2. Conligure Link Aggregation

* Load Balancing || L2 -
Palicy:
L3-

LACP Mode: () Passve o Active off
LACP Timer: @ Short Lang
MAL Address Policy: @ Aute Feced

MAL Address:

5. Review the summary and click Finish.

You can use the UI or the command line to confirm that the correct changes have
taken place.

From the command line, login to the secondary domain and run the following
command:

As shown in the output above, an aggregated link called aggr0 has been created,
consisting of net 1, net 2, and net 3. This information can also be seen from the U],
as shown below:

Manitoring

Terminal Boot

TEEE 802.3ad Link Agoregations (1)
x 7

Lk Aggregation Nare | Dsteink Mulatting | LACP Mode LACE Tiner Losd Buancing Polcy | MAC AGdressPoicy | MAC Addrass
- L)

a0 o Actve Short [0 Auto DI

Network Intesfaces in agge0 (3}
"

Creating a Virtual Switch

The command line output shown below shows that the primary domain has two
virtual switches; one from the admin network and another from the public network.
The secondary domain, on the other hand, has no virtual switches.
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To create a virtual switch for the admin network:

1. Expand Assets in the Navigation pane and select the control domain that was just
created.

2. Select the Networks tab in the center pane and click Attach Network.

3. Select the admin network, in this example is 0S Network.

Switch name Link e P adaress

101632080 20 et - 1016321278

0000

4. Configure the aggregation links, as shown in the image below.
= Ensure the secondary service domain is selected.
»  Select the correct NIC, in this example is net0.
= Enter a name for the Switch Name, in this example secondary-mgmt.

s No Network IP address is allocated.

Attach Network ORACLE

Steps Configure Interfaces

3. Configure Interfaces Asset/Server Pool t5-2:tv
Name:

Specify Configuration Settings for each Network Connection

Bdress
Swich Name P Address

Hastname Service Domain | BRIV | Network « PHeyLANID | Mode ion Mt

5. Review the summary and click Finish.

You can use the command line to view the newly created virtual switch.

6. Repeat the steps to create another virtual switch for the aggregated link on the
secondary service domain. Ensure that:
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s The secondary service domain is selected.
»  Select the correct NIC, in this example is aggr0.
= Enter a name for the Switch Name, in this example secondary-prod.

s No Network IP address is allocated.

You can verify both virtual switches were created from the command line or UL In the
control domain, it is possible to see the networks crated for the control domain and
secondary domain.

Creating the HA Guest Domain

In Oracle Enterprise Manager Ops Center, it is possible to create two types of Guest
Domains: Guest Domain and HA Guest Domain. The required criteria for creating a
HA Guest Domain is:

s  Two network connections for each network
= Redundant storage access to the virtual disks

Since the goal of this paper is to help create a resilient environment, a HA Guest
domain is created. The following steps define the procedure:

1. Creating the HA Guest Domain Profile
2. Applying the HA Guest Domain Profile
3. Provisioning the HA Guest Domain OS

It is also possible to combine multiple profiles mentioned above in a complex plan,
thus enabling just one job to create the Guest HA container and install the OS.

Creating the HA Guest Domain Profile

To create the HA guest domain:

1. Select Plan Management section and expand Profiles and Policies in the
Navigation pane.

2. Select Logical Domain profile and click Create Profile in the Actions pane.

3. Enter the following details in the Create Profile - Logical Domain wizard and
then click Next.

= Name and description of the profile.

= Retain the option to create a deployment plan for this profile.
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s Select HA Guest Domain as the Subtype.
4. Provide a name for the HA guest domain and click Next.

5. Enter the configuration details for the HA guest domain and then click Next. In
this example, you use Virtual CPU model with 4 CPU threads and 4 GB of
memory.

6. Select a library to store the metadata and the HA guest domain’s storage, then
click Next.

In this example, select the NAS Filesystem Storage as storage type to store the
metadata and select the predefined NFS share. Select the Dynamic Block Storage
from the menu, which is a Sun ZFS Storage 7120 appliance, to be the storage for
the guest domain and specify the size of 20 GB.

Create Profile - Logical Domain ORACLE

steps QTN Specify Storage and Disks

Select a lbrary to store the logical domain metadata and the lbraries to be used for logical domain's storage.

Storage for the domain [ HAS Ei v lg " =

4. Specify Storage and Disks | B o

]
ed
Type Licwary LUNA/rtual Dsk Name Velume Group :’:‘
| e — 3 v,
ok Steragd v ZFS Storage 7. [ Create LUN tankficcalOC
NAS Flesystem Storage

Static Block Storage
Dynamic Block Storage

Local Flesyslan Storage
Local Dvices

7. Specify the networks to add to the HA Guest by adding two network connections
for each of the networks (admin and public).

Create Profile - Logical Domain ORACLE

steps QN Spedfy

Select the networks to be connected to the logical domain and the number of connections for each network, The
order of the networks entered would be used when binding the networlks to the NICs during the profile execution.

4. Specfy Storage and Disks Network Specifications
rks
5. Spedify Netwo: o X

f
Metwork Domain Network Humber o

defaull 05 Network - Giobal Labs UK
defaut vian-1234 v
05 Metwork - Global Labs UK

5P Network - Global Labs LK
vien-1234 I3

8. Review the parameters selected for the profile and click Finish to create the
profile.
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Steps

6. Summary

fy Profie CPU Threads:
CPU Architecture:

oRACLE

native

Requested Crypto Units: -

Memory:

Priarity of Recovery:
Authorize recovery without redundant POz
Metadata Library Type:

Metadata Library:

Automatic Recovery: N

Mo
NAS
Ldom-metadats

Virtual Disks: | Volume

UM Virtual Required
Type | LB o mame | Group

Size(GB)

Dynamic IFS tankflocalfOC 21
Storage Storage 2
7120 r

HEETE Hetwark Nel . NHumber of

Domain Connections.

default OS Network - Global 2

Labs LK
default vian-1234

Applying the HA Guest Domain Profile
To apply the logical domain profile in Oracle Enterprise Manager Ops Center:

1. Expand Assets and select the control domain.

2. Click Create Logical Domains in the Actions pane.

3. Select the HA Guest profile that was just created and click Apply Plan.
4. Retain the default name and click Next.

5. Retain the values for metadata and virtual disks, select which devices to

multi-path, and chose one for the active path.

Since the objective is to create a redundant guest domain, provide a LUN from
both the primary and secondary domains. One path must be chosen as the active
path.

Create Logical Domains - HA-Guest-plan v1 ORACLE

Steps

e i

2. Storage Resource Assignments

Storage for the domain metadata: NaS Flesystem Storage ™ | Ldom-metadata

Virtual ify for L
L+
Hukpathing Requ

Type Library LUNAVirsal Disk Hame. | Volume Groop | o F) size(
Dynamic ... ZFS Starag... | Create LUN tankfiocald | £l E
Edit Multipathing For Device Create LUN
Select Service Name Domain ame Active Path

7 secondary-vdsd secondary

¥ primary-vdsd primary £l

<prevous | Nests |

Cancel

Click Next.

Choose Untagged as the mode for the public network (vlan network) so that the
guest OS will see the network as untagged.
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Create Logical Domains - HA-Guest-plan v1 ORACLE

_steps  QEETTERMETTIN. Specify Network Connections Settings

. Specify whether the netwerk conmection must be created using virtual functicn or vmet, and slss the taggng
- mode for networks configured with VLAN ID.
3. Specify Network Connections Settings

Metwork connections
Network SR-IOV | VLAN D/ P-KEY
05 Network - Global Labs UK.

ork - Global Labs UK

vian-1234 1234 Untagged B4
Tagged
Untagged I

7. Specify the network from each domain. One connection will be for the control
domain and the other for the secondary domain, to ensure that there is
redundancy.

Create Logical Domains - HA-Guest-plan v1 ORACLE

Steps k ¢ Assh

Spexify the network resource fior each logical domain.
Iy Metwork H tangs Targek: t5-2-tvp540-c
4. Networks Resource Assignments
Network Specifications for Logical domain GuestHA1

Service VLAN D/
Network SRAOV | ooenain Map connection PKEY Mode
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crn—a%

< Previous Next> | Cancel

8. Review the Summary and click Finish to complete the HA guest domain
installation.

After the job completes successfully, HA guest domain is created. The guest
domain appears in the Navigation pane listed under the corresponding control
domain.

Provisioning the HA Guest Domain OS

Installing the OS requires creating the OS Provisioning Profile (OSP) and OS
Configuration Profile (OSC), then combining the Profiles in a Deployment Plan to
apply it to the HA guest domain.

Creating an OS Provisioning Profile
1. Select Plan Management section and expand Profiles and Policies in the
Navigation pane.

2. Select OS Provisioning profile and click Create Profile in the Actions pane.

3. Enter the following details in the Create OS Profile - OS Provisioning wizard and
then click Next to specify the OSP parameters.:

= Name and description of the profile.
= Select Logical Domain as the Subtype.

4. Complete the remaining steps according to your requirements. In the Summary
screen click Finish to create the OSP profile.
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Creating an OS Configuration Profile
Within this profile you use IPMP for the networks to achieve the goal of having
resilient networks.

To create the OSC in Oracle Enterprise Manager Ops Center:

1. Select the Plan Management section in the Navigation pane and expand Profiles
and Policies.

2. Select OS Configuration and click Create Profile in the Actions pane.

3. Enter the following details in the Create Profile - OS Configuration wizard:
= Name and description of the profile.
= Select logical domain as the Subtype.
Click Next.

4. Select to manage the OS automatically and deploy the Agent Controller to manage
the asset. Select the option Enable Multiplexed I/O so that you can associate block
storage libraries such as FC and iSCSI for storage with the OS.

Click Next to specify the networking details.

5. Select Use IPMP as the networking option, then click Next to specify the
networking details.

6. Create two IPMP groups and specify two interfaces for each, then click Next.

Because resilience is required, two IPMP groups are created. One will be used for
the admin network and the other from the public network. Each network should
have two connections, one from the control domain and another from the
secondary service domain.

Create Profile - 0S Configuration ORACLE

sters QTN Specify IPMP Groups
Speify the IPMP groups and the assodated fadure detection methods.

IPMP Groups (2)

@_,x

PP Group Name Failure Detection Humber of interfaces

Link-Based
Link-Based

1. Specify IPMP Groups

7. Specify the physical network interfaces for each IPMP groups as show in the
image below, then click Next.
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P .

Specify IPMP Interfaces

interface, Select Assign [P Address to assin the IP address during configuration.

2. Specify IPMP Interfaces Network Interfaces in ipmp1 (2)
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Standby inerface | Assign P Address

interface 0 ] e
Interface 1 E

Network Interfaces in ipmp2 (2)
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interface 0 v |
Interface 1 V] o

Specify the physical network interfaces for each IPMP group. Always define the first interface as the boot
interface. Select the approgriate check boxes for Falover o Standby interface to define the type of network

ORACLE

This configuration states how to set up the IPMP groups and how the failover

should be initiated, such as Link Based or Probe-Based.

8. Review the summary information, and then click Finish.

Create Profile - 0S Configuration

sers QTN

Summary
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Enable Multiplexed 'O
(MPxIO):

Use IPMP:

4. Summary IPMP Groups (2)

IPMP Group Name Link-Based
ipmp1

ipmp2

Network Interfaces in ipmp1 (2)

Interface Fadover Standby Interface
Interface 0

Interface 1

Network Interfaces in ipmp2 (2)

Interface Failover Standby Interface
Interface 0

Interface 1

ORACLE
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Assign IP Address

Assign IP Address |

< Previous I| Finish || Cancel
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Creating the Deployment Plan and Provisioning the Control Domain
To create the deployment plan in Oracle Enterprise Manager Ops Center:

1. Select Plan Management section in the Navigation pane.

2. Expand Deployment Plans and select Provision OS.
3. Click Create Deployment Plan in the Actions pane.
The Create a Deployment Plan window is displayed.
4. Enter the following information for the deployment plan:

= Name and description for the plan.

= Select Stop at Failure as the Failure Policy.
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= Select the corresponding OSP and OSC profiles created for the HA guest
domain.

5. Click Save to create the deployment plan.

Once the Deployment plan has been created, the next task is to apply the
deployment plan to the HA guest domain.

6. Expand Assets in the Navigation pane and select the HA guest domain.
7. Click Install Server in the Actions pane.

8. Select the recently created Deployment Plan for the HA guest domain, click Apply
Plan and complete the first steps of Install Server wizard.

9. In the Boot Interface Resource Assignment step, select the primary interface to
install the OS and assign an IP address, then click Next and complete the next
steps.

Install Server - Guest-HA v1 ORACLE
_steps TSNS Boot Interf e Assig

Review or specfy the network rescurces for the boot interface of each target.

3. Boot Interface Resource Assignments Tdenitify Network Intarface by MAC Address

Boot Interfaces
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< Previous | Hext > Cancel |

10. In the Network Resource Assignments step, select the correct network for each of
the IPMP groups, then select the correct Network Interfaces for the IPMP groups,
and assign an IP address. Then click Next.

Install Server - Guest-HA v1 ORACLE

_steps QTSR Network Resource Assignments

Review o specify the network resources for each target.

Target: GuestHA1

6. Network Resource Assignments TP Groups (2]
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Install Server - Guest-HA v1 ORACLE
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Review or specify the netwark resources for each target.

Target: GuestHA1

6. Network Resource Assignments TPHP Groups (2)
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11. Complete the remaining steps, schedule the job to run now, and click Apply to
start a job to install the OS on the HA guest domain immediately.

It is possible and recommended to view how the install is progressing. To do this, log
on the control domain and view the /var/log/vntsd/ha-guest/console-1log file as
shown below.

Once the job has completed successfully, confirm the setup is correct in the Ul or the
command line.

What’s Next?

This document demonstrated how to improve the resilience of a guest domain by
creating a secondary service domain. This was demonstrated by configuring an Oracle
SPARC T5-2 server with a control domain and a secondary domain with redundant
I/0 access to and from a guest domain as configured within Oracle Enterprise
Manager Ops Center. This configuration was tested by first halting the control domain
and monitoring all guest operations. This test showed no loss of service in the guest
domain. The test was repeated by halting the secondary domain, and again, there were
no interruptions on the guest.

To take resilience to the next step, Server Pools should be introduced. These can
perform automatic recovery of guests in the event of server failure. See the following
documents for information about server pools:

»  Oracle Enterprise Manager Ops Center Virtualization Guide

»  Oracle Enterprise Manager Ops Center Creating a Server Pool for Oracle VM Server for
SPARC
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Related Articles and Resources

The Oracle Enterprise Manager Ops Center 12c Release 3 documentation is available at
http://docs.oracle.com/cd/E59957_01/index.htm.

See the following documentation for more detailed information:

»  Oracle Enterprise Manager Ops Center Creating a Server Pool for Oracle VM Server for
SPARC

»  Oracle Enterprise Manager Ops Center Virtualize Reference for information about
LDom creation

»  Oracle Enterprise Manager Ops Center Operations Reference for information about OS
provisioning

s Oracle VM Server for SPARC documentation at
http://www.oracle.com/technetwork/documentation/vm-sparc-194287.html

For current discussions, see the product blog at
https://blogs.oracle.com/opscenter.

See the Deploy How To library at http: //docs.oracle.com/cd/E59957_
01/nav/deploy.htm and the Operate How To library at
http://docs.oracle.com/cd/E59957_01/nav/operate.htm for deployment and
operational examples.
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Accessibility Program website at
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc.

Access to Oracle Support

Oracle customers that have purchased support have access to electronic support
through My Oracle Support. For information, visit
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=info or visit
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs if you are hearing
impaired.
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