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Preface

This guide provides instructions for installing Oracle Communications Policy Management (also referred
to as Policy Management) software for Wireless and Fixed Broadband on Bare Metal Hardware. Where
specific procedures are described in related documents, you are referred to those documents.

1.1Related documents

The following Tekelec Platform documents are available from the Oracle Help Center website at
https://docs.oracle.com/cd/E91277 01/index.htm

[1] E87831—HP Solutions Firmware Upgrade Pack, Software Centric Release Notes, Release 2.2.12
(see Note)

[2] E87833—O0racle Firmware Upgrade Pack, Release Notes, Release 3.1.8

[3] E87832—O0racle Firmware Upgrade Pack, Upgrade Guide, Release 3.1.8

[4] E53017—TPD Initial Product Manufacture, Release 6.7.2+

[5] E91175-01—PMAC 6.5 Configuration Reference Guide

[6] E92942-01—Tekelec Platform Distribution Licensing Information User Manual, Release 7.5

[7] E90680-01—Tekelec Virtualization Operating Environment (TVOE) Software Upgrade Procedure
Release 3.5

[8] E93043 01—PM&C Incremental Upgrade Release 6.5

NOTE: The HP Solutions Firmware Upgrade Pack (HP FUP) is provided for HP hardware purchased
through Oracle. If you need assistance, contact My Oracle Support.

The following Policy Management documents are available from the Oracle Help Center website at
http://docs.oracle.com/en/industries/communications/policy-management/index.html Release 12.5

http://docs.oracle.com/cd/E89548-01/index.htm

[1] E89544-01—Release Notes

[2] E89531-01—Configuration Management Platform, Wireless User's Guide, Release
[3] E89530-01—Platform Configuration User's Guide, Release

[4] E89546-01—Network Impact Report

[5] E89535-01—Policy Front End Wireless User's Guide

[6] E89538-01—Mediation Server User's Guide

[7] E89536-01—Troubleshooting Reference

[8] E89533-01—SNMP User's Guide

[9] E89537-01—Analytics Data Stream Wireless Reference

[10]E89534-01—0SSI XML Interface Definitions Reference

The following documents are available from the Oracle Technology Network at
http://www.oracle.com/technetwork/topics/security/alerts-086861.html:

e  C(ritical patch update advisories
e Security alerts


https://docs.oracle.com/cd/E91277_01/index.htm
http://docs.oracle.com/en/industries/communications/policy-management/index.html
http://docs.oracle.com/cd/E89548-01/index.htm
http://www.oracle.com/technetwork/topics/security/alerts-086861.html
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1.2Acronyms

Table 1. Acronyms

Term Definition

CMP Configuration Management Platform—component of a Policy Management system

ECO Engineering Change Order

FUP Firmware Upgrade Pack

iLO Integrated Lights-Out—an HP embedded server remote management feature

ILOM Integrated Lights Out Management. An Oracle embedded server remote management
feature

IMI Internal Management Interface

IPM Initial Product Manufacture

MPE Multimedia Policy Engine—component of a Policy Management System

MRA Multiprotocol Routing Agent—also referred to as the Policy Front End (PFE)—component of a
Policy Management System

NW-CMP Network-Level CMP in a Multi-Level OAM Policy Deployment

OA HP Onboard Administrator

OAM The Operat?on, Administration, and Management network (The Platform documentation
refers to this as the XMI network.)

UDR User Data Repository

PCRF Policy Charging and Rules Function

PEE Policy Front End (also referred to as Multiprotocol Routing Agent)—component of a Policy
Management System

PM&C Platform Management and Configuration

REP A replication network, to carry database replication traffic between servers in a cluster

RMS Rack-Mounted Server

S-CMP Site-Level CMP in a Multi-Level OAM Policy Deployment

SIG-A The Signaling A network (The Platform documentation refers to this as the XSI-1 network)

SIG-B The Signaling B network

SIG-C The Signaling C network

SSH Secure Shell

TPD Tekelec Platform Distribution

TVOE Tekelec Virtualization Operating Environment.

XMI External Management Interface—see OAM

XSI-1 External Signaling Interface 1—see SIG-A
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1.3Terminology
Table 2. Terminology

Term

Description

Configuration Management
Platform (CMP)

(CMP) A centralized management interface to create policies, maintain policy
libraries, configure, provision, and manage multiple distributed MPE policy server
devices, and deploy policy rules to MPE devices. The CMP has a web-based
interface.

Multimedia Policy Engine
(MPE)

A high-performance, high-availability platform for operators to deliver and
manage differentiated services over high-speed data networks. The MPE includes
a protocol-independent policy rules engine that provides authorization for
services based on policy conditions such as subscriber information, application
information, time of day, and edge resource

utilization

Policy Front End (PFE)

Previously known as Multi-
Protocol Routing Agent
(MRA)

Scales the Policy Managementinfrastructure by distributing the PCRF load across
multiple Policy Server (MPE) devices

Mediation

Component that interfaces with SPR and Boss to process subscriber profile and
service subscription data

TPD

Oracle Communications: Tekelec Platform Distribution. A standard Linux-based
operating system packaged and distributed by Oracle. TPD provides value-added
features for managing installations and upgrades, diagnostics, integration of 3rd
party software (open and closed source), build tools, and server management
tools.

TVOE

A TPD-based virtualization host. TVOE allows for virtualization of servers so that
multiple applications can reside on one physical machine while retaining
dedicated resources. This means software solutions that include multiple
applications and require several physical machines are installed on very few
(possibly one) TVOE Hosts.

PM&C

Provides hardware and platform management capabilities at the site level for
Tekelec platforms. The PM&C application manages and monitors the platform
and installs the TPD operating system from a single interface

Perform initial configuration

The perform initial configuration is added to the policy server using the platcfg
utility that brings the network interface for the server online and allows
management and configuration from the CMP

Platcfg

The Oracle platform configuration utility used in TPD to configure IP and host
values for a server.

Primary Site (Sitel)

A site where the MPE, MRA, Mediation primary cluster exists with co-located
active and standby servers

Secondary Site (Site2

A site where the MPE, MRA, Mediation secondary cluster exists with co-located
active and standby servers for disaster recovery

HP c-Class

HP blade server system

Data Source

Interface that provides data to components
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2. INSTALLATION OVERVIEW

This document describes how to install the 12.5 Policy Management applications on supported hardware
platforms.

At the completion of installation, assuming that networking is correctly configured, you can do the
following:

e Login to the management interfaces for the Policy Management system from your network

e Access the management interfaces for the Policy Management system from a remote location
(specifically, an Oracle support office)

e Verify that there are not any alarms for the Policy Management system

e Make a test call through the Policy Management system

2.10verview of Installed Components

This document describes methods utilized and procedures performed to configure hardware used with
Policy Management software and to install Policy Management components on that hardware.

The Policy Management components are:

e  Multimedia Policy Engine (MPE)—a required element that provides policy control decisions and
charging control

e Policy Front End, also called the Multimedia Routing Agent (MRA)—an optional element that
maintains bindings that link subscribers to MPE devices

e Configuration Management Platform (CMP)—a required element that provides element
management functions

e Mediation—a required element in a Wireless-c network that manages subscriber resources and
data

2.20verview of the Installation process
There are two starting points for installation:

e Equipment ordered from, pre-configured from, and installed by Oracle
e Equipment ordered and installed by the customer

In the first case, there is a known pre-configuration of the equipment that can reduce the installation
time.

In the second case, you verify the hardware installation and cabling before starting. Also, additional steps
are required for initial configuration of systems. In this case, it is possible that firmware revisions are
newer than the qualified baseline. This document may not be enough to deal with all issues for your
installation. At a minimum, the hardware configuration and cabling Technical References for the
installation are needed. This document assumes that all hardware meets Oracle specifications.

You can configure the Policy Management software to operate in an environment of multiple internal
and external networks, including the following:
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For Oracle hardware, the Oracle Integrated Lights Out Management (ILOM) feature, an
independent subsystem inside an Oracle server which is used for out-of-band remote access

For HP hardware, the integrated Lights Out (iLO) feature, an independent subsystem inside an HP
server which is used for out-of-band remote access

For all configurations (c-Class and RMS), an administrative (OAM) network, to carry internal
management traffic between Policy Management servers

A signaling (SIG-A) network, to carry signaling traffic between Policy Management servers and an
external network (a second signaling network, SIG-B or SIG-C, is also supported)

A replication (REP) network, to carry database replication traffic between servers in a cluster

These networks must be cabled in a specific topology of internal cabinet cabling, switches, and external
connections supported by the platform software. Different hardware requires different topologies. This
document assumes that the specific topology appropriate for your hardware is installed and verified

correct.

Installing Policy Management software involves a number of steps that you or others must complete in
the following order:

1.
2.
3.

Planning the installation. See Section 3, Planning Your Installation.

Reviewing and meeting system requirements. See Section 4, System Requirements.

Preparing the hardware and operating-system environment (including management servers if
required). See Section 5, Preparing the System Environment.

Installing the Policy Management software. See Section 6, Configure Policy Application Servers
in Wireless Mode

10
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3. PLANNING YOUR INSTALLATION

This section provides a planning overview of the Installation activities.

3.1About Planning Your Policy Management Installation

To install and use Policy Management software, you must plan your system by performing the following
tasks:

e Determine the services and the mode you want to provide; for example, Wireless or Wireless-C
(see note)

e Determine the names and addresses of network elements used in your network with which
Policy Management interacts.

e Determine the names and addresses of external data sources used in your network with which
the Policy Management software interacts; for example, subscriber profile repositories, on-line
charging servers, and offline charging servers.

e Choose the Policy Management components you want to install.

e Install Policy Management software and any optional components.

e Configure each Policy Management component.

NOTE: Wireless-C supports a wireless system supporting a Mediation server; SMS Notification Statistics;
and SCTP counters.

Oracle recommends contacting Oracle Consulting regarding your plans.

3.2About Test Systems and Production Systems

Some prefer to test the Policy Management software in a separate environment to verify its functions,
behavior, and performance before introducing it to their networks. Oracle recommends that a lab
solution be installed that is a replica of the product environment. A lab solution is used to test and verify
use cases before being implemented in a production environment, as well as test configurations or
features ahead of implementation.

A test system focuses on only one integration point at one time; for example, throughput or connectivity.
In some cases, a test system uses a traffic simulator instead of the actual subscriber data during testing.

For detailed information about Policy Management components, see the Configuration Management
Platform Wireless User’s Guide

See Section 4, System Requirements, for information about required hardware and software.

3.3System Deployment Planning

The decision of what interconnect method to use depends on the server hardware and the
implementation scale, and you decide before placing an equipment order.

3.3.1 Networking (c-Class Hardware)

HP c-Class systems are connected to your network using Ethernet uplinks directly from enclosure
switches. The HP Proliant 6120XG or 6125XLG switches are supported with an uplink capacity of 10 GB or
higher.

11


http://docs.oracle.com/cd/E89529_01/docs.124/E89531_01.pdf
http://docs.oracle.com/cd/E89529_01/docs.124/E89531_01.pdf

Policy Management Bare Metal Installation Guide

3.3.2 Networking (RMS Hardware)

Oracle and Oracle RMS X5-2 RMS, as well as HP RMS, are each connected individually to your network
using IP networking switches. This includes installed interfaces NIC1, NIC2, and iLO.

3.4About Installing and Maintaining a Secure System
The following principles are fundamental for establishing and maintaining a secure system:

e Change the factory default passwords immediately, but keep a secure record of your changes.
This includes the root user passwords to servers as well as the passwords to the administrative
accounts for HP OA, Platform Management and Configuration (PM&C), and the Policy
Management CMP system.

o Keep software up-to-date. You must keep the product and the installed software dependencies
up-to-date. This includes the latest product release and any patches that apply to it.

e Keep up-to-date on security information. Oracle regularly issues security-related patch updates
and security alerts. You must install all security patches as soon as possible. See related Oracle
patch and security bulletins for more information. See also Section 4.1.5, About Critical Patch

Updates.

12
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4. SYSTEM REQUIREMENTS

This chapter describes the hardware, firmware, operating system, and software requirements for
installing software.

4.1 Software Requirements

The Policy Management software runs as a set of applications under an operating environment on server
hardware (which can have its own management software). Later releases of software may be posted as
per the latest Oracle engineering change order (ECO).

4.1.1 Operating Environment

Tekelec Platform (TPD)—ISO or USB image file:

e TPD.install-7.6.0.0.0_88.54.0-OracleLinux6.9-x86_64.iso
e TPD.install-7.6.0.0.0_88.54.0-OracleLinux6.9-x86_64.usb

Tekelec Virtual Operating Environment (TVOE)—ISO or USB image file:

e TVOE-3.5.0.x.x_86.46.0-x86_64.iso
e TVOE-3.5.0.x.x_86.46.0-x86_64.usb

NOTE: TVOE is used for the PM&C (Platform Management and Configuration) server

4.1.2 Platform Management and Configuration (PM&C)

For HP c-Class hardware, the Platform Management and Configuration (PM&C) server is required. PM&C
is an Oracle application that provides tools to manage multiple enclosures and server software, as well as
networking equipment (enclosure switches). The Platform Management and Configuration (PM&C)
server can also be used for RMS installations but is optional.

o  PMAC-6.5.0.x.x_x.X.x-x86_64.iso

4.1.3 Policy Management Application
The Policy Management software consists of the following products:

o CMP: cmp-12.5.0.0.0_x.x.x-x86_64.iso

e MPE: mpe-12.5.0.0.0_ x.x.x-x86_64.iso

e MRA (PFE): mra-12.5.0.0.0_ x.x.x-x86_64.iso

e Mediation: mediation-12.5.0.0.0_ x.x.x-x86_64.iso

13
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4.1.4 Acquiring Software

If you have a commercial license, you can download your software from the Oracle Software Delivery
Cloud, which is specifically designed for software fulfillment.

For patches, see My Oracle Support.

NOTE: The following is an example of downloading the Policy Management software.

CLOUD

Oracle Software Delivery Cloud

Here you can download Oracle software products. If you have
questions regarding the download process, please see our
Frequently Asked Questions. Mew User? Register Here

Forgot User ID [ Password?

5. Set the Search by field to Oracle Communications Policy Management select 12.5.0.0.0

cLoOuUD FAQ bradley.oppermann@oracie.com English Sign Out

Oracle Software Delivery Cloud

Need Help? Contact Software Delivery Customer Service

To add items to your Download Queue, enter the Oracle Product or Release into the type-ahead field below, then select from the list of available ~
platforms. The title will be displayed in the Download Queue. Repeat this step for all titles you wish to download. Once complete, click 'Continue’.

Filter Products by W] programs ] LinuxfovMpvMs [ Self-Study Courseware  [] 1-Click Offerings

Search by |ai Orade C ications Policy M t % Select Platform +
Oracle C icath Policy P t, Second
Level Authentication

-~
Download Ques [ contiue |
Q Oracle C icati Policy I t, Session

Recovery and Timer Enhancement

Selected Item Load More Ttems 1-25 of 163 items ‘ Platform ‘
Product: Oracle Communica Release (51) Tekelec
Oracle C icath Policy I it 12.2.0.0.0
Oradle C ications Policy I 12.1.2.0.0
Oracle C icath Policy I it 12.1.1.0.0
Oracle C icath Policy I it 12.0.0.0.0
Oracle G icati Policy I t11.5.2.1.0 ™
Oracle C ications Policy I t11.5.1.1.0
About Oracle | Legal Notic  Oradle € ications Policy I t 11.5.0.0.0 B @R

Copyright © 2016 Oradle and,

Oracle C icati Policy I t11.1.2.0.0

14
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6. Click Continue.

cLOUD English Sign Out

Oracle Software Delivery Cloud

Need Help? Contact Software Delivery Customer Service
To add items to your Download Queue, enter the Oracle Product or Release into the type-ahead field below, then select from the list of available ~
platforms. The title will be displayed in the Download Queue. Repeat this step for all titles you wish to download. Once complete, click 'Continue’.

Filter Products by W] programs ] Linux/ovm/vms [ Self-Study Courseware [ 1-Click Offerings

Search by [al Start typing... Select Platform

Download Queue

J Orade C ications Policy M t12.2.0.0.0 Tekelec
W
About Oracle | Legal Notices | Terms of Use | Your Privacy Rights B DR in} f]
Copyright © 2016 Oracle andfor its affiliates. All rights reserved.

7. Select the Oracle Communications Policy Management 12.5.0.0.0 and click Continue.

cLoOuUD English Sign Out

Oracle Software Delivery Cloud

Need Help? Contact Software Delivery Customer Service

If more than one release is available, you may select an alternate release by dicking on the 'Select Alternate Release..." link.

Download Queue

[#] Release Selected Ttem Applicable Terms & Restrictions Size Published Date
- S N Orade Communications Policy -
M Orade C ations Policy 12 Management 12.2.0.0.0 Oradle Standard Terms and Restrictions  25.5 GB Dec 13, 2016

< Return to Search

8. Confirm the License Agreement.

15
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&} Print
Oracle Standard Terms and Restrictions ﬂ

These Oracle Standard Terms and Restrictions apply to all programs available on this portal except for those
programs identified in the Special Programs License below. Oracle authorizes your access to programs you wish to
download from this portal only upon the condition that (1) you have already obtained a license from Oradle, or an
Oradle partner, for your use of the programs and that your Oracle Master Agreement, Oracle License and Services
Agreement, Oracle PartnerNetwork Agreement, Oracle distribution agreement, o other license agreement for the
programs with Oracle or an Oracle partner, plus the applicable ordering document(s) with Oracle or an Cracle
pariner (each license agreement and associated ordering document collectively the "Commercial License"), governs
your use of the programs, or (2) if you have not already obtained a license from Oracle or an Oracdle Pariner for
your use of the programs, you accept that the Oradle Trial License Agreement below (displayed after the Oracdle
Special Programs License Agreement) governs your use of the programs for the time specified in such agreement.
Note: Programs downloaded for trial use or downloaded as replacement media may not be used to update any
unsunported proarams =
scroll to read the full license agreement

IV 1have reviewed and accept the terms of the Commercial License, Special Programs License, and/or Trial License.

9. Select the required Software files in their .zip compressed format

NOTE: Click View Digest Details in the lower left corner to see MD5sum and SHA-1 references

File Download B
You may download files:
= Using the download manager - Select the checkboxes next to the desired files, then dick 'Download"
= Individually - Click the file name to download
Print

| [] orade Communications Policy Management (12.2.0.0.0) for Tekelec | A

E VE839764-01.zip Oracdle Communications Policy Management Agent 12.2.0.0.0-65.1.0 971.9 MB

] V835765-01.zip Oracdle Communications Policy Bandwidth On-Demand Application Manager 12.2.0.0.0-65.1.0 &41.9 MB

/] VB39766-01.2ip Oradle Communications Policy Mediation 12.2.0.0.0-65.1.0 845.8 MB

[] V835768-01.zip Oradle Communications Policy Configuration Management Platform 12.2.0.0.0-65.1.0 1.2 GB

] VB39770-01.zip Oracle Communications Policy Multimedia Policy Engine LI 12.2.0.0.0-65.1.0 862.9 MB

] VB39771-01.zip Orade Communications Policy Front End 12.2.0.0.0-65.1.0 832.0 MB

[] Vv835772-01.zip Oracdle Communications Policy Bandwidth On-Demand Application Manager 12.2.0.0.0-65.1.0 QCOW?2 1.2 GB

|:| V839773-01.zip Oracle Communications Policy Management Agent 12.2.0.0.0-65.1.0 QCOW2 1.4 GB

|:| V839775-01.zip Orade Communications Policy Mediation 12.2.0.0.0-65.1.0 QCOW2 1.2 GB

[ ve39776-01.2ip Oracle Communications Policy Configuration Management Platform 12.2.0.0.0-65.1.0 QCOW?2 1.6 GB

[] Vv838777-01.zip Orade Communications Policy Multimedia Policy Engine 12.2.0.0.0-65.1.0 QCOW2 1.2 GB

[] Vv835778-01.zip Oracle Communications Policy Multimedia Policy Engine LT 12.2.0.0.0-65.1.0 QCOW2 1.3 GB

W

|:| V839779-01.7ip Orade Communications Policy Front End 12.2.0.0.0-65.1.0 QCOW2 1.2 GB
Total 21 files About 1 days (at 256KB/sec) Total Size 25.5 GB
MNOTE: Some downloaded parts may be split into more than one file.
WGET Options View Digest Details < Back Restore [l

4.1.5 About Critical Patch Updates

Install all Oracle critical patch updates as soon as possible. To download critical patch updates, find out
about security alerts, and enable email notifications about critical patch updates, see Oracle patch and
security bulletins.
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4.1.6 Additional Software Requirements

For an HP c-Class hardware installation, the PM&C netConfig tool uses network configuration files to
configure enclosure and aggregation switches. The Policy Management ISO image files include switch
configuration template files. Edit these template files to make them specific for your installation and
place them on the PM&C server after it is installed.

NOTE: These files may change from release to release.

4.2Hardware Requirements
The following servers are supported:

e Oracle X5-2 server (rack mount)

Oracle RMS X5-2 server (rack mount)

HP DL360/DL380 (G8/G9 RMS)

e HP c-Class server (BL460 G8/G9 Blade Server)

NOTE: A c-Class installation requires one dedicated management server running PM&C software for each
site. For an RMS installation PM&C is optional.

Also have on hand:

e HP or Oracle firmware I1SO or USB image files

e If you are installing USB files, USB flash drives (5GB or larger) for creating bootable USB media

e laptop

e Console cable (to connect the laptop to switches in a c-Class environment)

e (Category 5 Ethernet cable (to connect the laptop to the local switch, for serial over LAN console
connections, and to access system GUIs)

e HP Blade Monitor/Keyboard/USB front handle cable (optional, for console and USB access
directly to servers in a c-Class environment)

4.3Acquiring Firmware

Several procedures in this document pertain to upgrading firmware on various servers and hardware
devices. This process varies depending on from whom you purchased your hardware.

The following Policy Management 12.5 servers and devices may require firmware updates:

e Oracle X5-2 RMS server

e Oracle RMS X5-2 RMS Server

e HP DL360/DL380 RMS server

e HP c7000 Blade System Enclosure Components:

o Onboard Administrator
o HP 6125XLG blade switches
o HP BL480c/BL460c blade servers

You must complete all firmware updates before putting the Policy Management system into service.

4.3.1 Acquiring Firmware for Oracle Hardware

If you have purchased Oracle X5-2 or Oracle RMS X5-2 servers directly from Oracle, see the discussion of
firmware components in the Oracle Firmware Upgrade Pack, Release Notes, Release 3.1.8 for information
on how to acquire the firmware.
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NOTE: You can obtain firmware upgrade media for the Oracle X5-2 RMS from the Oracle Help Center
website. Specific downloading instructions are in the Oracle Firmware Upgrade Pack, Release Notes,
Release 3.1.8.

4.3.2 Acquiring Firmware for HP Hardware Purchased Through Oracle

The HP Solutions Firmware Upgrade Pack, Software Centric Release Notes, Release 2.2.12 are provided
for HP hardware purchased through Oracle. Each describes functionalities, fixed bugs, known bugs, and
any additional installation and configuration instructions required, relative to this release.

For Policy Management 12.5, the minimum supported firmware is 2.2.12. Contact My Oracle Support for
assistance if needed.

Firmware is available as:
e ISO or USB image files of HP Smart Update firmware:

o FW2_SPP-2.2.12.0.0_x.x.x.iso
o FW2_SPP-2.2.12.0.0_x.x.x.usb

e ISO image files of HP Misc firmware 1SO:
o FW2_MISC-2.2.12.0.0_x.x.x.iso

NOTE: Later releases may be posted as per the latest Oracle ECO.

4.3.3 Acquiring Firmware for HP Hardware Purchased Directly

If you have purchased your own HP hardware, Oracle does not directly provide you with firmware
upgrade media. See HP Solutions Firmware Upgrade Pack, Software Centric Release Notes, Release 2.2.12

4.4Information Requirements

You must determine and record the IP addresses that you need to configure the equipment. Record
switch ports, cable drops, and IP network addresses for your network.

Be certain of the equipment location and the system identification method. Oracle recommends that you
prepare, or have at hand, enclosure layout diagrams.
4.4.1 Logins/Passwords

The standard configuration steps configure standard passwords for root, admusr, pmacadmin, HP OA,
and other standard accounts referenced in this procedure. These passwords are not included in this
document. Contact Oracle Support for this information.

Initial login to an HP server/module is configured by HP at the factory. However, if you purchased your
equipment from Oracle, then the HP passwords are replaced with the standard passwords.

When first logging in to the Configuration Management Platform (CMP), the management interface for
the Policy Management product, three login IDs are available by default:

e admin
This is the default administrator user with all privileges.
e operator

This is the default operator user with all privileges except user administration.
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* viewer
This is the default read-only user.

IMPORTANT: The initial password for all three of these login IDs is policies. You are required to change
the password the first time each login ID is used.
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5. PREPARING THE SYSTEM ENVIRONMENT
To install the software, you first need to prepare the system environment with the following:
e Supported hardware servers (installed or racked), powered and cabled together

o Each serverincludes the required firmware revision
o Each server includes the required operating system software at the required revision level

e Supported interconnection switches, either enclosure switches or aggregation (network)
switches

To prepare and configure servers, you need their login information.

5.1Preparing an Oracle X5-2 RMS Environment
The following procedures are specific to Oracle X5-2 and Oracle RMS X5-2 RMS servers.

5.1.1 ILOM Configuration Procedure

Oracle Integrated Lights Out Management (ILOM) is an independent subsystem inside an Oracle server
which is used for out-of-band remote access. You must configure the ILOM subsystem.

Prerequisites:
To complete this procedure, you need the following information and material:

e Static IP address, netmask, and default gateway of the server

e The current date and time

e The passwords you intend to define for the default Administrator account and the root user
(root_password)

e Local console access (monitor/keyboard) or a laptop connected to the serial console for the
server

The ILOM configuration procedure is described in TPD Initial Product Manufacture, Software Installation
Procedure (Appendix F).

5.1.2 Updating Oracle Server Firmware
Each server must have the correct release of firmware.

The procedure for updating Oracle server firmware is described in the Oracle Firmware Upgrade Pack,
Release Notes, Release 3.1.8.

5.1.3 ILOM Web GUI Settings

After you have performed the ILOM configuration procedure, ILOM is accessible through its web GUI
interface. Change the default password for the root account.

To complete this procedure, you need to record the password for the root account (root_password).
To change the password:

1. Inthe ILOM web interface, navigate to ILOM Administration = User Management = User
Accounts.

2. Click Edit.
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3. Change the root account password.
4. Click Save.

The procedure to update ILOM web GUI settings is described in TPD Initial Product Manufacture,
Software Installation Procedure. (Appendix F)

5.1.4 BIOS Configuration Oracle and Oracle RMS X5-2 RMS Server

The procedures for BIOS configuration are located in section 7.3.3:BIOS Settings for Oracle Rack Mount
Servers of this document. BIOS configurations are also referenced in TPD Initial Product Manufacture,
Software Installation Procedure. (Appendix E)

After completing ILOM and BIOS configuration, the Oracle RMS server is ready to IPM.

5.1.5 IPM of an Oracle X5-2 RMS Server
This procedure installs system OS (IPM) of the server

Every Oracle X5-2 RMS server must go through an initial product manufacturing (IPM) procedure to
install software on it.

Prerequisites:
To complete this procedure, you need the following materials and to perform these installation steps:
e TPD ISO image file (Section 4.1 Software Requirements)

Additional information regarding the IPM install procedure is described in the TPD Initial Product
Manufacture, Software Installation Procedure (Section 3.3)

Required material:

e TPD ISO image file used for virtual mount accessible on laptop
e USB device prepared with bootable version of TPD image

Check off (V) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

5.1.5: IPM of Oracle X5-2 RMS Server

Step Procedure Details

1. []| Insert Bootable USB | 1. Create a bootable USB drive with the TPD ISO image file. Use the method
Media/mount TPD provided in the README . txt file that is included with the downloaded Policy
ISO software or other suitable method for creating a bootable USB device. There are

several readily available utilities to achieve this.

2. Then insert the USB drive locally into the server and reboot the server to the
bootable USB device. Then proceed to Step 3 of this procedure if using this
method

If local access to the server is not available and network access to the iLOM of
the server is enabled, you can use the remote console capability of the X5-2
iLOM as per the following procedure

See Section 7.1.2: Accessing the iLO VGA Redirection Window for Oracle RMS

Servers
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Step

Procedure

Details

then launch the remote console:.

NOTE: This launches the video redirection console which is recommeded to
perform these steps.

ORACLE Integrated Lights Out Manager v3.2.4.32

NAVIGATION Summary Information

o System Information View system summary information. You may also change power state and view system status and fau

Summary
Processors General Information
Memory System Type Rack Mount
P Mode! NETRA SERVER X5-2
- QPart ID Q10851
Cooling
Part Number 33927963141
SRR Serial Number 1605NMBO03
Networking System Identifier -
PCI Devices System Firmware Version 32432
Fi ® Primary Operating System Oracle Linux Server release 6.7
Host Primary MAC Address 00:10:e0:8e:8d: 16
e (! ILOM Address 10.75.128.45

The iLOM remote system console launches. If an OS is not installed a message
similar to the following displays.

FFFF FFFF FFFF

4.

% Dracle{R) Integrated Lights

KVME  Proferences Help

S1Orage....

Relinguish Full Contral
Exit

5. On the Storage devices form, click Add.
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Step

Procedure

Details

6.

EEETTTEEE——

Ppam Device Type

L=

¥ SSL Enabled

Browse to ISO image file to mounted and click Select.

Ige Device u

| iso ~| e mE

® TPD.install-7.6.0.0.0_88.54.0-OracleLinux6.9-x86_64.is0

The Storage Devices form displays the ISO image file. Highlight the file. The
Connect option is available at the bottom of the form.

Click Connect.

Click OK to Confirm.

torage Devices u|

Path Device Type

Add. .. Connect Remove. ..
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Step Procedure

Details

The Storage Devices indicate that the ISO image has successfully
mounted/connected.

Leave this window open.

Device Type

V| S5L Enabled

Fleaze, safely remeve your storage deviceis) that you are sharing with your zerver before dliscommecting storage.
Flease remove and reinsert your writable media after you have disconnected your storage.

|:| Reboot the server 1.

Return to the iLO summary page and navigate to Host Management = Power
Control.

Select Reset from the list reboot the server.
3. Click Save and the server reboots.

ORACLE

Integrated Lights Out Manager v3.2.4.52

Power Control
tem Information

Control the host power from this page. To change the power state, choose an aption from the Actions drop down list. Immediate Power OfF(

attempts to bring the OS down gracefully, then cuts power to the host. Power On gives the host full power. Power Cycie brings the hostto poy
Reset reboots the hostimmediately. More details

Memory
Settings
Power
Hostis currently on
Cooling
— Select Action — hd

— Select Adion —

| Immediate Power Off
Graceful Shutdown and Power OFF
Power On

Power Cycle

|:| Console: Choose to 1.

The system is booting. Wait until the boot choices display.
boot from CDROM
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Procedure

Details

2.

3.

% Oracle(R) Integrated Lights Out Manager Remote System Console Plus - 10.113.65.102 (Full Control) (Full Encryption) BiC

KVAS Preference

¥in||L Alt||R Al1]|R ¥in|R Ctl ntext || [Lock]

Nouse Syn

Press F8 on the boot choices screen. Wait until the boot devices are

displayed.

Press { (down). Select USB:VIRTUAL:SUN Remote ISO CDROM2.05
press Enter.

5 Oracle(R) Integrated Lights Out Manager Remote System Consale Plus - 10.113.65.102 (Full Contral) (Full Excryption) [N

. Then
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Step Procedure Details

© Oracle(R) Integrated Lights Out Manager Remote System Console Plus - 10.113.65.102 (Full Control) (Full Encryption)

—- I

4. [ ]| Console: Enter TPD The server boots to the virtually mounted TPD ISO image and the following screen
boot: command with | opens:
correct options

TPD install takes 7.6.0.0.0_88.54.0
approximately 20 to . “hi  x86_64
. For a detailed d ription of all the supported commands
40 minutes to please refer to the Initial Platform Manuf ac e document t

complete In addition to linux & rescue TPD provides the following kickst
[ TPD i TPDnoraid i TPDlvm i TPDcompact i HDD 1
Commonly u d options are:

]
msole=<console_option>
wer_ip> 1

HWRAIDL,
ice>[ ,devicel] 1
1

I

I

[

[

[ r < zels>l,
L

[

E >

[ contrc if=<if1>[,<if2>1 1

To install using a monitor and a local keyboard, add c

boot:

1. IPM the server using the following command at the boot prompt:

TPDnoraid diskconfig=HWRAID,force console=tty0

NOTE: If a direct connection to the serial console is being used for this step
instead of the remote iLO console it is not necessary to include console=tty0

2. After entering the command, press enter. You see something like the following
screen indicating that the OS is installing
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Step

Procedure

3.

Details

boot: TPDnoraid diskconf ig=HWRAID,force console=ttyo

Loading wvmlinuz
Loading initrd.img

NOTE: If a non-Policy Management application was installed on the server, you
may have to clean up logical disc partitions created by the application.
Depending on the disc partitioning, this may add up to four hours to the
installation process. Refer to TPD Initial Product Manufacture, Software
Installation Procedure (Section 3.4)

The TPD installation takes approximately 20 to 40 minutes to complete, starting
with checks then installation starts:

Installation Starting
Starting installation process
19

Then you are to monitor the packages installation progress:

| Package Installation f|

12%
Packages completed: 89 of 817

Installing glibc-headers-2.12-1.212.08.1.el6.x86_61 (2 MB)
Header files for development wusing standard C libraries.

Then post installation scripts kick off:

Post-Installation

Bumming post-installation scripts

After IPM the process completes, you are prompted to press Enter to reboot the
server.
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Step

Procedure

Details

| Complete |
Congratulations, your Oracle Linux Server installation iz complete.
Please reboot to use the installed system. Hote that wpdates may

be available to ensure the proper functioning of your system and
installation of these updatez is recommended after the reboot.

iR

At this time the media is disconnected.

4.

8.

Using the remote console for the iLOM, go to the Add Sstorage Devices page and
unmount the image from the ILOM remote console.

Highlighting the remote console dialog window pand ress Enter to reboot the
server as per the following steps.

If a bootable USB device was used, remove the USB device

If the file is connected, unmount the ISO image file by selecting the file and
clicking Disconnect.

Fath Device Type I

] lishealangal

U Bt maga P TR Tnstal 1=7, 0.0 0,008, .,

V|35 Emabled

Press Enter to boot the server from TPD and finish up the installation.
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Step

Procedure

Details

© Oracle(R) Integrated Lights Out Manager Remote System Console Plus - 10.113.... | =

KVMS Preferences |Help

Nouse Sync| L Ctl||L Win|[|L Alt||R Alt|[R Win||R Ctl | Context||[Lock]||Ct1-Alt-Del
Ugiziaiziaidiaidinidini iz

LEigigiaiaiaigigigidizizidizniiaiainie g

1535694432: Upstart Job auditd: starting

Starting auditd: type=1385 audit(1535694432.387:3): audit_pid=?551 old=B auid=42
94967295 ses=4294967295 res=1

[ OK 1

1535694432: Upstart Job auditd: started

SR

R B R I S

1535694432 Upstart Job TELCstunnel: starting
Starting up stunnel connections

1535694432 : Upstart Job TELCstunnel: started
ugiziaiziaidiaidiidinieg iz

UEIEIRIRIRIR IR IR IR IR
1535694432: Upstart Job TPD-guest-utils: starting

Console: Login
prompt

After the server reboots, the login prompt is displayed. Login into the server with
admusr.

NOTE: The server reboots more than once during the TPD installation process.

le L P 6.9
kernel 2.6.32-754.elbprerel?.6.08.8.8_66.54.8.x86_64 on an x

hostnameaabeebf 78 login:

If a login prompt is not displayed after waiting 15 minutes, contact Oracle Customer
Support for assistance.
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Step Procedure Details
6. [_]| Console:Run From the CLI prompt, run the sudo syscheck command. This checks the health of
syscheck each of the major subcomponents of the system, and displays OK if all passes, or a

descriptive error of the problem if anything fails. The following shows a successful
run of syscheck, where all subsystems pass, indicating the post-install process is
complete.

wstnamee?I1fbc6B4f3 login: admusr
fassword :
[admusrPhostnamee?91f bcoB4f3 15
[admusr@hostnamee?91fbchB443 ~15 sudo syscheck
furming modules in class disk...

0K

modules in class hardware. ..
OK

modules in class net...
OK

modules in class proc...
0K

modules in class system...
0K

furming modules in class upgrade...
0K

.0G LOCATION: ~var-TKLC-log-syscheck-fail_log
[admusr@hostnamee?91f bchbB43 ~15 _

If any of the modules return an error, do not continue; contact Oracle Customer
Support and report the error condition.

7. |:| Console: Verify Verify that IPM completed successfully by checking the install logs for errors and
Install success displaying the install TPD platform version. To do this, log in as admusr and then run
the following commands:

$ sudo verifylPM (use -Force if needed)
$ sudo echo $? (returns O errors)
$ sudo getPlatRev (returns the current TPD version installed)

The following example shows a successful installation:
|[admusr@hostnameaabeebf 78aa8 ~1$ sudo ver ifylPM --force

|[[admusrBhostnameaabeebf 78aaB ~15 sudo echo $7
5]

[[admusr@hostnameaabeebf 78aa8 ~1$ sudo getPlatRev
|7.6.8.8.8-88.54.8
[[admusrBhostnameaabeebf 78aa8 ~ 15

The figure shows no errors returned which indicates the TPD installation process is
successfully completed. If errors are found, contact Oracle Customer Support.

—End of Procedure—

5.1.6 Installing Policy Management Software

Use this procedure to install the Policy Management software on an Oracle rack mount server (RMS).

Prerequisites:
Before beginning this procedure, you must have the following material and information:
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The appropriate release and application packages of the Policy Management software, either on
physical media to mount directly on the server or available as an ISO image file to mount
virtually.

Access to the server, either directly or through the ILOM remote console.

If you are using the ILOM remote console, you need the IP address of the ILOM system and the
login information.

NOTE: Two methods for installing the Policy Application are displayed.

1.
2.

Use a USB drive inserted locally into the server. This is the preferred method.

Use the virtual mount capability of the iLO remote console over a network. This method is
dependent on having a good network connection from the workstation where the I1SO is located
to the target server iLO. The browser used to attach the ISO and launch the server iLO remote
console must be co-located with the ISO file repository. Additionally any method that places the
Policy Application ISO image file in the /var/TKLC/upgrade directory of the target server is
acceptable.

Check off (\) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

5.1.6: Installing Policy Management Software

Step Procedure Details
1. []| Make the Policy Copy the Policy Application ISO image file (CMP, MPE, MRA, Mediation) onto a USB drive
Application ISO and insert the USB drive locally into the server.

images available

. . Connect to the server Console or Remote Console:
for installation

e Using a VGA display and USB keyboard, or
e Using the Server iLO port and iLO Web Interface (to access Remote Console)

Proceed to step 2 of this procedure
Or

If you are using the ILOM remote console and have the Policy Management software as
an ISO image file, do the following:

9. Open a browser, enter the URL of the ILOM system, and log in. For example:

ORACLE" Integrated Lights Out Manager bt

Please Log In

10. Select System Information = Summary. The Summary Information page opens.

Under Actions, locate Remote Console and click Launch. For example:
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" Integeated Lights Out Msnager v1.2.4.52

Smmmary information

View ayslern surmemary inforesaion Viou may ales changs powes slals ard ew sysiern slahus and ful elormaten 1

General infomation Actiony
Spiem Type Feach Mort Povear S10 Urinown
Medel CRACLE SERVER 242 ot bicatar 1 cer -
Panip
Bt Mot
Serial Humber

yobeem Fmviare Update Upsaie

Inn--:«-c.n:r Launch ]

11. The ILOM remote system console starts. Click Continue and the click Run if needed.

Security Warning X

Do you want to Continue?
The connection to this website is untrusted.

/ ! ! Website: https://10.75.128.45:443

Mote: The certificate is not valid and cannot be used to verify the identity of this website.

Mare Information

Do you want to run this application?

Name: Remote System Console Plus

U

Publisher: Crade America, Inc.

Location:  https:f10.75.128.45:443

This application will run with unrestricted access which may put your computer and personal
information at risk. Run this application only if you trust the location and publisher above.

[~ Do not show this again for apps from the publisher and location above
g More Information

12. Select KVMS = Storage. The Storage Devices window opens.

Cancel

R) Inte

Preferences

hostnameaab4eBbd4aB5 login: _

13. Navigate to KVMS = Storage:

77 peactelR) Integeated Lights Out Mansger Remote System Console |

KVMS Preferesces Help
Storage.

14. In the Storage Devices window, click Add. The Add Storage Device window opens.
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i
Path Device Type
[¥] $SL Enabled
‘ Add... ‘ ‘ Connect ‘ ‘ Remove...

15. Browse to the ISO image file to mount and click Select.

NOTE: Verify that the I1SO image file selected (CMP, MPE, MRA, and Mediation) is the
correct one for the target server according to the Policy solution design.

ge Device M

| hiiso ¥ % il FEE

M cmp-12.5.0.0.0_43.2.0-x86_64.is0
.+ TPD.install-7.6.0.0.0_88.54.0-OracleLinux6.9-x86_64.iso

The Add Storage Device window closes, and the Storage Devices window displays the
selected I1SO image file.

16. Select the ISO image file. The Connect button at the bottom of the form becomes
enabled. For example:
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' Storage Devices u|
Fath Device Type
D:\releasel12. 5\image... I50 Image

[¥]5SL Enabled

Add. .. I | Connect ‘ [Remove...

17. Click Connect and then OK. The Storage Devices window indicates that the ISO
image file is successfully connected. For example:

© Storage Devices .o o M

Path Device Type
. i) 4 T

SSL Enabled

Please, safely remove your storage device(s) that you are sharing with wour server before discormecting storage.

Please remove and reinsert your writable media after you have discomnnected your storage.

Add... Remove. ..

Leave this window open.
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2. [

Console: Login as
admusr

Connect to the server console, either directly or remotely:

e Directly—using a display and keyboard
e Remotely—using the iLO Remote Console and the server iLO port

Login as admusr if not logged in.

® Oracle(R) Integrated Lights Out Manager Remote System Console Plus - 10.113.... | =

KVMS Preferences |Help

Mouse Sync | L Ctl|[L Win||L Alt||R ALt{|R Win||R Ctl | Context||[Lock]||Ct1-Alt-Del

fiuthorized uses only. All activity may be monitored and reported.
hostnamel?dd3dd8f7c3 login: admusr

Last login: Fri Aug 31 B1:48:18 on ttiyl
[admusrRhostname1?dd3ddef?c3 ~15 _

3. [

Console: verify
platform revision

You can verify the platform revision by logging in as the admusr user and entering the
following command:

#sudo getPlatRev

[admusrBhostname17dd3ddBf7c3 ~15 sudo getPlatRew
.6.8.8.8-88.54.8

[admusr@hostname17dd3ddef7c3 ~15 _
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4. [] Console: run 1. Enter the following command to start the Platform Configuration utility:
platcfg and #sudo su - platcfy
validate the
media The Platform Configuration Main menu opens.

2. From the Main menu, navigate to Maintenance > Upgrade - Validate Media.
3. Select the ISO image file, and press Enter.

| Main Menu | Upgrade Menu

Maintenance Menu
Validate Media

Diagnostics pgrade

Early Upgrade Checks
Initiate Upgrade

Copy USE Upgrade Image
View Mail Queues Non Tekelec RPM Management
Restart Server Bccept Upgrade

Eject CDROM Reject Upgrade

Exit Exit

Server Configuration
Security

Remote Consoles
Network Configuration
NetBackup Configuration
Policy Configuration
Exit

Backup and Restors
Halt Server =

NOTE: Depending on the method used the platcfg utility searchs for any mounted
ISOs and if successful displays the Policy Application ISO image file to install

For example:

1 Choose Upgrade Media Menu |

devssrl - 12.5.0.8.8_43.2.8 é
Exit 1

4. Select the ISO image:

The utility displays Val idating media or cdrom and a series of hash marks
(#) signs. When it finishes it displays information about the ISO image file and the
message the CDROM or Media is Valid. The following example shows a successful
validation:

® Oracle(R) Integrated Lights Out Manager Remote System Console Plus - 10.113.65...|.E

EVHS Preferences Help

Mouse Sync | L Ctl||L Win||L Alt||R Alt||R Win||R Ctl | Context||[Lock]||Ct1-Alt-Del

LS S B i R R R
iR R R L S R R R R R
LS S B i R R R
iR R R L R R R R R R
S R i R R
iR R R L S R R R R R
S B S R
fH g R R R R R R R R R
uEE

MUT Validate Utility vZ2.3.4, (c)Tekelec, May 20814

lidating ~devssrl
DatedTime: ZB18-88-31 B82:33:141

olume ID: 12.5.8.8.8_43.2.8

art Mumber: N/

ersion: 12.5.8.8.8_43.2.8

isc Label: cmp

isc description: cmp

he media validation is complete, the result is: PASS

DROM is Valid

PRESS ANY KEY TO RETURN TO THE PLATCFG MENU.
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5. []| Console: verify 1. Press Enter to return to the menu.
platform revision | 2. Select Exit and press Enter.

| Choose Upgrade Media Menu |

dev/srl - 12.5.0.8.8 43.2.0 [
|

Exit

The Main menu opens.

— Upgrade Menu |———

Ualidate Media

Early Upgrade Checks
Initiate Upgrade

Copy USB Upgrade Image

Non Tekelec RPM Management
Accept Upgrade

Re ject Upgrade

Exit

S 0>

6. [ _] CONSOLE: Select 1. From the Main menu, navigate to Maintenance = Upgrade - Initiate Upgrade.

IS0 to install, and The Choose Upgrade Media Menu window opens. For example:

confirm
Application install e T i
Maintenance _ _
can take Diagnoscics feltere tee =
. . = Early Upgrade Checks =
. Server Configuration H Backup and Restore fnitiate =

approximately 20 security £ Halt Server H i n
. . Remote Consoles H View Mail Queues - oo Tt aefions Fom M 1

mlnutes—lf Network Configuration = Restart Server E e Z H

. . . NetBackup Configuration 3 Eject CDROM H Redsct Upgrade =

installing with a PBolicy Configuration H Exit et =

. . Exit
virtual mount, it

takes longer

2. Select the ISO image.

1 Choose Upgrade Media Menu |

dev/srl - 12.5.8.8.8_43.2.8
Exit

NOTE: The server reboots twice during the installation process. Do Not Remove the
media at this time.
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7. []| Console: Verify After the application has completed installation log back in to the command line as
Policy install admusr and confirm the installed TPD platform version and the policy application
version version.
$appRev

® Oracle(R) Integrated Lights Out Manager Remote System Console Plus - 10.113.65.96 (

KVMS Preferences Help

L Ctl||L Win||L ALlt||R Alt|[R Win|R Ctl Ctl-Alt-Del

Mouse Sync Context||[Lock]

NOTICE - PROPRIETARY SYSTEM
his system is intended to be used solely by authorized users in the
ourse of legitimate corporate business. Users are monitored to the
extent necessary to properly administer the system, to identify
mauthorized users or users operating beyond their proper authority,
nd to investigate improper access or use. By accessing this system,
ou are consenting to this monitoring.

hostnamel1?dd3ddBf?c3 login: admusr

Last login: Fri Aug 31 81:58:86 on ttyl

[admusrPhostname1?dd3ddBf 7c3 13 appRewv

Install Time:
Product Name:
Product Release:
Base Distro Product:

Fri Aug 31 83:19:18 2818
cHp

12.5.8.8.8_43.2.8

TPD

Base Distro Release: .8
Base Distro IS0: TPD.install-7.6.8.8.8_88.54.8-0raclelinuxb.9-xB6_64.is0
IS0 name: cmp-12.5.8.8.8_43.2.8-x86_64.is0
05: OracleLinux 6.9

7.6.8.0.08_88.54

[admusr@hostname1?dd3d4d6f 7c3 15 _

Verify:

e TPD revision installed
e  Policy application installed and its revision

Console: Verify
Install success

Inspect the /var/TKLC/l1og/upgrade/upgrade . log file to verify that the installation
succeeded; look for the line Upgrade returned success! near the end of the file.
The following example shows a successful installation:

153111145 : ' Th1s 1§ an Instalr ]
1531181148 : :Rumnning postUpgradeBoot() for Upgrade::Policy: :QPLUMBasedBackout upg|
rade policy..-
1531181148 : Rumn ing
policy. ..
1531181148 : :Bumming
licy...
1531181148 : :Runmming
e policy...
1531181148 : :Buming

postUpgradeBoot () for Upgrade::Policy: :QPMySQLPolicy upgrade|

postUpgradeBoot () for Upgrade::Policy::QPNTPFixes upgrade po

postUpgradeBoot() for Upgrade::Policy: :QFFolicylUolume upgrad

postUpgradeBoot () for Upgrade::Policy::QPRunPostRPMAct ionsPo

ttRumning postUpgradeBoot() for Upgrade::Policy: :QPUpgradeCommon upgra

iBumning postUpgradeBoot() for Upgrade::Policy: :QPUpgradeProgress upg

s :Rumming

postUpgradeBoot () for Upgrade::Policy::PlatformLast upgrade
Returning HIDS monitoring to its previous state...
iReturning HIDS monitoring to the CONFIGURED =state...
1 :HIDS was successfully brought to the CONFIGURED state...

Updating platform revision file...

S _LERSION=1.1

D iUpgrade returned success!?
sCreating RC script to set alarm on next boot

NOTE: If the installation is not successful, inspect the following log files for more details
and to see if errors occurred:
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e /var/TKLC/log/upgrade/upgrade.log
e /var/TKLC/log/upgrade/ugwrap. log

9. |:| Remove Media Remove the installation media or dismount the virtually mounted ISO image file from the
server. The Policy Management software is installed on the server.
10. |:| Policy solution Repeat this procedure to install each Policy Management component (CMP, MPE, MRA,
servers Mediation) on each server.

For Wireless mode, go to Section 6: Configure Policy Application Servers in Wireless
Mode

—End of Procedure—

5.2Preparing an HP RMS Environment

The procedures listed in this section are specific to HP DL380 rack-mount servers.

5.2.1 ILO Configuration Procedure

You can configure the HP Integrated Lights-Out (iLO) remote management feature from the Console Boot
menu. You can also configure iLO from the iLO GUI.

Prerequisites:
To complete this procedure, you need the following information and material:

e Static IP address, netmask, and default gateway of the server

e The current date and time

e The passwords you intend to define for the default Administrator account and the root user
(root_password)

e Local console access (monitor/keyboard) or a laptop connected to the serial console for the
server

The ILO configuration procedure is described in TPD Initial Product Manufacture, Software Installation
Procedure. (Appendix F)

5.2.2 Updating DL380 Server Firmware
Each server must have the correct release of firmware.

The procedure for updating Oracle server firmware is described in the HP Solutions Firmware Upgrade
Pack, Software Centric Release Notes, Release 2.2.12

5.2.3 ILO Web GUI Settings

After you have performed the ILO configuration procedure, ILO is accessible through its web GUI
interface. Change the default password for the root account.

To complete this procedure, you need to record the password for the root account (root_password).
To change the password, while in the ILO web interface:

3. Navigate to ILOM Administration > User Management - User Accounts.

4. Click Edit.

5. Change the root account password.
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6. Click Save.

The procedure to update ILOM web GUI settings is described in TPD Initial Product Manufacture,
Software Installation Procedure. (Appendix F)

5.2.4 BIOS Configuration HP DL380 RMS Server

The procedure for BIOS configuration are located in section 7.3.1:BIOS Settings for HP Gen 8 Blade and
Rackmount Servers or 7.3.2:BIOS Settings for HP Gen 9 Blade and Rackmount Servers of this document.
BIOS configurations are also referenced in TPD Initial Product Manufacture, Software Installation
Procedure. (Appendix E)

After completing ILOM and BIOS configuration the HP DL380 RMS server is ready to IPM

5.2.5 IPM of a HP DL380 RMS Server

Every HP DL380 RMS server must go through an initial product manufacturing (IPM) procedure to install
software on it.

Prerequisites:
To complete this procedure, you need the following materials and to perform these installation steps:
e TPD ISO image file (Section 4.1 Software Requirements)

Additional information regarding the IPM install procedure is described in the TPD Initial Product
Manufacture, Software Installation Procedure (Section 3.3)

This procedure installs system OS (IPM) of the server

Needed material:

e TPD ISO image file used for virtual mount accessible on laptop
e USB device prepared with bootable version of TPD image

Check off (V) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

5.2.5: IPM of a HP DL380 RMS Server

Step Procedure Details

1. [_]| Insert Bootable Create a bootable USB drive with the TPD ISO image file. Use the method provided in
usB the README. txt file that is included with the downloaded Policy Software or other
Media/mount suitable method for creating a bootable USB device. There are several readily available
TPD ISO utilities to achieve this.

Then insert the USB drive locally into the server and reboot the server to the bootable
USB device. Then proceed to Step 3 of this procedure if using this method

If local access to the server is not available and network access to the iLO of the server is
enabled you can use the remote console capability of the HP iLO as per the following
procedure

See Section 7.1.2: Accessing the iLO VGA Redirection Window for HP Servers

If you are using the iLO remote console and have the TPD software as an ISO image file,
do the following to restart the server to the ISO image file:

1. Open a browser, enter the URL of the iLO system (management_server_iLO _ip),
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and log in. For example:

iLO 4
HP ProLiant

Firmware Version 2.03
ILOUSE312YML2

Local ubes nimse. Acminat

e P ———

“tog

» iLO 4 Local User. Administrator
ProLiant DL380p Gen8 iLO Hostname:ILOUSE312VY7M.
Expand All iLO Overview
(=] information
e Information Status A~
System Information
10 Event Log Server Name mass-cmp-1b System Heallh /1. Degradea
e | e e S
Active Healtn ystem Log uuID 313259593740 D Indicator @ yiD BLINK
E:‘-;"‘_“( soni Server Serial Number USE312YYTM TPM Status Not Present
— h':]: E‘:“"E"' ervices Product ID £53200-821 SD-Card Status  Not Present
o ::d gﬁ System ROM P70 iLO Date/Time  Fii Jan 20 20:31:28 2017
eration
System ROM Date 06/0202014

emote Console Backup System ROM Date  02/10/2014

Virtual Media Integrated Remote Console _MET Java

Power Management License Type iLO 4 Advanced

(=] Network iLO Firmware Version 2.10 Jan 152015

[+] Remote Support 1P Address 10.240.152.24

[+] Administration Link Local IPv6 Address  FES0::B6BS:2FFF:FEEB: 1FOC
iLO Hostname ILOUSE312YYTM

2. Onthe home page, select Remote Console > Remote Console. The Remote
Console page opens. For example:

Lo 4 Roeote Consale - L -tegrated Remcle Consoie 2
e fawch L= S b
[ry——
Bemac Coanze =2
berue Laniae

) vitas wedn NET Intsgrated Remete Console | NET IRC|

L — T S —————— [raLr—
[

0t W T Wikoun Bs Wiy B4 8 g vt o e ST Frampsstc i ML B s Cpatsing 1y Tos ST F-armssnt i a2 menlasi o B lcrsed B
o] B deppr 17 P Bty e el BET Frammerst 1§ Full 410 Fall, e 44

o HET Framework Detection
[T e————

wnis Sow
a8

Java Integrated Remate Console Hava IRC)

T R B e G e WO 6 A oo Vil e a0 Wi T i 5 Gnet 3098 01 18 R o ity o Ao

canmse o s 5 P et e
et 3 604 81 4 8BGO 1 34 T S 20 TE 482 e Ve SphTy et 13K Wyt

NOTE: When launching a remote console, the .NET application is compatible with a
Windows browser; Java is compatible with both Windows and Firefox browsers.

3. Inthe Java Integrated Remote Console section, click Launch. A security warning
window opens, prompting for confirmation that you want to run the application.
For example:

41




Policy Management Bare Metal Installation Guide

Step Procedure

Details

4.

5.
6.

7.

Shared

‘erifving application requirements, This may take a Few moments.

Launching Application

Click Run. The Remote Console window opens.

Application Run - Security Warning 5'
Do you want to run this application? =
-4

Name:
Integrated Remote Console

From (Hover over the string below to see the full domain):
10.253.104.246

Publisher:
Hewlett-Packard Company

Run

While applications from the Internet can be useful, they can potentially harm your
computer. If you do not trust the source, do not run this software, More Information...

Select Virtual Drives = Image File CD-ROM/DVD.
Browse to the ISO image file location, and click Open. The ISO image file is
mounted.

ﬂ';ﬂ' iLO Integrated Remote Console - Server: mass-cmp-1b | iLO: ILOUSE312YY7M

Power Switch | Virtual Drives Keyboard Help
|| e E:\

L Folder

Image File
URL

the
the

horized u s in
; are monitored to
em, to identify

L
L
..
L

LigaLt LmMpropel ru

nting to this

are cor monitoring.

FEiE

Proc #

EiR
Prog . .
TPD.install-7.6.0.0.0_88.54.0-CracleLinux6....
rele
12
12

12

m

Q. moT

1

8.

Select Power Switch = Momentary Press. The server powers down.
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9.

-ﬂ'ﬁ iLO Integrated Remote Console - Server: mass-cmp-1b | iLO: ILOUSES

Power Switch Virtual Drives Keyboard Help
Llj Momentary Press
Ix
1;5) ress ond told NOTICE - PROPRIETARY SYSTEM
. intended to be used solely by authe

£) Reset

ourse ot legitimate corporate business. Users ar

xtent necessary to properly administer the Le
immauthorized users or users operating beyond their
and to investigate improper acce or use. By acc
jou are consenting to this monito

When the Power Switch options display the Momentary Press option, Click
Momentary Press again.

Eﬁ' iLO Integrated Remote Console - Server: Site2-nw-cmp-b | iLO: ILOUSES
Power Switch Virtual Drives  Keyboard Help

U) Momentary Press

10. The server starts and displays a screen similar to the following when the boot

process is complete.
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) iLO Integrated Remote Console - Server: cmp228 | iLO: ILOGCU312Y534 e 5, e S

Power Switch  Virtual Drives Keyboard Help

7.6.0.0.0_88.54.0

xB6_64
For a detailed description of all the supported commands and their options,
please refer to the Initial Platform Manufacture document for this release.
In addition to linux & rescue TPD provides the following kickstart profiles:

[ TPD i TPDnoraid { TPDlvm i TPDcompact i HDD 1
Commonly used options are:

console=<{console_option>[,<{console_option>] 1
primaryCo le=<console_option> 1
rdate=<{server_i

scrub 1

r rved=<{sizel>[,<{sizeN>] 1

d conf ig=HWRAIDL,forcel [ctrlslot=<(slot #>1 1
drives=<{device>[,devicel 1

guestArchive 1

control _if=<if1>[,<if2>] 1

To install using a monitor and a local keyboard, add console=ttyo

boot:
720 x 400 K< w2 ]e) D R4 SO®

Console: Enter
TPD boot:

command with
correct options

TPD install takes
approximately 20
to 40 minutes to
complete

Enter the following command at the boot prompt to initiate the initial product
manufacture (IPM) process.

TPDnoraid console=tty0 diskconfig=HWRAID,force

NOTE: If a direct connection to the serial console is being used for this step instead of
the remote iLO console it is not necessary to include console=tty0

NOTE: If a non Policy Management application was installed on the server, you may
have to clean up logical disc partitions created by the application. Depending on the disc
partitioning, this may add up to four hours to the installation process. Refer to TPD
Initial Product Manufacture, Software Installation Procedure (Section 3.4)

The TPD installation takes approximately 20 to 40 minutes to complete, starting with
checks then installation starts:

boot: TPDnoraid diskconf ig=HWRAID,force console=ttyo
Loading wmlinuz
Loading initrd.img

1 Installation Starting |

Starting installation process

19
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Then you can able to monitor the packages installation progress:

{ Package Installation |

167
Packages completed: 155 of 828

Installing hpssacli-2.408-13.8.x86_64 (28 MB)
HPE Command Line Smart Storage Administrator

Then post installation scripts kick off:

Post-Installation

Rumning post-installation =cripts

After the IPM process is complete, you are prompted to press Enter to reboot the
server. At this point the media used to install the OS must be removed or unmounted
before selecting the Reboot option. Otherwise the server boots to the bootable media.

| Complete |
Congratulations, your Oracle Linux Server installation is complete.
Please reboot to use the installed system. Hote that updates may

be available to ensure the proper functioning of your system and
installation of these updates iz recomsended after the reboot.

When you see the Complete window, the IPM process is complete.

Remove or
unmount the
installation
media.

e Ifinstallation is performed remotely unsing the remote console for iLO, unmount
the image using the virtual drives menu (uncheck the image file option) then press
Enter to reboot the server.

e |f a bootable USB device was used, remove the USB device.

IMPORTANT: If you reboot the server without removing the installation media

the server boot to the bootable media. If this happens, wait until you see the
Complete window, remove the bootable image, and reboot again.

Console: Press

Ensure that the console window is selected. Press Enter.
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Enter to reboot

The server restarts and displays the login prompt

Console: Login
prompt

After the server reboots, the login prompt displays.

If the login prompt is not displayed after waiting 15 minutes, contact Oracle Customer
Support for assistance.

Console: Run
syscheck

Log in as the root user and enter the following command to check the major
components of the system:

# syscheck
The utility displays OK for each component that passes, or a descriptive error of the

problem if a component fails. The following example shows a successful run where all
subsystems pass, indicating that the post-installation process is complete:

[root@hostname483a475913f7 “1# suyscheck
Running modules in class disk...

1]

j modules in class harduware...
0K

modules in
| modules in
modules in system. ..

0K

modules in upgrade. ..
0K

s LOCATION: ,svar/TKLC/log/syscheck/fail_log
[root@hostname483a475913f7 ~1#

If any of the modules return an error, do not continue; contact My Oracle Support and
report the error condition.

7. ]

Console: Verify
Install success

Verify that IPM completed successfully using the following commands:

$ sudo verifylPM (use -Force if needed)
$ sudo echo $? (returns 0 errors)
$ sudo getPlatRev (returns the current TPD version installed)

The following example shows a successful installation:
[admusr@hostnamebBba998cbebf “15 sudo verifylPM
[admusr@hostnamebBba998c6ebf ~ 1§ sudo echo §7
13

[admusr@hostnameb@ba998cbebf ~19 sudo getPlatRev
7.6.8.0.8-88.54.9
[admusr@hostnamebBba998chebf ~19

NOTE: If you see any errors, contact My Oracle Support.

Repeat this procedure for every server.

—End of Procedure—
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5.2.6

Installing Policy Management Software

This procedure installs the Policy Management Software.

Prerequisites:

Before beginning this procedure, you must have the following material and information:

The appropriate release and application packages of the Policy Management software, either on
physical media to mount directly on the server or available as an ISO image file to mount

virtually.

Access to the server, either directly or through the ILO remote console.
If you are using the ILO remote console, you need the IP address of the ILO system and the login

information.

NOTE: Two methods for installing the Policy Application are listed.

1.
2.

Use a USB drive inserted locally into the server. This is the preferred method.

Use the virtual mount capability of the iLO remote console over a network. This method is
dependent on having a good network connection from the workstation where the ISO is located
to the target server iLO. The browser used to attach the ISO and launch the server iLO remote
console must be co-located with the ISO file repository. Additionally any method that places the
Policy Application ISO image file in the /var/TKLC/upgrade directory of the target server is

acceptable.

Check off (V) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

5.2.6: Installing Policy Management Software

Step

Procedure

Details

1. [

Make the Policy
Application I1SO
images available
for installation

Copy the Policy Application ISO image file (CMP, MPE, MRA, and Mediation) onto a
USB drive and insert the USB drive locally into the server.
Connect to the server console or remote console:

- Uusing a VGA display and USB keyboard, or
- Using the Server iLO port and iLO web interface (to access remote console)

Proceed to step 2 of this procedure
Or

If you are using the iLO remote console and have the Policy Management software
as an ISO image file, do the following to mount the ISO image file as a virtual drive:

NOTE: This method is dependent on having a good network connection from the
workstation where the ISO is located to the target server iLO. The browser used to
attach the ISO and launch the server iLO remote console must be co-located with
the ISO file repository.

Open a browser, enter the URL of the iLO system (management_server_iLO_ip),
and log in. For example:
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Step

Procedure

Details

4.

After login the iLO home screen presents.

Hams | [FERGROON
[E— ILO Overview Z
| Ifermation
i Information Status.
System lnormaiion s e proasc Systam Heatn @ 0%
;i;::;x’:“wmmg Product Nama Proiant DL3illp Gandl SenvecPuwe @ o
e i wio I NAEAT TN SICHHE WOwdonr @0 orF
Diagnastics Server Serisl Number CNG2415LXN PN Surns Dok Pt
Lacation Distovety Sanvices i 0 g SD-Card Stanss Mo Present
Insight Agent System ROM P70 :
B it s it L0 DatefTime  Wed Jul £ 031030 2016
Gl Fronohe Coripale Barkup Sysem ROM Datn 09082013
g i ntagrated Fermote Cansola  NET Java
—p—— Uicense Type L0 4 Advanced
-.-‘ Sy ILCy Firmmweace Yarsian 203 Now 17 2014
k © ddrans 01136424
(] Romote'Support Linid-Local IPv6 Address  FEBI 296 2FF FESDSCA
=] Adminisiration L0 Hosinama ILOCHGZH15LN
Active SBessions
User: » Souree
Lo<al User ool W0E 7325 Wab Ul
Local User 0t 140237325 bl
Loncal Ucar. el [Tt Viak Ll
Local User ool wan Vioh Ul
Loeal User ro0l s vish Ul
Lol Liser_ 20t 187 vieh Ul

On the home page, select Remote Console. The Remote Console page opens. For
example:

Expend Al Remate Cansoe -iLO Integrated Remote Console: 2

+] Inrmation

E [

[¥] iL0 Fasernon

] menae conaie B
Anng

(3] n e NET Integrated Remote Console (NETIRC)

[+] mawer manapemem Toe HET BRE 1 oie Besess: b e ke ol o ard ey ‘e Wermscft HET Framamwh

o] mams

o Hes ore g W '3 7, Windaves B ar Winckews 8.1, 2 secooried verven of e HET Framework i3 nchuded N yoar operaing system. The KET Frameneek & alsa avalatle ot e Weresoft Dowrlood Cenler. The BETIRG

(] menane suppart gt e ebowdag senicns af e NET Framawoik: 15 (Pl 41 (Ful], and 4 £

(&) Mminiersden NET Frameworh Detection

Camgatible Versions | Sishas

Java Integrated Remote Consale (Java IRC)

e s 1 me syten KV n o

wima

HP ILO Mabile App

TP LD M e poat HP B Lia ol b e T 0 24 5 G0y W T L DR £ HD PHCLAN 9160, a1 oot of
e werver sl al s o3 ko ane e ainos inpasere.

NOTE: When launching a remote console, the .NET application is compatible with a
Windows browser; Java is compatible with both Windows and Firefox browsers.

In the Java Integrated Remote Console section, click Launch. A security warning
window opens, asking for confirmation that you want to run the application. For
example:
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Details

Step Procedure

Shared x|

Launching Application

6.

¥ “

‘erifying application requirements. This may take a Few moments,

]
~

Do you want to run this application?

Name:
Integrated Remote Console

From (Hover over the string below to see the full domain):
10.253.104.246

Publisher:

Henlett-Packard Company.
Fun

1) While applications from the Internet can be useful, they can potentially harm your
¢/ computer. If you do not trustthe source, do not run this software. More Information...

Click Run. The Remote Console window opens.

BEET

@- iLO Integrated Remote Console - Server: mass-cmp-1b | iLO: ILOUSE312YY7M

Power Switch Virtual Drives Keyboard Help

NOTICE PROPRIETARY
inte t d sole h ) in the
imate i a nitor to the
i bem, to identify

proper author
ssing this sy

jjou are cor

7.

Select Virtual Drives = Image File CD-ROM/DVD, browse to the ISO image file
location, and click Open. The ISO image file is mounted.

J,f“!- iLD Integrated Remote Console - Server: mass-cmp-1b | iLO: ILOUSE312
Power Switch | Virtual Drives Keyboard Help
|| e E:\ My Passport

- Folder
] :ly by author

are mo
ystem, to identify
ond their proper authority,
or use. By accessing this system,

5-
5

Ligyate

lmproper

and to iNY
ou are consenting to this monitoring.

NOTE: Verify that the I1SO image file selected (CMP, MPE, MRA, and Mediation) is the
correct one for the target server according to the Policy solution design.
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Step

Procedure

Details

4% Mount Image File L e—————— l&.l

k\_)u v PHERL » FI0E (D) » release » 12,5 » image * iso

|0 - FEEE =- [ @
Proc* =ik =)

Proc =
cmp-12.5.0.0.0_43.2.0-x86_64.is0 8/
8

rele
TPD.install-7.6.0.0.0_88.54.0-OracleLinuxé....

12
12
12

m T T
m

T Q

- 4 1

SZEEE(N): cmp-12.5.0.0.0_43.2.0-x86_64.is0 - |ISO Image Files (*150) v|

In this example the CMP ISO image is selected. Click open to mount the required I1SO
image file, the screen closes (the ISO has mounted) and you are returned to the CLI
prompt of the remote console.

Console: Login as
admusr

1. Connect to the server console, either directly or remotely:

- Directly—using a display and keyboard
- Remotely—using the iLO Remote Console and the server iLO port

2. Login as admusr if not logged in.

L% L0 Integrated Remate Console - Server: hostnameacl2432e4a09 | iLO: ILOGCU312Y534 - L J

Power Switch  Vinual Drives  Keyboard  Help

720 x 400 w|u (b 4 RCA SO®

Console: verify
platform revision

You can verify the platform revision by logging in as the admusr user and entering the
following command: $ sudo getPlatRev For example:

#sudo getPlatRev

[admusr@hostnameacf2432e4aB9 ~15 sudo getPlatRev

7.6.8.8.8-88.54.08
[admusrPhostnameacfZ2432e4aB9 ~195
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Step Procedure Details
4. [] Console: run 1. Enter the following command to start the Platform Configuration utility:
platcfg and #sudo su - platcfy

validate the media
The Platform Configuration Main menu opens.

2. From the Main menu, navigate to Maintenance = Upgrade = Validate Media,
select the ISO image file, and press Enter.

Main Menu Upgzade Menu
Maintenance Menu
Validate Media
Diagnostics Early Upgrade Checks
Sezver Configuration Backup and Restore Initiate Upgrade
Secuzity Halt Sexver
Remote Consoles View Mail Quecues

Copy USB Upgrade Image
Non Tekelec RFM Management
Network Configuration Restart Server
NetBackup Configuration Eject CDROM Reject Upgrade
Policy Configuration Exit Exit

Exit

Accept Upgrade

NOTE: Depending on the method used the platcfg utility searchs for any mounted
ISOs and if successful displays the Policy Application ISO image file to install

For example:

| Choose Upgrade Media Menu

- 12.5.8.8.8_ 43.2.8

3. Select the ISO image and press Enter:

The utility displays the message Val idating media or cdrom and a series of
hash marks (#). When it finishes, it displays information about the ISO image file and the
message the CDROM or Media is Valid. The following example shows a successful
validation:

&% ILO Integrated Remote Console - Server: hostnameacf2432e4a09 | iLO: ILOGCU312Y534 (=2l ] !“H
- o

Power Switch  Virtual Drives  Keyboard Help

HHgppEAnnRRBBBARBHHNBNNNNNRNBNNNRNNNBBUBNNNHNHNBNUNNNNNNNNNEY
CEREEEREEE RN R R R R R R R Ry
v rs it i ari it ii ettt r bR
HugHuEREBRNERANBERNERBRRNBRAONNRUBHBRBRHBHNNBNBHBRBHNNBRARNEY
cEid b e bR R R R R R R R R R R R R R R R R R R R R R R
HUBHBEBHHBEBBEBBRBREBBERRRUBHRRRRBURRBNBHERRNBBERBRBEARNRUEY
BUBHERBARBRNBRARBERNARBABRBRARARBABBARBABBRABBABBBRBRBRBRNRREN
bt e i R R R R
GRS

IMUT Ualid -4, () : » May 2814

Numbe y
on: 1: .8.8.8_43.2.

mp
- d iption: «
» media validatic omplete, the

CDROM is Valid

ANY KEY TO RETURN TO THE PLATCFG MENU.

720 x 400 Wlulkle 4 RCa 2900

5. [_]| Console: verify 1. Press Enter to return to the menu.
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Step

Procedure

Details

platform revision

2. Scroll to select Exit.
3. Press Enter.

| Choose Upgrade Media Menu |

- 12.5.8.8.8_43.2.8

The Main menu opens.

— Upgrade Menu |———

Validate Media

Early Upgrade Checks
Initiate Upgrade

Copy USB Upgrade Image

Non Tekelec RPM Management
Aiccept Upgrade

Re ject Upgrade

Exit

S e €V

Console: Select ISO
to install, and
confirm

Application
installation takes
approximately 20
minutes—if
installing with a
virtual mount, it
takes longer

1. From the Main menu, navigate to Maintenance = Upgrade = Initiate Upgrade.
The Choose Upgrade Media Menu window opens. For example:

Main Menu
- Upgrade Menu

Maintenance Menu

Validate Media

Early Upgrade Checks

Initiate Upgrade

Copy USB Upgrade Image

Non Tekelec RPM Management

Accept Upgrade

Reject Upgrade

Exit

Diagnostics

Server Configuration
Security

Remote Consocles

Network Configuration
NetBackup Configuration
Policy Configuration
Exit

Backup and Restore
Halt Server

View Mail Queues
Restart Server
Eject CDRCM

Exit

2. Select the ISO image as per the previous step, and press Enter

| Choose Upgrade Media Menu |

- 12.5.8.8.8_43.2.8

NOTE: The server reboots twice during the installation process, Do Not Remove the
media at this time.
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Step

Procedure

Details

Console: Verify
Policy install
version

After the application has completed installation log back in to the command line as
admusr and confirm the installed TPD platform version and the policy application
version.

Augy 3

.8.8.8_43.2.8

acleLinuxt .9

Verify:

e TPD revision installed
e  Policy application installed and its revision

Console: Verify
Install success

Inspect the /var/TKLC/l1og/upgrade/upgrade. log file to verify that the installation
succeeded.

Look for the line Upgrade returned success! near the end of the file. The
following example shows a successful installation:

4 iLO Integrated Remote Console - Server: hostname483a475913f7 | iLO: ILO6CU312Y¥534 =1

|Power5witch Virtual Drives  Keyboard Help
1531381869: :Running postUpgradeBoot() for Upgra
de policy...
31381869 :Running postUpgradeBoot() for Upgrade::Po SS upg
rade policy...
1531381869: :Running postUpgradeBoot() for Upg : ::Platformlast upgrade
policy. ..
1531381869: :Returning HIDS monitoring to its previous state...
3 869 :Returning HIDS monitoring to the CONFI )
HIDS was suc sfully brought to the CONFIGURED s
::Updating platform revision file...
:RCS_VERSION=1.1
Upgrade returned succ

mt/upgrade/upgradesupgradeStatus’ -> /sysimagesetcsrc.d

Status

:Stopping remoteExec bac
wtting down /mnt/upgr supgrad em Cias

setcs/rcd.d/5399TKLCupgradeStatus - AlarmMgr daemon is not runming, d
1 minut
v oszetes .d/S99TKLCupgr Latus - setting ’Up Accept/R

rc4.dsS99TKLCupgradeStatus

NOTE: If the installation is not successful, inspect the following log files for more details
and to see if errors occurred:

e /var/TKLC/log/upgrade/upgrade.log
e /var/TKLC/log/upgrade/ugwrap.log

Remove Media

Remove the installation media or dismount the virtually mounted I1SO image file from
the server. The Policy Management software is installed on the server.

10. []

Policy Solution
servers

Repeat this procedure to install each Policy Management component (CMP, MPE, MRA,
Mediation) on each server.
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Step Procedure Details

For Wireless mode, proceed to Section 6: Configure Policy Application Servers in
Wireless Mode

—End of Procedure—

5.3Preparing a c-Class Environment

5.3.1 Preparing the PM&C Management Server

This section references the procedures used to install Policy Management software in a c-Class
environment. A Platform Management and Configuration (PM&C) application on a Management Server is
required for a c-Class installation. The Management Server is a rack mount server. PM&C provides tools
to manage multiple enclosures and server software as well as networking equipment (enclosure
switches).

Tekelec Virtual Operating Environment (TVOE) 4.1 Software Requirements is required for the
Management Server installation. You must install TVOE first, then the PM&C application.

The procedure for installing and configuring the Management Server is described in the PMAC 6.5
Configuration Reference Guide.

It is necessary to IPM the Management Serrver and udate the firmware according to the type of
Hardware that is used for the Management Server.

Refer to Section 3.6 Management Server Procedures

e 3.6.1IPM Management Server
e 3.6.2 Upgrade Management Server Firmware

To install the Platform Management and Configuration (PM&C) application on the Management Server
refer to Section 3.7 PM&C Procedures

e 3.7.1 Deploying Virtualized PM&C Overview

e 3.7.2Installing TVOE on the Management Server
e 3.7.3 TVOE Network Configuration

o 3.7.4 Deploy PM&C Guest

The procedures referenced in this section deploy PM&C on the management server. In Policy
Management 12.5, the management server is used for installation, adding servers, field repairs, and
deploying firmware upgrades. PM&C installation is not service-affecting for the Policy Management
system; that is, Policy Management itself does not rely on PM&C to function.

5.3.2 HP C-7000 Enclosure Configuration

Procedures for Installing and configuring a HP C-7000 enclosures are found in PMAC 6.5 Configuration
Reference Guide.

Refer to Section 3.5 C7000 Enclosure Procedures

PM&C can manage multiple enclosures. The following procedures are applied for each enclosure.
e Section 3.5.1 Configure Initial OA IP

You can configure the OA IP address using the enclosure front panel display.

e Section 3.5.2 Configure Initial OA Settings Using the Configuration Wizard
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This procedure configures initial OA settings using a configuration wizard. This procedure is used for
initial configuration only and is performed when the Onboard Administrator in OABay 1 (left as viewed
from rear) is installed and active.

Prerequisites:
If the aggregation switches are supported by Oracle, then configure the Cisco 4948/4948E switches.

e Refer to Section 3.5 C7000 Enclosure Procedures
e Section 3.5.3 Configure OA Security

This procedure disables telnet access to OA.
e Section 3.5.4 Upgrade or Downgrade OA Firmware
This procedure updates the firmware on the OA.
e Section 3.5.5 Store OA Configuration on Management Server
This procedure backs up OA settings on the management server.
e Section 3.5.9 Updating IPv4 Addressing
This procedure updates the IP addressing for a C7000 enclosure.
Or
e Section 3.5.10 Updating IPv6 Addressing

This procedure updates the IP addressing for a C7000 enclosure. It may be used to add IPv6
addresses and/or to edit existing IPv6 addresses.

e Section 3.5.11 Add SNMP Trap Destination on OA

An SNMP trap destination must be added and configured using the Onboard Administrator (OA),
or SNMP must be disabled.

5.3.3 Adding the Cabinet and the Enclosure to the PM&C

This procedure provides instructions to add a cabinet and an enclosure to the PM&C system inventory.

Prerequisite:

Before beginning this procedure, you must have configured the PM&C application.

To complete this procedure, you need the following information:

e The cabinet ID (cabinet_id), a number from 1 to 654.

e The Location ID (location_id), a number from 1 to 4, used to uniquely identify the enclosure in
the cabinet. The cabinet ID and location ID are combined to create a globally unique ID for the
enclosure (for example, an enclosure in cabinet 502 at location 1 has an enclosure ID of 50201).
Enclosures are typically numbered from the bottom; that is, the enclosure in the bottom of the
cabinet is location 1.

55



Policy Management Bare Metal Installation Guide

Check off (V) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

5.3.3: Adding the Cabinet and the Enclosure to PM&C

Step

Procedure

Details

1. [

PM&C GUI: Login

1. Open web browser and enter: https://<pmac_management_network_ip>

2. Login asthe pmacadmin user.

ORACLE

Oracle System Login
Mon Jul 9 06:35:58 2018 UTC

Log In
Enter your username and password to log in

Username: pmacadmin

Password: |+ J

Change password

Log In

PM&C GULI:
Configure
Cabinets

Navigate to Main Menu = Hardware = System Configuration = Configure
Cabinets.

= L Main Menu
B & Hardware
: B & System Configuration

- PConfigure Cabinets

B Configure Enclosures
B Software

PM&C GUI: Add
Cabinet

On the Configure Cabinets panel click Add Cabinet

Provisioned Cabinets

There are no provisioned
cabinets

Add Cabinet

4. []

PM&C GUI: Enter
Cabinet ID

Enter Cabinet ID and click Add Cabinet.

Add Cabinet

Cahinet ID: Cabinet ID must be from 1 to 654.
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Step

Procedure

Details

PM&C GUI: Check
errors

If errors are not reported, you see the following:

Configure Cabinets

Info -

Provisioned Cabinets
101

Add Cabinet || Delete Cabinet

Or you see the Cabinet ID is invalid error message:

Add Cabinet

f e CabinetID 2900 is invalid: must be between 1 and 654

PM&C GUI: Go to
Configure HPC
Enclosures

Navigate to Main Menu > Hardware = System Configuration = Configure
Enclosures.

= £ Main Menu
B & Hardware
@& em Configuration

onfigure Cabinets

im Software

PM&C GUI: Go to
Add Enclosure

On the Configure Enclosures panel, click Add Enclosure

Provisioned Enclosures

There are no provisioned
enclosures

Add Enclosure
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Step Procedure Details
8. |:| PM&C GUI: Add 1. Onthe Add Enclosure panel, enter the Cabinet ID, Location ID, and two OA IP
Enclosure addresses (the active and standby OA for the enclosure).

2. Click Add Enclosure.

Cabinet ID:{ 101 -
Laocation ID: |1

Bay 1 OAIP:(10.240.237.134
Bay 2 OAIP:(10.240.237_135

Location [0 mrust Be from 1 fo 4.

Add Enclosure

Notes:

e Location ID is used to uniquely identify the enclosure in the cabinet. It can
have a value of 1, 2, 3, or 4. The cabinet ID and location ID are combined to
create a globally unique ID for the enclosure (for example, an enclosure in
cabinet 502 at location 1 has an enclosure ID of 50201).

e Enclosures are typically numbered from the bottom. That is, the enclosure in
the bottom of the cabinet is location 1.

9. [] PM&CGUL
Monitor the
Enclosure
discovery status

When the task is complete, the text changes to green and the Progress bar
indicates 100%.

o » Enclosure 50501 has been successiully added to the system

L=l
Provisioned Enclosures
50501
| Add Enclosure
R o3
ID Task Target Status Running Time ~ Update Time  Progress
3 AddEnclosure Enc:50501 OpenHpi Deamon Started 0:00:17 0:00:44 2%
10. [_] PM&CGUI: This page displays status updates.
Background Task .
. . [7 3  AddEnclosure Enc:50202 FIE e E =G T 0:01:13 A lery 100%
m0n|t0r|ng monitoring 02:20:32

NOTE: Do not click the L2 button, this button deletes the selected task from the
Background Task Monitoring status screen.

11. [ ] PM&C GUI: Wait
until the Add
Enclosure task
finishes

The color of the progress bar changes to green when complete:

-01- 2011-10-08
0:01:13 02:20:32 100%

Enclosure added - starting

3 Add Enclosure
monitoring

Enc:50202

If the Add Enclosure task fails, the status displays information concerning the failed
step and the color of the Progress bar changes to red.
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Step Procedure Details
12. [ ] PM&CGUI: Verify | Navigate to Software - Software Inventory.
Software

If the control network is configured correctly, the blades have TPD installed (at
minimum), and the enclosure switches have a control network configured. The
Software Inventory form shows blade server information.

Inventory

Example below:

Software Inventory H
Sak Oct 20 20154108 2012

et P Addriss Hostnarm: Plat Hame Plat Vission Ao Name App Viersion
Enc 22801 By |F A3 4248
Enc:ziu) Bayie 19216E1E tE-thd-cimp-a TFD GHE_G4) 50172450  CMF BO.0_291.0
Enc:iziu Bayde THZVGENAE  hosmamelBSIIEG0  TRD HE_G4) 42470800  MRA 141_161.0
Eng: 23001 Bay5E 192160140 cothdt-mpeda TPD(0E_64) 5.01-72450  WPE 6.0.0.291.0
Enc 22801 Bay IE 192168113 colabompda TPD (AE_B4) S01-T2450  CWP BO.0_2810
Ene 23001 By iF 19218817 co-lba - mpet -a TPD (uBE_B4) 501-T2450  WPE BOO_2810
Enc:23801 BaylE 192168101 telab-speh TRD pHG_E4) 4.24-1080.0
Ene:22001 Bay1F 18216016 ca-bdi-cmp-b TRD (l6_64} 5.041-72450  Cwp no.&zs.m
Eng;22001 Bavl F 192166142 hostamel 46527708 TRDI (OB 64) 4.24-T0.900  MRA 7541640
Enc 23801 By 13F 197 1681 4 ci-lb3l-mpe2-b TPD (BA_4) 501-T2450  WPE B00_2810
Enc 22801 By 15F 197 1681 14 calab-crpd b TP (B6_G4) 50172450 WP B00_2810
En¢: 23801 Bay16F 192168145  cetbdi-mpai-b TFD (HE_G4) 5.01-72450  WPE BO.0_291.0
uz:“stﬂm;ﬂ'.‘mzls 14216811 prieac?as TPD (eHEi_ti4) & 00-80 270 M HO.0_5010.

NOTE: The procedure to configure the enclosure switches, if they not configured, is
performed later.

—End of Procedure—

5.34
The file

Configure Blade Server iLO Password for Administrator Account

change_ilo_admin_password.xml is provided on the Policy Management ISO image file and is used

by the PM&C netConfig tool to push the configuration to the switches. The file may change from one
release to the next. Edit this file for your installation and copy it to the PM&C server after it is installed.

Prerequisite:

Before beginning this procedure, you must configure the OA IP addresses.

Use this
servers:

3.

mandatory procedure to set iLO passwords for the Administrator and root accounts on all

On the PM&C server, in the directory Zusr/TKLC/smac/html, create the following subdirectory:
/ilo_passwd

Set the directory permissions to an appropriate level. For example:

$ sudo chmod go+x /usr/TKLC/smac/html/ilo_passwd

Locate the file change_ilo_admin_password.xml on the Policy Management ISO image file. For
example:

$ sudo find . -name change_\* -print ./TPD/872-2544-102-9.1.0_28.1.0-cmp-
x86_64/upgrade/change_ilo_admin_passwd.xml

Copy the file to the following directory:
/usr/TKLC/smac/html/ilo_passwd

Set the file permissions to an appropriate level. For example:

$ sudo chmod 777 change_ilo_admin_passwd.xml
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8. Edit the file to update the root password, iLO root password, and iLO Administrator password
fields.

9. Make a temporary copy of the file in the following directory:
/usr/TKLC/smac/html/public-configs/

10. Log in to the active OA as the root user and enter the following command:

hponcfg all http://management_server_ip/public-configs/change_ilo_admin_passwd.xml
After the command finishes, verify that errors did not occurred.
1. Logout from the active OA.
2. Delete the temporary copy of the file.

3. (Optional) You can verify access to the server iLO by opening a browser, entering the IP address
of the server iLO system (management_server_iLO_ip), and logging in using the values for
Administrator and iLO Administrator password.

4. (Optional) You can verify root access to the server iLO using an SSH session. For example:

# ssh root@® management_server_iLO_ip password: iLO_root_password

5.3.5 Configuring c-Class Aggregation and Enclosure Switches Using netConfig

The c-Class environment includes paired aggregation switches and enclosure switches. Prepare and verify
network configuration files (used to configure the switches).

The Policy Management ISO image files include template configuration files in the
/upgrade/switchconfig/examples/netConfig/ directory. The templates include variables that you can
replace with site- and customer-specific information. You can edit these template files to make them
specific for your installation and place them on the PM&C server after it is installed. The PM&C netConfig
tool uses these network configuration files to configure the switches. The following template files are
provided:

e For 4948 aggregation enclosure switches:

4948 cClass_init.xml

4948 layer2_configure.xml
4948 layer3_configure.xml
4948 RMS_init.xml

O O o o

e For 4948E aggregation enclosure switches:

o 4948E_cClass_init.xml

o 4948E_layer2_configure.xml
o 4948E_layer3_configure.xml
o 4948E_RMS_init.xml

e For 6120XG enclosure switches:

0 6120XG_init.xml

0 6120XG_Single_configure.xml (for connections using a single 10 Gb/s copper uplink)

0 6120XG_LAG_Uplink_configure.xml (for connections using a bundle of four 1 Gb/s copper
uplinks)

0 6120XG_TagCtl_Uplink_configure.xml (if the Control network is VLAN tagged)
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e For 6125XLG enclosure switches:

0o 6125XLG_init.xml

0 6125XLG_Single_configure.xml (for connections using a single 10 Gb/s copper uplink)

0 6125XLG_LAG_Uplink_configure.xml (for connections using a bundle of four 1 Gb/s copper
uplinks)

Prerequisite:

Before beginning this procedure, you must have installed PM&C and configured the initial OA settings,
the netConfig repository, and the initial OA IP address. To complete this procedure you need the
following software and information:

e The appropriate netConfig XML files
e The HP miscellaneous firmware 1SO image file
e The cabinet ID, a number from 1 to 654 (cabinet_id)

The procedures to configure aggregation switches and enclosure switches using netConfig are described
in the PMAC 6.5 Configuration Reference Guide.

TIP: To minimize errors, after you prepare the files, review and verify them.

These templates cover the common configurations, but may not cover all possible configurations. You
may need to change or add to these templates for specific requirements. To avoid potential support
issues, do not deviate from Oracle standards.

5.3.6 Configuring the Application Blades

The following procedures are applied for each enclosure.

NOTE: during the following OA configuration steps, the IP addresses of the Enclosure switches are set.
These IP addresses are then used to configure the Enclosure switches.

5.3.7 Updating Application Blade Firmware

Policy Management servers must have the correct release of firmware.

The procedure for updating Oracle server firmware is described in the HP Solutions Firmware Upgrade
Pack, Software Centric Release Notes, Release 2.2.12

5.3.8 Confirming and Updating Application Blade BIOS Settings
You need to confirm and update the BIOS boot order on the Policy Management servers.

Prerequisites:

Before beginning this procedure, you must have updated the firmware on the Policy Management
servers.

To complete this procedure, you need the following information:

e The root password root_password (use the root account instead of the Admin account)

The procedure for BIOS configuration are located in section 7.3.1:BIOS Settings for HP Gen 8 Blade and
Rackmount Servers or 7.3.2:BIOS Settings for HP Gen 9 Blade and Rackmount Servers of this document.
BIOS configurations are also referenced in TPD Initial Product Manufacture, Software Installation
Procedure. (Appendix E)
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5.3.9 Loading Policy Management Software Images onto the PM&C

Prerequistes:
e Before beginning this procedure, you must have configured the PM&C application.
e To complete this procedure, you need the following:

o TPDISO image file.
o Policy Management ISO image files (CMP, MPE, MRA, Mediation).

See Section 4.1:Software Requirements

The procedure for loading software images onto the PM&C server is described in the PMAC 6.5
Configuration Reference Guide Section 3.7.9. IPM Enclosure Blades Using the PM&C Application

5.3.10 IPM Enclosure Blades Using the PM&C

This procedure provides the steps to install TPD on Blade servers from PM&C.

Prerequisites:

e Enclosures containing the blade servers targeted for IPM are configured.
e Appropriate version of TPD is added to the PM&C Software Image management.
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Check off (V) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

5.3.10: IPM Enclosure Blades Using the PM&C

Step Procedure Details
1. [] PM&CGUI: Verify | Navigate to Software - Software Inventory.
if PM&C Contol & £ Main Menu
Network is B & Hardware
established to the . @ & System Inventory
blades. i Enclosure 10101
FRU Info
B System Configuration
B & Software
|
B Manage Software Images
Ident IP Address
Enc:50301 Bay:1F 1892.168.1.6
Enc:50301 Bay:2F 192.168.1.12
Enc:50301 Bay3F 192.168.1.8
Enc:50301 Bay:8F 19216815
Enc:50301 Bay:9F 192.168.1.11
Enc:50301 Bay:10F 192.168.1.10
Enc:50301 Bay:11F 192.168.1.9
Enc:50301 Bay:16F 192.168.1.7
If the PM&C Control network is correctly configured, the PM&C acts as a DHCP
server and provide control network addresses in the range of 192.168.1.3—254 to
the blade servers in the managed cabinets/enclosures. PM&C takes the address of
192.168.1.1. If the server has requested an IP address from PM&C, the IP address is
in the IP Address column. TPD always does this when a server blade is booted, and
also periodically after this.
If there are not any IP Addresses in this view, then either:
e PMA&C Control Network is not correctly configured (probably a switch config
issue)
e The Blades do not have an OS installed.
Enc:801 Bay: 14F
Enc:801 Bay: 16F
Enc:802 Bay:1F
If there are IP addresses in this view it means that an OS is installed.
Enc:801 Bay:6F 192.168.1.21 hostnameb9do2a8dcefe  TPD (x86_64) 7.0.2.0.0-86.28.0
Enc:801 Bay:8F 192.168.1.16 hostname6de5d00f47e  TPD (x86_64) 7.0.2.0.0-86.280
Porceed to the next step to IPM (install the OS) on the selected blade
2. [] PM&cCGuUL 1. Navigate to Software = Software Inventory.
Initiate OS Install B 5 Main Menu
B & Hardware
B & System Inventory
3 @ Enclosure 10101
B FRU Info
System Configuration
B & Software
B
Manage Software Images
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Step

Procedure

Details

2. Select the servers you want to IPM with a bootable TPD ISO image file and click
Install OS. If you want to install the same OS image to more than one server,
you may select multiple servers by clicking multiple rows individually. Selected
rows are highlighted in green.

Soltware Inventory
Filler =
ideat I Address. Hostame PlatMame  Plat Version App Hame App Version Desig  Fanction
Enc 12002 Bay 1E LA R I Clg2-CMP-a TPD (85 64) 7020085460 cMe Pending ARl
Enc 12002 Bar 2F 128812 Clg2-CMP-b TPD (xB85_84) 7020085480 cne Pending AocRie)
Enc 12002 Bar 2F 192188126 Clg2-UPE-a TPD (x5 64] T.0.2.0.0-05.40.0 WPE Pending AR
Enc 120412 Bay dF 1921800081 Cig2lPED TPO (aB2_84) 7.0.30.0-05480 uPE Pending Accifte)
Enc 1202 Bay5F 192180420  Cip2-liRA-a TPD (x08_64) 7.020.0-0545.0 MRA Pending Accfe
Enc12042 Bay fiE 1921681251 Cig2-WRA-n TPD (5_64) 7.0.300-85 460 WRA Penoing Accite)
Enc 17002 Bay TE WIIEAIE TVORAT TPO (i_64) 7020005320 TVOE 30200 96320
Enc: 12007 Bay7E
Gusst: 1921601244 MPA TPO (i_64) 7.0200-05320 uoR Panding Aot
LR WP LoeCacadl
Enc 1202 Bay TE
Guest 1921681247  hosinameafcfade105c2 TPD (x5 64) 7020085320 UDR Pending Accfle)
VDR WP LowCagachy 1
Enc 1203 Bay.IE "
Guest WIS NOA TRD (88 64) 7020085320 UDR  Pencing Acorel
WO HO LewCaoacny
Enc. 12003 Bay I
Guest W2IBI 2 BOA TPD (x88_84) T.0.200-85.320 uoR Pending Acoe|
MOE._S0_LowGasagty
Enc 12002 BayiE meaa e Pending AcciRe)
Enc 12002 Bay 10F WZIEFIT MoSMAMeINSIITL0040 TPDDES_64) 7030085460
Enc 12002 Bay 14F
Enc 12042 Bay 15E
ENCI2007 Bay 148 WZIEBN2E  MPEGE TPDOBS 84 8720084320 MEE Pening Acoie|
Enc.12003 Bay 1E 192788155 curz2e0-91 TRD (88 64) 7020085280 cwe Pending Ao
Enc 12003 Bay2E TIZNSAI2S4  CMP240-82 TR (x88_84) 7.0.20.0-85.28,0 = Penging AR
Ene 12003 Bar2F
Enc 12003 Bay 4F 192168198 MPESimulstor TPD (05_64) T O300-0246.0 [, Pending Accifte]
Enc:A2003 B 5F 192168140 CMP-35 TPD B8 641 6T 10.0-0426.0 caP Pending Accifel
Pause LUpdales  Selection active . updates paused
| Install 05 o o

NOTE: IPM is also a useful recovery procedure if a server is in a bad or unknown
condition, or was configured with a different application because the IPM cleans all
the existing software and disk configurations off of the server, and returns the
server to a clean state.

After selecting Install OS the Software Install, the Select Image screen opens:

Software Install - Select Image

Targets Select Image
Enaty States Image Name Typs Archaecture Descrgtion
Enc:1202 B 16F TPO-7.0.310.0.16.46.0-OracleLinust.7-

e Boctable BE_fd

TPOUngtak-7.6.0.0.0_88.54 0-Oractelingxt 9-

TVOE3 Bockable *B5_B4

iBoctable B384

Supply $oftware Install Arguments (Optional)

Start Scltwar Install

All bootable images in the PM&C repository are listed. Select the correct bootable
image to proceed with the OS installation of the selected blade and click Start
Software Install.
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Step Procedure Details
3. []| PM&CGUL: Navigate to Main Menu = Task Monitoring to monitor the progress of the OS
Monitor OS Install | Installation background task. A separate task displays for each blade affected.
Background Task Monitoring
D Task Target Status State Running Time  Start Time Progress
[ 418 install oS Enc:1202 Bay:16F Waiting for target server toboot  IN_PROGRESS  0:00:15 Erby 4%

When the installation is complete, the task changes to green and the Progress bar
indicates 100%.

Background Task Monitoring

Filter -
n Task Target Status State Running Time  Start Time Progress
] 419 Instan OS Enc:1202 Bay:16f o8- TED SN0 480,900,580 (CoMPLETE EA722 it 100%

----- Oraclelinux6.9-x56_64 23:14:45

NOTE: if the OS Install step fails, then it may be that the Control Network is not
correctly established, and troubleshooting is required.

—End of Procedure—

5.3.11 Install Policy Management Software on Blades using PM&C
This procedure installs the Policy Management software on HP c-Class servers using PM&C

CAUTION: Do not mix up the enclosures when deploying the applications. The bottom enclosure in a
cabinet is identified in Oracle documentation as Enclosure 1. The enclosure above this is Enclosure 2.
However, PM&C GUI forms may list the enclosures with Enclosure 1 listed first, and Enclosure 2 listed
below this in the form lists.

PREREQUISITES:

Before beginning the procedure, complete hardware installation and verification as well as the IP
networking plan and IP assignments.

To complete the procedures in this section, you need the following material and information:

e The appropriate release and Policy Management Application iso images of the Policy
Management software stored on the PM&C server.

e layout diagram for c-Class enclosures, identifying which bays run which Policy Management
application.
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Check off (V) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

5.3.11: Install the Policy Management Application Software on Blades using PM&C

Step

Procedure

Details

1. []

PM&C GUI: Login

1. Open web browser and enter: http://<management_network_ip>
2. Login as PM&C admin user.

ORACLE

Oracle System Login

Mon Jul 9 06:35:58 2018 UTC

Log In
Enter your username and password to log in

Username: |pmacadmin

Password

Change password

Log In

PM&C GUI: Select
Servers for
Application install

1. Navigate to Software = Software Inventory.

Software Inventory
ent P Address Hostname Plat Name Plat Viersion App Name  App Version Desiy  Function
Enc 1202 Bay 10F 1921851016 WMPEB-s2.5 TRO (86_84) | TE0 0088480 MPE Pending AccRe)
Enc 1202 Bay 11F 162 168.10.47 WPES-32-0 TPD (x85_64) 7.500.0-8846.0 MPE Pending AccRe)
Enc 1200 Bay 12F 162 168.10.51 PE10-52-b TPD (x88_84) 7500080480 MPE Panding AccRe)
Enc 1202 Bay 13F 162.168.10.44 MPEY1-52- TPD (36_B4) 75.0.0.0-88.460 MPE Panang AccRey
Enc.1202 Bar 14E 1921681055  MPE12520 TPD (x86_64) 7500088450 MPE Ponding AccRej
Enc 1202 Bar 15F 1521631042  MPE13-52:0 TPD (B6_64)  75000-88.46.0 MPE Pending AccRej
Enc1202 Bay16F i182168.1019  hosmnamecdaas0dTabee TPD (186_64) 7600088540
Enc 1203 BariF e5febatdal
Enc120) Bay i
Enc1203 Bay2E eSEfeba e118
Enc1203BaylE SR BRDT0
Enc 1203 Bay 5 ‘eStebacadd
Enc. 1203 Bay iE _eS@tebatial
Enc 1203 Bay TE eS@ioba 1228
Enc 1203 Bay s eS8 fabaadb0
Enc.1203 Barie 1921681032 MRA1s2< TPD (i86_64) 750.00-88460 MRA Pending AccRe)
Enc1z03 Bay 10 1921681033  MPEl-s2c TPD (x86_64) | 75000-88 460 MFE Pending AcciRe)
Enc 1203 Bay11E 192163.1058  WPE2-s2c TPD (x86_84) 750.0.0-88.480 MPE Pending AcciRe)
[Pause Updates  Selechion active — updates paused

Install OS Upgrads

2. Select the servers where the application is installed. If you want to install the
same application image to more than one server, you may select multiple
servers by clicking multiple rows individually. Selected rows are highlighted in
green.

NOTES:

- After the TPD OS is installed the system assigns a host name.
- 8isthe maximum number selected at one time.

3. Click Upgrade
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Step Procedure Details
3. []| PM&CGUL: The Software Upgrade page opens. The left side of this screen shows the servers
Initiate where the Application Software is applied.

Application Install

1. From the list of available images, select the version and Application Software
Package (CMP, MRA, MPE, or Mediation) according to the system design.

Software Upgrade - Select Tmage

Targets Select Image
Entity Statuy.

Enc 1202 Bay 165

Imeage ame Type
omp-12 5.0.0.0_15 1.0-486_54
mpe-#-1221,0.0_6.1.0-008 64
mee-1221.0.0_6.1.0a03_64

mea-123 100 42 10486_54
mea124.0.0.0_48.1.0-986_84
TPD-7.0.3.0.0_86.48 0-Orackel inus 7-
8_pa

Archilectuwre  Description
iupgrace B8 64
Ungraca xié_g4
Upgrade a5 B4
Upgrade WB5_64
Upgrade as_64
Boatable 1 _AL

;P;mu-?ﬁnnﬁlﬁﬁiﬂmmﬂmlei Bootable 564

TVOE3 Bogtable 88 _gL

e
Supply Software Upgrade Arguments (Optional)

Siant Sofwara Upgrade

2. Click Start Software Upgrade. A confirmation window opens.
3. Click OK to proceed with the install.

PM&C GUI:
Monitor the
installation status

4. []

Navigate to Main Menu = Task Monitoring to monitor the progress of the
Application Installation task, a separate task displays for each blade affected.

Background Task Menitoring

D Task Target Status State Running Time  Start Time

2018-07-09
0:00:01 00:55:21 40%

Progress

[] 421 upgrade Enc:1202 Bay:16F Task ID assigned IN_PROGRESS.

When the installation is complete, the task changes to green and the Progress bar
indicates 100%.

Background Task Monitoring

ID  Task Target Status State Running Time ~ Start Time Progress
j 421 Upgrade Enc:1202 Bay:16F Success COMPLETE 0:11:52 3315022709 100%

REPEAT the above
steps for each
Application

Repeat steps 3 and 4 for each Application beings installed at the site.
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Step Procedure Details
6. [ ]| Verify Application | 1. Navigate to Software - Software Inventory.
installations- B [ Main Menu
accept upgrade :' & Hardware
B & System Inventory
B B Enclosure 10101
B FRU Info
: B System Configuration
ﬂ & Software
.
B Manage Software Images
At this point, all the target servers have had their applications installed and the
AppVersion is Pending Acc/Reject.
Software Inventory
Ident 1P Address Hostname Plat Narme Plat Version App Name  App Version Desig  Function
Enc1202 Bay 10F 1821681018 hosthameclasdSdTabes TPD (86_64) 7.0.00.0-88540 CuP Pending AccRej
2. Verify the App Name shows the correct name (CMP, MPE, MRA, or Mediation)
for each server where the Applications are installed. Also, confirm the
Enclosure and Bay position. Confirm all assignments are per the design.
3. Select the servers to upgrade. The Accept Upgrade option is available.
4. Click Accept Upgrade to confirm the upgrade.
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Step

Procedure

Details

7. [

Verify application
installations-
accept upgrade

Navigate to Software = Software Inventory.

= S Main Menu

m Inventory
Enclosure 10101
U Info
m Configuration
& Software
=

B Manage Software Imag

At this point, all the target servers have their applications installed and the
AppVersion shows as Pending Acc/Reject.

Software Inventory

Fiter *
kbent 1P Address Hostmame PlaiName  Plat Version App Name  App Version Desig  Function
Enc 1202 Bay 15F 1921681019 hostamecszag9dTabes TPD (185_64) 7.60.0.0-68540 CuP Penaing Actie)

1. Verify the App Name shows the correct name (CMP, MPE, MRA or Medition)

for each server where the Applications are installed.
Confirm the Enclosure and Bay position.

Confirm all assignments are per the design.

Select the servers you wish to upgrade.

Click Accept Upgrade.

vk wn

Software Inventory(Filtered)

Fiter ~
ident 1P Address Hostname PlatName  Plat Version AppName App Version Desig Function
Enc:1202 Bay16F 1821681019 ihostnameeSbd33248269 TPD (x86_64) 7.6.0.0.0-83540 cup Pending AcciRe]

JPause Updates  Selection active - updates paused

Accept ‘ | Reject
Install OS Upgrade | Upgrade Upgrade
Software Inventory(Filtered)
Filter +
ident 1P Address Hostname PlatName  Plat Version AppName App Version Desig Function
Enc:1202 Bay 16F 192168.10.19  :hostnamee9bd33248269 TPD (x86_64) 7.60.0.0-8854.0 CUP. Pending AccRe)

9 Do you really want to accept the upgrades on all selected servers?

w | o

SEEFRGEE [
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Step Procedure Details
8. [ ]| Verify Application | 1. Navigate to Software - Software Inventory.
Installations

Software Inventory(Filtered)
Filter ~

Mdent 1P Address
Enc1202 Bay 165 192.168.10.19

Plat Name Plat Version App Name App Version
33248260 TPD (xA5_84) 7.6.000-88540 CuP 1250.0.0_16.1.0

Desig  Function

a. Confirm that the App Version column does not display the Pending
Acc/Rej status but shows the correct Application Version.

—End of Procedure—
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6. CONFIGURE POLICY APPLICATION SERVERS IN WIRELESS MODE

The following procedures configure the Policy Management Application and establish the network
relationships, to a level that allows a basic test call though the system.

The following procedures are common to c-Class and RMS environments, except for small differences
noted in the procedures.

It is assumed that the Installation tasks associated with preparing the appropriate Installation
Environment in Section 5 are completed before proceeding with the following tasks.

The post-installation tasks consist of the following:
1. Establishing network addresses and connections for every Policy Management server
2. Configuring the first CMP server
3. Configuring the CMP Site 1 cluster to manage the Policy Management network
4. Configuring a CMP Site 2 cluster for Geo-Reundancy (optional)
5. Configuring Policy Management clusters
6. Exchanging SSH keys between Policy Management servers
7. Configuring routing on servers

Configuration Management Platform, Wireless User’s Guide

Platform Configuration User's Guide

6.1Perform Initial Server Configuration of Policy Servers—platcfg

You must configure the operation, administration, and management (OAM) network address of the
server, as well as related networking. Perform the referenced procedure on every server in the Policy
Management network.

Prerequisites:

To complete this procedure, you need the following information:

e This procedure assumes that you are using Policy Management in a Wireless or Wireless-C
(Wireless with Mediation).

e You need to know whether or not the server has an optional Ethernet Mezzanine card installed.

e Hostname—The unique hostname for the device being configured.

e OAM Real IP IPv4 Address—The IP address that is permanently assigned to this device.

e OAM Default IPv4 Route—The default route of the OAM network. The MPE and MRA system may
move the default route to the SIG-A interface after the topology configuration is complete. The
default route remains on the OAM interface for the CMP system.

e OAM Real IP IPv6 Address (optional)—The IP address that is permanently assigned to this device.

e OAM Default IPv6 Route (optional)—The default route of the OAM network. Note the MPE and
MRA system may move the default route to the SIG-A interface after the topology configuration
is complete. The default route remains on the OAM interface for the CMP system.

e NTP Servers—Reachable NTP server) (ntp_address).

e DNS Server A (optional)—A reachable DNS server.

e DNS Server B (optional)—A reachable DNS server.
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e DNS Search—The domain name appended to a DNS query.

e Device—The bond interface of the OAM device. Use the default value, as changing this value is
not supported.

e OAM VLAN ID—The OAM network VLAN ID.

e SIG AVLAN ID—The Signaling-A network VLAN ID.

e SIG B VLAN ID (optional)—The Signaling-B network VLAN ID.

e SIG CVLAN ID (optional)—The Signaling-C network VLAN ID.

Check off (\/) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.1: Perform Initial Server Configuration of Policy Servers—platcfg

Step Procedure Details

1. |:| Login to server as Access the iLO GUI, and open a Remote Console session then login as root

tvia C I . . . . . .
rootvia tonsole NOTE: iLO procedures are found in section 7:Accessing the iLO VGA Redirection

Window
® Oracle(R) Integrated Lights Out Manager Remote System Console... | =Hicl X

EVMS Preferences Help

Mouse Symc|||L Ctl||L Win||L Alt||R Alt||R Win||R Ctl|| |Context||[Lock]||Ctl-Alt-Del

NOTICE - PROPRIETARY SYSTEM
hizs system iz intended to be used solely by authorized users in the
ourse of legitimate corporate business. Users are monitored to the
extent necessary to properly administer the system, to identify
mauthorized users or users operating beyond their proper awthority.
nd to investigate improper access or use. By accessing this system,
ou are consenting to this monitoring.

hostnameaabeebf ?8aal8 login:
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Step

Procedure

Details

Remote Console:
Verify the server

type

Login as root, via the Remote Console, and confirm the installed Policy
Management software version and server profile

# getPolicyRev
# getPolicyRev -p
® Oracle(R) Integrated Lights Out Manager Remote System Console... | = @_‘—J&

KVMS Preferences Help

Mouse Sync | L Ctl||L Win||L Alt||R Alt||R Win|[R Ctl | Context||[Lock]||Ctl-Alt-Del

NOTICE - PROPRIETARY SYSTEM
his system iz intended to be used solely by authorized users in the
ourse of legitimate corporate business. Users are monitored to the
extent necessary to properly administer the system, to identify
mauthorized users or users operating beyond their proper authority,
nd to investigate improper access or use. By accessing this system,
ou are consenting to this monitoring.

hostnameaabeebf 78aa8 login: root
[rootPhostnameaabeebf 7BaaB ~1# getPolicyRew

12.5.8.8.8_16.1.8
[rootB@hostnameaabeebf ?8aaB ™1 getPolicyRev -p

p
[rootB@hostnameaabeebf 7Baald ~1# _

The server profile is either cmp, mpe, mra or mediation
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Step Procedure Details

3. [_]| Remote Console: 1. Open the platcfg utility by running the following command

Login to platcfg # su -platcfg

KVHS Preferences Help

Mouse Sync | L Ctl||L Win||L Alt||[R Alt||R Win|[R Ctl|| |Context||[Lock]||Ct1-Alt-Del

opyright (C) 2883, ZB818, Oracle and-or its affiliates. All rights reserved.
Hostname: hostnameaabeebf 78aal

é
Diagnostics

Server Configuration
Remote Consoles

Network Conf iguration
Security

NetBackup Configuration
Policy Configuration

Exit

Use arrow keys to move between options i <Enter> selects i <F1Z2> Main Menu

The platcfg tool opens

2. Select Policy Configuration

| Main Menu —————

Maintenance &
Diagnostics

server Conf iguration
Security

Network Conf igurationm
Remote Consoles
NetBackup Conf iguration

Policy Conf iguration

Exit ii

The Policy Configuration Menu opens
— Policy Configuration Fenu ———

Set Policy Mode

Perform Initial Configuration
Restart Application

Cluster Configuration Remowal
Uerify Initial Configuration
Verify Server Status

SSL Key Configuration
Ethernet Interface Parameter Settings
Save Platform Debug Logs
Cluster File Sync

Routing Config

Firewall

DSCP Conf ig

Backup and Restore

Exit
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Step

Procedure

Details

Remote Console:
Set Policy Mode

1. Go to the Select Policy Mode menu
2. Select Wireless from the options.

3. Click OK

Wireless is the default configuration. If the current policy mode is Wireless,
this prompt is not displayed and Wireless mode is set.

4. Click Yes

Depending on the hardware configuration, a Select Network Layout screen may
open. Refer to Configuration Management Platform, Wireless User’s Guide (Setting
Policy Management Mode) for further detail.

If the Select Network Layout screen does not display, you are returned to the Policy
Configuration Menu.
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Step

Procedure

Details

Remote Console:
Perform Initial
Configuration

From the Policy Configuration Menu, select Perform Initial Configuration

—] FPolicy Configuration Menu |———

Set Policy Mode

Perform Initial Configuration
Restart fApplication

Cluster Configuration Remowal
Uerify Initial Configuratiom
Uerify Server Status

33L Key Conf iguration
Ethernet Interface Parameter Settings
Save Platform Debug Logs

Cluster File Sync

Routing Config

Firewall

DSCP Config

Backup and Restore

Exit

The initial configuration form opens

| Initial Lonfiquration f

HostName :

0AM Real IPv4 Address:
0AM IPv4 Default Route:
0AM Real IPv6 Address:
0AM IPvE Default Route:
NTP Servers:

DNS Server A:

DNS Server B:

DNS Search:

0AM Device:

0AM ULAN:

SI1GA ULAN:

SIGE ULAN:

SIGC ULAN:

omma—Separated
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Step

Procedure

Details

6. []

Remote Console:
Perform Initial
Configuration

Enter the configuration values and then click OK, where:

e HostName—The unique name of the host for the device being configured.

e OAM Real IP Address—The IP address that is permanently assigned to this
device.

e OAM Real IPv4 Address—The IPv4 address that is permanently assigned to
this device.

e  OAM Default Route—The default route of the OAM network.

e OAM IPv4 Default Route—The IPv4 default route of the OAM network.

e OAM Real IPv6 Address—The IPv6 address that is permanently assigned to
this device.

e OAM IPv6 Default Route—The IPv6 default route of the OAM network.

e NTP Server (required)—A reachable NTP server on the OAM network.

e DNS Server A (optional)—A reachable DNS server on the OAM network.

e DNS Server B (optional)—A second reachable DNS server on the OAM
network.

e DNS Search—the domain name appended to a DNS query

e  OAM Device—The bond interface of the OAM device. Note that the default
value must be used because changing this value is not supported.

e ¢0OAM VLAN—The OAM network VLAN ID (only applies to c-Class servers or
Oracle X5-2 RMS; field does not display otherwise).

e SIG A VLAN—The Signaling-A network VLAN ID (only applies to c-Class servers
or Oracle X5-2 RMS; field does not display otherwise).

e SIG B VLAN (optional)—The Signaling-B network VLAN ID (only applies to c-
Class servers or Oracle X5-2 RMS; field does not display otherwise).

e SIG C VLAN (optional)—The Signaling-C network VLAN ID (only applies to c-
Class servers or Oracle X5-2 RMS; field does not display otherwise).

NOTE: All of the fields listed above are required, except for fields DNS Server and
DNS Search, which are optional but recommended.

NOTE: Every network service and IP flow that is supported by IPv4 is supported by
IPv6. Either interface or a combination of the two is configured.

77




Policy Management Bare Metal Installation Guide

Step

Procedure

Details

Remote Console:
Perform Initial
Configuration

For example:

HostName :

0AM Real IPv1 Address:
0AM IPwv4 Default Route:
0AM Real IPv6 Address:
0AM IPve Default Route:
NTP Servers:

DNS Server fi:

DNS Serwver B:

DNS Search:

0AM Device:

0AM ULAN:

SIGA ULAN:

SIGE ULAN:

SIGC ULAN:

{ Initial Configuration |

[
10.113.25.234-22
10.113.24.1

18.218.68.196

1. Enter the configuration information.
2. Click OK to save and apply the configuration.

At this point the screen pauses for approximately a minute. This is normal

behavior.

3. A confirmation message displays, click YES to save and apply the

configurations.

—] Save and

Save and apply these configuration =settings?

apply these configuration settings? |—

The platcfg form processes the configuration of the server, and then it returns to

the platcfg menu.

Exit

——— Folicy Configuration Fenu F—

[Set Policy Mode

Perform Initial Configuration
Restart Application

Cluster Configuration Remowal
Uerify Initial Configuration
Uerify Server Status

SSL Key Conf iguration
Ethernet Interface Parameter Settings
Save Platform Debug Logs
Cluster File Sync

Routing Config

Firewall

DSCP Conf ig

Backup and Restore
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Step Procedure Details
8. [ ] Remote Console: From the main menu navigate to Policy Configuration = Verify Initial
Verify Initial Configuration from the platcfg utility.

Configuration

A display similar to the following displays.

NOTE: The NTP status may not have updated. This is normal behavior. You may
need to click Forward to view the NTP status.




Policy Management Bare Metal Installation Guide

Step Procedure Details

9. [ ]| Remote Console: Exit from this screen and select Verify Server Status:
Verify Server Status

The server must be in a running state. For example:

NOTES:

e At this point in the installation procedure, the Server Role is Unknown.
Unknown is a valid state during initial configuration because the cluster is not
formed.

e |If the product is MPE,the Policy Process Management Status is Not Running.
Not Running is a valid state for MPE in this step.

Cick Exit until you exit the platcfg utility. You are returned back to Linux prompt
screen.
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Step

Procedure

Details

Ping the OAM

default gateway to

verify server is
available on the
network

From the Linux command prompt ping the OAM gateway (default Gateway from
the initial config procedure) to verify that the gateway is reachable.

Ping the OAM gateway to verify that it is reachable:

NOTICE - PROPRIETARY SYSTEM
hiz system is intended to be wsed solely by authorized users in the
ourse of legitimate corporate business. Users are monitored to the
xtent necessary to properly administer the system, to idemtify
mauthorized users or users operating beyond their proper authority,
nd to investigate improper access or wuse. By accessing this system,
ou are consenting to this monitoring.

Z-cmp-la login: admusr

assword :

ast login: Sun Jul 8 22:19:39 on ttyl
[admusr@x52-cmp-1a ~15 ping 18.113.24.1

ING 18.113.24.1 (18.113.24.1) 56(84) bytes of data.

4 bytes from 18.113.24.1: icmp_seq=1 tt1=255 time=8.8688 ms
4 bytes from 18.113.24.1: icmp_seq=Z tt1=255 time=0.741 m=
4 bytes from 18.113.24.1: icmp_seq=3 tt1=255 time=08.747 ms
C
--- 18.113.24.1 ping statistics ---

packets transmitted, 3 received, B2 packet loss, time ZZB5ms
tt minsavgs/maxsmdev = 8.744-8.793-8.888-8.867 ms
[admusr@x5Z-cmp-la ~

If the gateway is reachable it is possible to SSH to the server IP and login as admusr

If you cannot SSH to the configured server or cannot reach the OAM gateway,
review the initial configurations and review the network setup to ensure there are
not any connectivity issues.

Run ip -4 addr (IPv4)or ip -6 addr (IPv6) to confirm the IP addresses
configured during the initialization are present.
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Step Procedure Details
11. [_]| Verify NTP NOTE: Server sync to Network Time Protocol (NTP) is very important to the later
connectivity steps in this install.

4. To sync and verify NTP server connectivity, perform these steps:

# ntpg -pn

[admusr@x5Z2-cmp-la ~1$ ntpg -pn
refid st t when poll reach delay offset jitte

18.216.668.196 .GPS. b4 377 171.111 23.933 14.56
[admusr@x52-cmp-1a ~15

The * (asterisk) next to the NTP server IP indicates the NTP server is in sync.

If the asterisk is not there, you can manually sync with NTP server:
# service ntpd stop

# ntpdate <ntpserver address>

Bad response: 26 Jun 16:47:25 ntpdate[16364]: no server suitable for
synchronization found

Good response:

[root@x52-cmp-1la ~1#
[root@x52-cmp-1a ~1# service ntpd stop
Shutting down ntpd: [ 1

[root@x532-cmp-1a ~1# ntpdate 18.218.68.196

9 Jul B4:31:43 ntpdate[18282]1: adjust time server 18.218.68.196 offset B.897114
sBC

[root@x52-cmp-la ™ 1#

# service ntpd start

If ntpdate has a bad response, follow up to get the needed networking, firewalls
and permissions to solve this connectivity issue with the NTP server.

NOTE: ntpdate is an emergency utility; use only when you see significant time
difference between system and the actual time.

12. [_] Repeaton Repeat this procedure on all Policy component servers that are planned for service.

remaining servers . . . . .
& If your system is georedundant, repeat this procedure for sitel and site2 Policy

servers

—End of Procedure—

6.2Perform Initial Configuration of the Policy Servers—CMP GUI
This procedure performs initial configuration of the CMP GUI on the installed environment.

NOTE: In a deployment that has Geo-Redundant CMP servers (that is, CMP servers at two different sites),
the other pair of CMP servers are added to the network topology using the CMP server at Site 1. The CMP
Site 1 cluster pushes the configuration to the Site 2 (Geo-Redundant) CMP servers later.

This procedure configures the CMP at the active site (CMP Site 1).

Prerequisites:

e Network access to the CMP OAM REAL IP address, to open a web browser (HTTP)
e If network access to the CMP is not available and the installation has an Aggregation switch, then
a laptop is configured to use a port on the Aggregation switch to access the CMP GULI. If an
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Aggregation switch is not available, a temporary switch may be used to provide network access

to the CMP GUI.

Check off (V) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.2: Perform Initial Configuration of the Policy Servers—CMP GUI

Step Procedure

Details

1. [ cmPGuI

Open CMP GUI for the first time by opening the CMP OAM IP address in a
supported browser:

http://<cmp_real _OAM_ip>

NOTE: The initial GUI configuration is performed on either CMP that is located at
Sitel. If this is not a geo-redundant solution, there is not a Site 2 location.

If Network access is not enabled and the Installation has an Aggregation switch,
then a laptop is configured to use a port on the Aggregation switch to access the
CMP GUI. Alternately, if an Aggregation switch is not available, a temporary
Aggregation switch may be needed during installation.
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Step

Procedure

Details

CMP GUI: Set CMP
Mode in 1% selected

After you are connected to the CMP GUI for the first time, you are prompted to
configure operation mode settings for the system, which define what functionality

CMP is configurable from the CMP GUI. The selection depends on the deployment.
The Policy Management Initial Configuration Screen presents as follows:
ORACLE
Policy Management Initial Configuration Screen
CMP is not currently configured in an operational mode. Pleass configure it before procseding.
Importont: Options marked os Restricted are for wse within specific environments and sheuld nat be enabled witheut autherization.
Mode
Cable
PCMM O
MO (Restrict=d) O
Dimmeter AF O
Wireless
Diameter IGPP O
Dimmeter 3GPP2 (Restricted)  []
PCC Extensions [Restrict=d) O
Quotas Gx O
Quotas Gy {Restrict=d) O
LI (Restrict=d) O
SCE-Gx {Restrict=d) O
Goc-Litm (Restrict=d) O
Cizco Gx {Restricted) O
D'SR [Restrict=d) O
Wireless-C (Restricted) O
SMS
SMPP O
CMFP {Restrict=d) O
HML (Re=tricted) O
SPR
Subscritver Profiles (Restrict=d) []
Quota [Restrict=d) O
Wireline [R=strict=d) O
SPC {Restrict=d) O
RADIUS (Restrict=d) O
BaD
PCMM O
Diameter (Re=tricted) O
RDR (Restrict=d) O
Meanaga Policy Sarvers =
Maonoge MA Serers O
Mhanage Policies =
Manoge MRAS =
Manoge BoDs O
Hhanage Mediation Servers O
Maonoga SPR Subscriber Dota D
Manoge Geo-Redundant O
Meamogar is HA [dustered) =
Mamoge Anahyfic Data O
Meanaga Direct Link O
Meanagar is NW-CMP [Restricied) O
Hhanage Segment Monagement Servers (Restriced] O
€
NOTE: Modes are changed at a later time if needed, but the method to access to
this mode selection is not documented.] Contact Oracle Support if Mode selection
is changed after the initial configuration.
3. [] €MP GUI: Set CMP This configuration example provides basic functionality for a Policy Wireless

Mode in 1st selected

CMP

solution. The wireless mode of operation was confirmed in earlier procedures.
(Selections are for example only).

For more detail, refer to the CMP Modes section of the Configuration Management
Platform Wireless User's Guide
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Step

Procedure

Details

ORACLE

Policy Management Initial Configuration Screen

CMP is not anrrentty i inan i mode. Please configure it before proceeding.

Important: Options marked as Restricied ane for wse within specific environments and should nat be enabled without autherization.

Mode

Cable
PCMM
DQOS (Restrictzd)
Diameter AF

Wireless
Diameter 3GPP
Dismeter 3GPP2 (Restrict=d)
PCC Extensions (Restrict=d)
Quotas Gx
Quotas Gy {Restrict=d)
LI (Restricted)
SCE-Gx {Restrict=d)
Gx-Lit= (Restrict=d)
Cisco G [Restricted)
DSR [Restricted)
Wireless-C (Restricted)

SMS
SMPP
CMPP {Restrict=d)
MML (Restrict=d)

SPR
Subscriber Profiles (Restrict=d)
Quota (Restrictzd)

Wirzline {Restrictzd)

SPC {Restricted)

RADIUS (Restrict=d)

BoD
PCMM
Disrmeter (Restricted)
RDR [Restrict=d)

000 00000 00/ O0O000000RO0OFR OO0

Manoga Policy Sarvers
Mamage MA Servers

Manoga Poides

Manoge MEAS

Maomags BoDs

Manoga Madiction Sarvers

Manoga SPR Subsaiber Dota

Mamogs Geo Radumdant

Manogar is HA [dustared)

Manoge Analytic Data

Mamoge Diract Link

Manogar is NW-CMP [Restriced)

Manoga Segment Manogement Servars (Restricied)

OO000ROOOOEEOR

NOTE: Restricted mode options are only selected with the advice of an Oracle
Support representative.

The following examples are for reference only. The particular requirements for any
given configuration may be specific a customer.

For a Wireless network:

e  Wireless: Diameter 3GPP

e Quotas Gx

e Manage Policy Servers

e Manage Policies

e Manage MRAs

e Manage Geo-Redundant

e Manager is HA (clustered)

For a Wireless-C network:

e  Wireless: Diameter 3GPP, Quotas Gx, DSR, Wireless-C; SMS: CMPP
e Manage Policy Servers

e Manage Policies

e Manage MRAs

e Manage Mediation Servers
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Details

e Manage SPR Subscriber Data
e Manager is HA (clustered)

About using Wireless-C Mode:

Wireless-C supports a wireless system supporting a Mediation server; SMS
Notification Statistics; and SCTP counters

To support a Mediation server, the Policy Management system must be configured
for Wireless-C mode and have Manage Mediation Servers enabled.

The Mediation server provides the interface between a subscriber profile
repository (SPR) server and a business and operation support system (BOSS) client
to manage subscriber data. The Mediation server uses SOAP messaging over
HTTP/HTTPS protocol to process subscriber profile and service subscription data.

Additional Information:

Diameter 3GPP, 3GPP2(Restricted) and Gx-Lite (Restricted) enable the
functionality required to support these protocols in a Policy Management solution

LI (Restricted) is used if the MPE installation uses LI (Lawful Intercept) functions. To
use this option, the LI version of the MPE ISO image must be installed on the MPEs
in the Policy Management solution. Contact Oracle Support for additional
Information.

Manage Policy Servers and Manage Policies are basic functions of the Policy
Management solution

Manage MRAs is only needed if MRAs, which are optional, are planned in the
deployment

Manager is HA (clustered) provides High Availability functionality for a clustered
pair of servers.

Manager is NW CMP and Manager is S-CMP are specific to a Tiered CMP System
deployment. Refer to Configuration Management Platform Wireless User's Guide
for the procedure to deploy a Tiered CMP System.

NOTE: The mode selections on this form depend on the deployment. Conform the
selections with the engineering team responsible for the planned Policy
Management solution deployment.

CMP GUI: Login to CMP

GUI

After finishing the policy mode selection and clicking OK, login screen displays.

ORACLE
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Step Procedure Details
5. []| CMP GUI: Set admin Initial, default login is admin/policies
password

After login, the system prompts you to change the admin password.

m T mB= Oracle Communications Policy Management

Fasuwaord I xpered

Thea pmsssard Tor this sccoam hes axgired and must B changad.

Liye rraere:
Carrent Fasessrd

M Payyerd

Cantirre #assword

Charga Evarox Cosml

Enter the default password then the new password twice and click Change
Password.

6. [ ]| CMP GUI: Verify that

the CMP GUI is @ ~JXaiR—l Oracle Communications Policy Management

displayed, with
expected menus. —_— S Foliy Servers
JY FAVORITES R
POLICY SERVER
Configuration Templabe
Applications
Match Lists
Quota Profiles
Quota Cormventions
Policy Courter ID
Traffic Profiles
Retry Profiles
Protocol Timer Profiles
Roaming Profiles
Charging Serers
Notification Servers
Time Periods
Serving Gateway /MCC-MNC
Mapping
Monitoring Key
Custom AVP Definitions
Custom Vendors
+/ POLICY MANAGEMENT
* NETWORK
+ MRA
+/SYSTEM WIDE REPORTS
*/ PLATFORM SETTING
* UPGRADE
*/ GLOBAL CONFIGURATION

SYSTEM
ADMINISTRATION
+/ HELP

—End of Procedure—

6.3CMP Sitel Cluster Configuration
This procedure performs the initial configuration of the CMP GUI, CMP Site 1 cluster
You must configure the active site (Site 1) CMP cluster.

NOTE: In a deployment that has Geo-Redundant CMP servers (that is, CMP servers at two different sites),
the other pair of CMP servers are added to the network topology using the CMP server at Site 1. The CMP
Site 1 cluster pushes the configuration to the Site 2 (Geo-Redundant) CMP servers later.
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Prerequisites:

To complete this procedure, you need the following information:

e  OAM VIP—IP address and netmask for the cluster VIP address on the OAM network.

e Hostname—The names you choose for each server in the cluster.

e Signaling VIPs (optional)—Up to four IPv4 or IPv6 addresses and netmasks of the signaling VIP
addresses. For each, select None, SIG-A, SIG-B, or SIG-C to indicate whether the cluster uses an
external signaling network. If you specify either SIG-A, SIG-B, or SIG-C you must enter a Signaling
VIP value.

e The admin password (cmp_password) you defined.

e Cluster Name—The name you choose for the CMP cluster (the default is CMP Site 1 cluster).

e HW Type—Determines whether VLANSs are required. If you select c-Class, c-Class (segregated
traffic), or Oracle RMS hardware, VLANSs are required. For RMS hardware, VLANs are not
required.

e Network VLAN IDs—The values designated during the Initial Configuration done with placfg.

e SNMP configuration (optional)—snmp_sys_location (the enclosure name),
snmp_community_string (the community string), and snmp_trap_destination (the trap
destination), which you defined.

o Network access to the CMP OAM IP address, to open a web browser (HTTP)

Check off (\) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.3: CMP Sitel Cluster Topology Configuration

Step Procedure Details
1. []| CMP GUL: View NOTE: Only the following Web Browsers are supported in Oracle Communications
Topology Settings Policy Management 12.5

e Motzilla Firefox® release 31.0 or later
e  Google Chrome version 40.0 or later

*Internet Explorer in not supported for this procedure
Navigate to Platform Settings = Topology Settings = All Clusters

The initial form opens, and display a message that initial configuration detected and
CMP Site 1 cluster is added.

@ c)YuB=ll Oracle Communications Policy Management

2. [] CMP GUI: Add CMP 1. Click Add CMP Site 1 Cluster.
Site 1 cluster—Server

A The Topology Configuration form is displayed.
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Tepology Configuration

33 Topology Settings

. Clusterd

= Cluster Settings

:Il.inuls Network Conliguration

Tame CMP Sitel Cluster
Apgl Type CHP Site] Cluster
HW Type [c-cines =

General Metwork
VLAN 10

sien 5
—

DAM VIR |

Add o VIR st | Delete

signaling VIFs

Add taws VIE t| [ Dubatan

Dubety Servar-A

General Settings

I«(nh <10.75.150.1393/
"

IP Preference ® Pyt O 1P
HestName *52-emp-1a
Forced Standby (]

In this form, the CMP cluster is given a name, and certain characteristics of the cluster
are defined.

This form defines a VIP address assigned to the active server in the cluster.
Complete the form according to the system design.
Define the Cluster Settings

2. Select the HW Type from the list

—| ElCluster Settings
General
Settings
Name CMP Sitel Cluster
Appl Type CMP Sitel Cluster
HW Type

C-Class(Segregated Traffic)
Oracle RMS

RMS

OAM VIP VM

Add New VIP | Edit| | Delete

Signaling VIPs

Add New VIP | Edit| | Delete

Available options are:

C-Class (default)—HP Enterprise ProLiant BL460 Gen8/Gen9 server

C-Class (segregated traffic) (a configuration where Signaling and other
networks are separated onto physically separate equipment)—HP Enterprise
ProLiant BL460 Gen8/Gen9

Oracle RMS (rack-mounted servers using tagged VLANSs)

RMS (for a rack-mounted server not using VLANSs)

VM (virtual machine)

If you selected C-Class, C-Class (segregated traffic), or Oracle RMS, enter the
General Network—VLAN IDs.

3. Enter the OAM, SIG-A, and SIG-B (optional) virtual LAN (VLAN) IDs.
VLAN IDs are in the range 1 through 4095. The default values are:
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- OAM-—3
- SIG-A—5
- SIG-B—6
4. Click Add New VIP.
The New OAM VIP window opens.

5. Enter the OAM VIP and the mask.

New OAM VIP

IP
Mask

| Save | ‘ Cancel |

This is the IP address the CMP server uses to communicate with a Policy
Management cluster.

NOTE: Enter the IPv4 address in standard dot format and its subnet mask in CIDR
notation from 0 to 32, or the IPv6 address in standard 8-part colon-separated
hexadecimal string format and its subnet mask in CIDR notation from 0 to 128.

6. Click Save.

The OAM VIP and mask are saved. Repeat this step for a second OAM VIP, if
needed.

NOTE: Typically Signaling VIPs are not added to the CMP
Define the settings for Server-A in the Server-A section of the page

The IP address and hostname of Server-A are the IP address and hostname configured
during the Initial Configuration of the server in section 6.1 of this document. The IP
address and hostname must match exactly. If Server-A is network reachable from the
CMP it is recommended to click Load after the IP address and IP preference are defined.
The CMP attempts to load the hostname from the IP reachable server. This confirms
network connectivity and minimizes the possibility of incorrectly defining the
hostname.

To configure Server-A, in the Server-A section of the page:

7. (Required) Click Add New IP to enter the IP address.
The Add New IP window opens.

8. Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard IP
dot-format.

For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal
string format.

9. Select the IP Preference: IPv4 or IPV6.
The server uses the IP address in the specified format for communication.

- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be
selected.
- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be
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selected.

10. Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of

the uname -n Linux command).

NOTE: If the server has a configured server IP, you can click Load to retrieve the
remote server host name. If the retrieve fails, this a sign that the ip address

configured is not accessible across the network. Alternately, you may enter the
host name manually but it is recommeneded to do any network troubleshooting
that may be required.

Server-A example:

—[Esmeral
Delete Server-A |

General Settings

|<1P1:= <£10.75.150.133/=>

IP
Add Mew IP | Edit | Delste
1P Preference ® Pva O IPuB
HostName ¥52-cmp-1a
Forced Standby O

Topology Configuration of the HW Type Oracle RMS example:

—| ElCluster Settings
General -
Settings Network Configuration
Name CMP Sitel Cluster | Network
Appl Type CMP Sitel Cluster VLAN ID
HW Type [oracle RMS 0aM o
SIG-A  [ar
<OAM VIP1><10.75.150.132/26>
OAM VIP SIG-B |42_
Add New VIP I Edit| | Dalete
Signaling VIPs
Add New VIP I Edit| | Delete
—| Elserver-A
Delete Server-A

General Settings

|<191> <10.75.150.133/>

Add New IP Edit = Delete

IP Preference ® 1Pva O 1Pv6
HostName x52-cmp-la
Forced Standby O

11. When done, click Save and the click OK.

If the configuration contains VLAN IDs, you are prompted to confirm the VLAN IDs.
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The VLAM IDs on the page must match the VLAN IDs configured on the server.

A mismatch will cause HA te fail. Please confirm that the VLAN IDs are correct
before saving.

|site |oam |s16-A sic-B |
|Primary |40 |41 42 |

Then the following confirmation prompt displays.

12. Click OK

Active Server will restart and you will be logged out.

Cox | [ cancel |

At this point you are logged out of CMP GUI.

3. []| €MP GULI: Login using
the CMP cluster VIP.

After the Topology Configuration is saved, the CMP VIP address is taken by the active
CMP server of the cluster. This may take a minute.

1. Loginto the CMP GUI using the VIP address.
2. Navigate to Platform Settings > Topology Settings = All Clusters > CMP Sitel

Topology Configuration
4 Topology Settings Modify Cluster Settings Modify Server A Modify Server-B | Back
=49 Al Clusters
ICWCME Sitel Cluste:
—| Ecluster Settings
General "
Settings Network Configuration
Name CMP Site1 Cluster General Network:
Appl Type CMP Site1 Cluster VLAN ID
HW Type Gracle RMS oam 40
0AM VIP <OAM VIP1><10.75.150.132/26> 51G-A
Signaling VIPs s16-8
E Server-A
General Settings
» <IP1><10.75.150.133>
1P Preference 1Pvd
HostName ®52-cmp-1a
Forced Standby No
|— EServer-B

3. Verify the configured CMP server is in Active state

|:| SSH to CLI: If the CMP
VIP is not available

SSH to the CMP real IP address of the CMP server to confirm the server role is active.

# ha.mystate

& root@sste 1 -CMP- e

NOTE: DbReplication_old with role OOS is not an indication of a problem and is ignored.

It is still possible to login to the CMP server with its Real IP address, if needed, to verify
that the Topology Configuration.

[]| CMP GUI: Modify CMP
Site 1 cluster—add
Server B

Modify CMP Site 1 Cluster—add Server B

1. Navigate to Menu > Platform Settings = Topology Settings

2. Click View for CMP Site 1 cluster
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3.

Click Modify Server B

3 Topology Settings
Al Custers

fcMP Sitel Cluste:

Modily Cluster Switings

—| Eluster Settings |

=== I

[ —
Setlings
Name

Bppl Type

CMP Sitel Cluster

CMP Sitel Cluster

Oracle TME

<OAM VIPL> €10.75.150.132/26
Swnaling VIPs

Server-h |
General Setlings
w
1P Preference
HostMarme
Forced Standly
Status

|—| Pr—|

The Topology Configuration opens the Server-B for configuration.

—| ElCluster Settings
g:tr:?:;L Metwork Configuration
Name CMP Sitel Cluster I Network
Appl Type CMP Sitel Cluster VLAN ID
HW Type Oracle RMS OAM 40
0AM VIP <0AM VIP1><10.75.150.132/26> SIG-A 41
Signaling VIPs S1G-B 42
—| & Server-A
General Settings
P <IP1=<10.75.150.133=
IP Preference IPv4
HostMame x52-cmp-la
Forced Standby No
Status active
—| Elserver-B

Delete Server-B

General Settings

P I

Add New 1P Edit| Delete

IP Preference O v O 1PV6
HostMame Load
Forced Standby O

4.

Define the settings for Server-B in the Server-B section of the page

To configure Server-B, in the Server-B section of the page:

(Required) Click Add New IP to enter the IP address.
The Add New IP window opens.

Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard IP

dot-format.

For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal

string format.
Select the IP Preference: IPv4 or IPV6.

The server uses the IP address in the specified format for communication.

- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be

selected.

- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be

selected.
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7. Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of
the uname -n Linux command).

NOTE: If the server has a configured server IP, you can select the server IP and click
Load to retrieve the remote server host name. If the retrieve fails, this a sign that
the ip address configured is not accessible across the network. Alternately, you
may enter the host name manually but it is recommeneded to do any network
troubleshooting that may be required.

Example of Sitel CMP Cluster Server B Topology Configuration

—[Esevers]

Delete Server-B

General Settings

<IP1=<10.75.150.134>

IP

Add New IP Iﬂl Delete I

IP Preference ® 1pva O 1Pve
HostName |x52-cmp-1b Load
Forced Standby Automatically set

Eavel Cancel I

8. Click Save and then click OK on the confirmation message.

Active Server will restart and you will be logged out.

oK | Cancel

The server statusis out-of-service for few minutes and that is expected until the cluster

forms.
Eserver-B
General Settings
P «IP1>=10.75.150.134=
IP Preference IPv4
HostName X52-cmp-1b
Forced Standby Yes
Status out-of-service

NOTE: Wait for any alarms to clear. This takes approximately 5 minutes

31282 The HA manager (cmha) is impaired by a s/w fault
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6. [ ] CMP GUI: Verify 1. Refresh the CMP GUI screen: Topology Settings = CMP Site 1 Cluster
Server B is added

Topology Configuration
(3 Topology Settings Modify Cluster Settings | Modify Server-A__ | Modify Server 8| Back
EHE3 All Clusters
RO CvP Sitei Cluste:
—| ElCluster Settings
General "
Settings Network Configuration
Name CMP Sitel Cluster General Network
Appl Type CMP Sitel Cluster VLAN ID
HW Type Oracle RMS oAM 40
OAM VIP <OAM VIP1><10.75.150.132/26> SIG-A
Signaling VIPs SIG-B
—| = Server-a
General Settings.
] <IP1><10.75.150.133>
IP Preference Pva
HostName x52-cmp-1a
Forced Standby No
Status active
—| Eserver-B
General Settings.
P <IP1><10.75.150.134>
1P Preference Pva
HostName X52-cmp-1b
Forced Standby Yes
Status standby

2. Verify status is:

Forced Standby is set to Yes (automatically set when entering CMP Server-B
information).

3. Status si standby (after refreshing the page).

7. [] CMP GUI: Remove 1. Click Modify Server-B
force standby on 2. Clear Force Standby.
Server B

—| EServer-B

Delete Server-B |

General Settings

<IPl> <10.75.150.134/=

IP
Add New IP | Edit|  Delete
IP Preference ® 1pva O IPve
HostMame |x52-cmp-1b Load
| Forced Standby |:||
Status standby

C:EHCE|

3. Click Save and then click OK to the confirmation message.
Verify status in the General Setting is:

e  Forced Standby is set to No
e  Statusis set to standby

FlServer-B

General Settings

P <IP1><10.75.150.134>
IP Preference IPv4

HostName X52-cmp-1b

Forced Standby No

Status standh—yEI
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8. [ ] CMP GUL: Verify CMP | 1. Navigate to SYSTEM ADMINISTRATION > Reports.
cluster 2. Verify both CMP servers are present, with one in the Active state and the other in
the Standby state. Also the status of the cluster is On-line.

T Manager Reports

Serving Gateway/MCC- A
MNC Mapping CMP Site1 Cluster (P)

Monitoring Key

Mode: Active
Custom AVP Definitions
Custom Vendors Reset Counters. Pause
+/ POLICY MANAGEMENT
] Cluster: Manager

* MRA
Cluster status [ o ime]
* SYSTEM WIDE
REPORTS
Blades
=~ PLATFORM SETTING

Platform Configuration
o 1]
Setting vera

. State Blade Failures Uptime
Topalogy Settings pti
NF Management 10.75.150.133 (Server-A) == Active 2 5 hours 54 mins 20 secs

SNMP Settings 10.75.150.134 (Server-B) Standby 3 15 mins 23 secs

+ UPGRADE

+| GLOBAL
CONFIGURATION
SYSTEM
ADMINISTRATION
System Settings
+/ Import / Export

Reparis

9. [] CMP GUL: Verify CMP | 1. Navigate to SYSTEM WIDE REPORTS -> Active Alarms
cluster 2. Verify that there are not any active alarms on CMPs.

loclNalll Oracle Communications Policy Management

Active Alarms:

WY FAVORITES [.-—,—. Coam .” [T ,[ = | ” T [ 4,

* POLICY SERVER

* POLICY MANAGEMENT  pisplay resuts per page: 50 [7]
NETHORK
S Server SeverType  Sewrly Mo ID AgeAuto ear Description Time Dperation
SYSTEM WIDE REPORTS
151 Bachbaand
Subscriber Actiity Log
Trending keports
M
Active Mare
N listory Repert

Sessinm

10. [_]| €MP GUI: Add SNMP 1. Navigate to PLATFORM SETTING > SNMP Settings

Servers 2. Enter the configuration information for the SNMP destination, version, and
community string.

3. Click Save.

o - \aB=l Oracle Communications Policy Manageme

SNMP Settings

MY FAVORITES SNMP Settings
S POLICY SERVER ”
+ POLICY MANAGEMENT :::::: l"'m'”"""‘“ Port (Optional)
- sPR

SUBSCRIBER Managerd [ —
* NETWORK Manager 3 I —
*/MRA Manages 4 [ —
T SYSTEM WIDE REPORTS Hanage 5 |

PLATFORM SETTING
PMalform Configuration

Enabled Versions

Setting i |
Enabled 1
-
. A0S oM Incividual Servers O
SN Gottings ENMPvIe Community Nami [rmprabi
L UPGRADE SNMPY3 Engine 1D —
* GLOBAL CONFIGURATION  cnppe3 Security Leviel Auth Pree v
* SYSTEM
DTN ATION ShMPy3 Authentication Type SHA-1 >
SNMPY3 Privacy Type A5 v
SHELR SNMPV3 Usemame TersPser
SHMING Password I
s |
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NOTE: Clear Traps Enabled until you are ready to go live.

—End of Procedure—

6.4Configuring Additional Clusters

You must configure the management relationships between the active-site CMP cluster and the other
servers and the cluster assignments. After you complete these procedures, the status of the servers is
available from the CMP system.

You can configure clusters at remote sites even if those sites are not fully networked or configured. In
this case the CMP system reports alarms and continues to try to establish the management services to
the clusters until it can reach them. When the clusters become available, the CMP system updates status
and the alarms clear.

NOTE: For the full management relationships established, certain IP network services are allowed
between the CMP Site 1 cluster and the other clusters in the network. Incorrectly configured firewalls in
the network cause the management relationships to fail and alarms are raised at the CMP system.

6.4.1 Adding a CMP Site2 Cluster for CMP Geo-Redundancy

This procedure configures a Geo-Redundant CMP Site2 cluster. After this procedure a Site2 CMP cluster is
visible on the CMP GUI: Platform Setting = Topology Settings

IMPORTANT: Certain IP network services must be allowed between the CMP Site1 cluster and the CMP
Site2 cluster in the network in order to establish the geo-redundant CMP relationship. Incorrectly
configured firewalls in the network can cause issues. It is recommended that any network issues are
resolved before performing this procedure.

Prerequisites:

Before beginning this procedure, verify that you have HTTP access to the CMP server. The Policy
Management CMP software must be installed on the target servers which form the CMP Site2 cluster and
they are configured with network time protocol (NTP), IP routing, and OAM IP addresses. See Section
5:Preparing the System Environment in this document.

To complete this procedure, you need the following:

e HW Type—Determines whether VLANSs are required. If you select c-Class, c-Class (segregated
traffic), or Oracle RMS hardware, VLANSs are required. For RMS hardware, VLANs are not

required.
e OAM VIP—The IP address and netmask the CMP cluster uses to communicate with an MPE or
MRA cluster.

o Network VLAN IDs (depends on HW Type)—The values designated during the Initial Configuration
done with placfg.
e The information that you configured for the CMP Site 1 cluster
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Check off (V) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.4.1: Adding a CMP Site2 Cluster for CMP Geo-Redundancy

Step Procedure

Details

1. [] CMP GUI: Login to
CMP Server GUIs
(using VIP)

1. Open abrowser.
2. Enter the CMP server VIP for the navigation string.

NOTE: Only the following Web Browsers are supported in OCMP 12.5

- Motzilla Firefox® release 31.0 or later
- Google Chrome version 40.0 or later

*Internet Explorer in not supported for this procedure

ORACLE’

Welcome to the Configuration Management Platform (CMP). Please enter your user
name and pas;

access the CMP desktop. If you do not have an existing

User name or pass or if you have misplaced either, please contact the system

administrator.

R
S

Login as admin (or a user with administrative privileges).
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Step Procedure Details
2. []| CMP GUL: View active | It is recommended to View the active alarms in the system before performing
alarms Configuration work. Check the alarm information and determine if any alarms are

present that may affect configuration activies.

You can view the alarms by:

e Using the CMP GUI upper right banner

07/09/18 10:58 PM | admin | Logout

Critical
0

e Navigating to System Wide Reports = Active Alarms.

Protocl Timer Prafiles Oisplay resubts per page: (55 <]
_— o [Erst/Prev]ilnesi/Last] Total 1 pages
Charging Servers Server e ek Severity  Alarm 1D Age Al

Tima Parkds

Serving Cateway/MCC-
MNE Magping
Cuntom AVP Definitions
Custom Vesdors
POLICY MANAGEMENT
SPR
SUBSCRIBER
METWORK
MRA
SYSTEN WIDE REPORTS
KPT Dashboard
Subucriber Attty Loy
Tranding Reparts

Alarms

Hative Alarms

IMPORTANT: In Policy 12.5.x, there is help provided for alarm descriptions.

- Inthe Alarm views, click the alarm ID to open the alarm description help
page.

— Alternatively, from the menu select On-Line Help, and select
Troubleshooting Guide. Search this for the alarm ID.

3. [] CMP: View topology
settings

Navigate to PLATFORM SETTINGS - Topology Settings

Cluster Configuration
t— Topology Settings

=i |
[#) cMP site1 Cluster

Add CMP Sitel Cluster | Add CMP Site2 Cluster Add MPE/MRA Cluster I |

Cluster Settings

[ Name [ Appl Type OAM VIP [ Sarver-/

| CMP Sitel Cluster (P) | CMP Sitel Cluster 10.240.220.228/27 | 10.240.220.

The Topology Settings screen allows for the selection of adding a CMP Site2 cluster
(used for CMP cluster georedundancy) or adding an (MPE/MRA) cluster.

Note: Adding a CMP Site2 cluster does not require that the Manage Geo-Redundant
option is selected. This option is for adding Geo-Redundant MPE, MRA, or Mediation
clusters.

4. [ ]| CMP GUI: Add Site 2
CMP cluster

Adding a CMP Site2 CMP cluster is optional.

If the Policy Management solution design calls for georedundant CMP clusters, the
Site 2 CMP cluster must be configured from the CMP Sitel cluster GUI.

1. Navigate to PLATFORM SETTINGS - Topology Settings

99




Policy Management Bare Metal Installation Guide

Step Procedure Details
Cluster Configuration
Topology Settings Add CMP Site2 Cluster Add MPE/MRA Cluster
a l
EE=W.I Clusters
” iz Cluster Settings
CMP Sitel Cluster

[ Name [ Appl Type [ 0AM VIP [ Serv.
[ CMP Sitel Cluster (P) | cMP Sitel Cluster | 10.75.150.132/26 [ 10.75.1

2. Click Add CMP Site2 Cluster and the Topology Configuration from presents

Topology Configuration
A Towwlogy Setlings

= Clusterd L =ctuster settings |

3] CMP Seel Cluster . '
seneral " .
Settings Network Configuration
Name: CMP Site? Cluster .
sppl Type  CMP Site2 Cluster General Network
W Type  [c-Class | . |¢L.m o
3
= 516-4 3
OAM VIP | Z' s1G8  [s
Al Huwe w10 |
Signaling VIPs
Add Kaw 1D
'—| Server-A
Celete Server-a_|
General Settings
Add Ham 18
17 Preference T 1pvi © IPvE
HostName |
Lowd |
Foreed Standhy [0

save | cancel |

Complete the form according to the system design.
Define the Cluster Settings
3. Select the HW Type from the list

Available options are:

- C-Class (default)—HP Enterprise ProLiant BL460 Gen8/Gen9 server

- C-Class (segregated traffic) (a configuration where Signaling and other
networks are separated onto physically separate equipment)—HP
Enterprise ProLiant BL460 Gen8/Gen9

- Oracle RMS (rack-mounted servers using tagged VLANs)

- RMS (for a rack-mounted server not using VLANSs)

- VM (virtual machine)

If you selected C-Class, C-Class (segregated traffic), or Oracle RMS, enter the
General Network—VLAN IDs.

4. Enter the OAM, SIG-A, and SIG-B (optional) virtual LAN (VLAN) IDs.

VLAN IDs are in the range 1 through 4095. The default values are:

-  OAM-—-3
- SIG-A—5
- SIG-B—6
5. Select OAM VIP Add New VIP.

The New OAM VIP window opens.

100




Policy Management Bare Metal Installation Guide

Step

Procedure

Details

6.

Enter the OAM VIP and the mask.

New OAM VIP

IF
Mask

Save Cancel

This is the IP address the CMP server uses to communicate with a Policy
Management cluster.

NOTE: Enter the IPv4 address in standard dot format and its subnet mask in
CIDR notation from 0 to 32, or the IPv6 address in standard 8-part colon-
separated hexadecimal string format and its subnet mask in CIDR notation from
0to 128.

Click Save.

The OAM VIP and mask are saved. Repeat this step for a second OAM VIP, if
needed.

NOTE: Typically Signaling VIPs are not added to the CMP

Define the settings for Server-A in the Server-A section of the page

The IP address and hostname of Server-A are the IP address and hostname
configured during the Initial Configuration of the server in section 6.1 of this
document. The IP address and hostname must match exactly. If Server-A is network
reachable from the CMP it is recommended to click Load after the IP address and IP
preference are defined. The CMP attempts to load the hostname from the IP
reachable server. This confirms network connectivity and minimizes the possibility of
incorrectly defining the hostname.

To configure Server-A, in the Server-A section of the page:

8.

10.

11.

(Required) Click Add New IP to enter the IP address.
The Add New IP window opens.
Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard
IP dot-format.

For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal
string format.

Select the IP Preference: IPv4 or IPV6.
The server uses the IP address in the specified format for communication.

- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be
selected.

- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be
selected.

Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of
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Step

Procedure

Details

the uname -n Linux command).

NOTE: If the server has a configured server IP, you can click Load to retrieve the
remote server host name. If the retrieve fails, this a sign that the ip address
configured is not accessible across the network. Alternately, you may enter the
host name manually but it is recommeneded to do any network troubleshooting
that may be required.

For example: Here the HostName is populated by clicking Load

~| BlServer-A |
Delete Server-A |

General Settings

IP
Add New 1P | Edit | Delete
1P Preference # 1pya O Ipus
| E52-cmp-2a |
HostMame
Load |

Forced Standby [T

An example of the completed form for HW Type Oracle RMS.

Topology Configuration

F{ Al Sites Elcluster Settings
S All Clusters General
3] cMP sitet Cluster settings Network Configuration
Name CMP Site2 Cluster
Appl Type  CMP Site2 Cluster
HW Type [oradle rus = VLAN 1D
OAM 3
<OAM VIP1><10.75.175.200/257) = SIG-A - ]s
OAM VIP [ SIG-B &
Add New VIR
Signaling VIPs.
Add New VIP

~| Elserver-A
Delete Server-A

General Settings

Add New [P | Edit | Delets

1P Preference [pv4 © Ipvs

[X52-cmp-2a
HostName

Forced Standby [T

_ICEHCE‘

Save the completed form and confirm the VLAN IDs, if needed

VLAN Confirmation

The VLAN IDs on the page must match the VLAN IDs configured on the server.
H A mismatch will cause HA to fail. Please confirm that the VLAN 1Ds are correct
S before saving.

|site loam |s1G-a |si-8 |
‘Pr\mary |3 |5 |6 I

There ise a transition period and alarms clear after a few minutes while the Sitel
CMP cluster configures the georedundant CMP Site2 server-A. When complete, the
georedundant CMP Site2 cluster is visible in PLATFORM SETTINGS = Topology
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Step

Procedure

Details

Settings

Serveril

107680188 | Wa
LDy T

NOTE: For further detail of how this relationship between the Primary Sitel CMP
cluster (P) and the Site2 CMP cluster (S) refer to Configuration Management
Platform Wireless User's Guide

Confirm that the Site2 CMP cluster server-A is active.

Navigate to PLATFORM SETTINGS > Topology Settings=> CMP Site2 Cluster

O Topology Settings
W) AN Sites
= AN Clusters
3 cwP srel Cluster

3 EEETET

Madify Cluster Gastings

| Masty Sarvers || Back

Topology Configuration

| Ectuster settings |

Ganaral
Seltings

Agol Type
HW Type Orade
Qam viE

Swgriaber VIPS

Hame CHP Sl Cluster
CHP Site2 Cluster

RMS

<OAM V1B 3210,75,175.200/25>

Metwark Configuralion

rGoneral Netwerk
VLA IO
aam 5
SIG-A 5
5168 &

= server-a |

General Settings
H

«IP1na10.75.175.200%
Pt
w82-cme2a

NOTE: Server-B is visible and is used for the next step

CMP GUI: Add site 2
CMP cluster

CMP-site 2 cluster must have server-B added to complete the cluster configuration.

1. From the Topology Setting menu, select CMP site 2 cluster.

2. Click Modify server-B.

Topology Confliguration

P A

=28 Al Clastare
B £Hp Site1 Chastar

3 EEETREETE

General Sertings

10 Brafarnr

Hestame

Ferced Stasdley

Setus

Hetwork Configuration

Lo al Helmisrk
VLA 1D

a3
SIGen 5

Define the settings for Server-B in the Server-B section of the page

To configure server-B, in the server-B section of the page:

3. (Required) Click Add New IP to enter the IP address.

The Add New IP window opens.

4. Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard

IP dot-format.

For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal

string format.
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Step Procedure

Details

be required.

For example:

5. Select the IP Preference: IPv4 or IPV6.

6. Enter the HostName of the server.

The server uses the IP address in the specified format for communication.

- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be
selected.
- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be
selected.

This must exactly match the host name provisioned for this server (the output of
the uname -n Linux command).

NOTE: If the server has a configured server IP, you can click Load to retrieve the
remote server host name. If the retrieve fails, this a sign that the ip address
configured is not accessible across the network. Alternately, you may enter the host
name manually but it is recommended to do any network troubleshooting that may

= Topology Settings
*20 all Sies
=3 Al Clusters

9] cre sien Cluster

Topology Configuration

| SCluster Settings

General

Smttings Metwork Configuration
Name M SiteZ Cluster N
sppl Tyoe CHiP Site2 Cluster VLN 1D
HW Type Cracle RMS QAN 3
QaM IR <0AM VIP1> €10.75.175.200/255 A 5
Signaling VIPs 5168 &
{ = Server-A
General Settings
w IP1» «10.75.175.201 >
1P Preference Pd
Hesthame ASZ-cmp-28
Forced Standby e
Status 1
-{ =gerver B

General Settings

. _j

Add Wew 1P | edn |

Galete |
1P Preference 4 T 1pve
Hostame [Frr—y

Forced Standby  Autornatically set

T

standby.

There is a transition period and several alarms that clear after a few minutes while
the site 1 CMP cluster configures the georedundant CMP site 2 server-B. Wait for all
alarms to clear and then then confirm that server B in the CMP Site 2 cluster is in

Navigate to PLATFORM SETTINGS > Topology Settings=>CMP Site2 Cluster
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Step

Procedure

Details

3 Topolegy Settings Mudify Chuster Sutlings | Modily Sereera |

Mudify Server-B | Bak

Tepolegy Conflguration

Signaling VIFs

—I Server-A

120 2l Sites
= All Custers = Cluster Settings |
(3] cmP siter Cluster |
h General
JER- P Site2 Chusted settings Hetwork Conflguration
Haer: CMP Site? Cluster Genersl 1 s
Appl Type CMF Site2 Cluster VLAN IO
HW Type Crach: RMS oam 3
AM VIR <OAM YIPL><10.75,175.200/25> SlGA 5
SIGE &

General Settings
"

[P Preference
Hoathame

Farced Standhy

iServer-n

General Sellings
P

1P Preference
Hosthame

<IP1><10.75.175.201>
s

X52-cmp-2a

Ko

=1P1><10.75.175.202>
1#va
X52-cmp-2b

Tarced Standoy
Status

Ves
standby

Note: Forced Standby of Server-B status is Yes.

CMP GUI: Clear
Forced Standby
setting for server-B

Click Modify Server-B.
Clear the Forced Standby state of Server-B.
4. Click Save.

wN e

From the Topology Settings menu, select the CMP site 2 cluster.

|3 Topoiogy Settings

TOPOTGgY CONTIGUTATIoH

B Al sites

«{ Fcluster Settings

EEY Al Clusters

General
~[#] cMP site1 Cluster Settings
ROl C Name CMP Site2 Cluster
Appl Type  CMP Site2 Cluster
HW Type Oracle RMS
0AM VIP <OAM VIP1><10.75.175.200/25>

Signaling VIPs

~| = Server-A

Network Configuration

rGeneral Network——————

VLAN ID
0aM 3
SIG-A 5
SIG-B &

General Settings
3

1P Preference
HostName

Forced Standby
Status

<IP1><10.75.175.201>
Pve

X52-cmp-2a

No

active

~| Elserver-B
Delete Server-B

General Settings

<IPi> <10.75.175.202/>

1P

1P Preference @® 1pya O 1P

HostName [x52-cmp-2b
Forced Standby [

Status standby

Load

Add Hew 1P

The Geo-Redundant Site2 cluster confugration is completed. The CMP Sitel
cluster is marked with a (P) for primary and the CMP Site2 cluster is marked with

an (S) for secondary.

PLATFORM SETTINGS > Topology Settings=>

Chusinr Configaration
4 LM RO A e ciatian Chartar

Chster Settings

Hame [ el Type Sitn Pralereace Seruar-h Sarver Sarver-C aparation
T et Clstes [P | 9% Sael Cluster | W [ samassuss | e WA I Yoo Dnamets
P Ste2 uster (3] | a8 a2 Closter | W [Taamarsm 17 wa I Yiem Dricts

—End of Procedure—
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6.4.2 Setting Up a Non-CMP Cluster (MPE, MRA, and Mediation)

This procedure configures the management relationships between the CMP and other Non-CMP clusters
in Wireless Mode.

A non-CMP cluster includes one of the following server types:

e MPE
e MRA
e Mediation

IMPORTANT: Certain IP network services must be allowed between the CMP Site 1 cluster and the other
clusters in the network, in order to establish the full management relationships. Incorrectly configured
firewalls in the network can cause the management relations to fail, and alarms are raised at the CMP.

Prerequisites:
Before beginning this procedure, verify that you have HTTP access to the CMP server.
Before defining a non-CMP cluster, ensure the following:

e The server software is installed on all servers in the cluster.
e The servers are configured with network time protocol (NTP), IP Routing, and OAM IP addresses.
e The server IP connection is active.

See Section 5:Preparing the System Environment in this document.

To complete this procedure, you need the following:

e HW Type—Determines whether VLANSs are required. If you select c-Class, c-Class (segregated
traffic), or Oracle RMS hardware, VLANSs are required. For RMS hardware, VLANs are not
required.

e OAM VIP (optional)—The IP address and netmask a CMP cluster uses to communicate with an
MPE or MRA cluster.

e Signaling VIPs (required)—The IP address a policy charging and enforcement function (PCEF) uses
to communicate with a cluster. At least one signaling VIP is required. Define up to four IPv4 or
IPv6 addresses and netmasks of the signaling VIP addresses. For each, select None, SIG-A, SIG-B,
or SIG-C to indicate whether the cluster uses an external signaling network. You must enter a
Signaling VIP value if you specify either SIG-A, SIG-B, or SIG-C.

e Network VLAN IDs—The values designated during the Initial Configuration done with placfg.
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Check off (V) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.4.2: Setting Up a Non-CMP Cluster (MPE, MRA, and Mediation)

Step Procedure Details
1. |:| CMP GUI: Login to 1. From Browser, enter CMP Server VIP in Navigation string.
(Cul\:il:]gS(\e/rl\I;t)er GUls NOTE: Only the following Web Browsers are supported in OCMP 12.5

- Motzilla Firefox® release 31.0 or later
- Google Chrome version 40.0 or later

*Internet Explorer in not supported.

ORACLE’

ion Management Platform (CMP). Please enter your user

jesktop. If you do not have an existing

User name or pass or if you have misplaced either, please contact the system

administrator.

R
SR

2. Login as admin (or a user with administrative privileges).
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Step

Procedure

Details

CMP GUI: View active
alarms

It is recommended to View the active alarms in the system before performing
Configuration work. Check the alarm information and determine if any alarms are
present that may affect configuration activies.

You can view the alarms by:

e Using the CMP GUI upper right banner
07/09/18 10:58 PM | admin | Logout

Critical
0

e Navigating to System Wide Reports = Active Alarms.

Display resubts per page: (50 =
[Eirst/ Previalnesif Last] Total 1 pages

Frotocal Timer Profiles
Roaming Profilas
Charging Servers Server e Severity  Alarm 10 Age/ A
Tiema Pariods

‘Serving Cateway/HCC-
MNC Magping

Castom AVP Definitions
Castom Vendars

POLICY MANAGEMENT
SPR

SUBSCRIBER

METWORK

HEA

SYSTEM WIDE REPORTS
KT Dashbaard
Subscriber Actiity Log
Tranding Raports

Alarms 2

Hative Alarms

IMPORTANT: In Policy 12.5.x, there is help provided for alarm descriptions.

- Inthe Alarm views, click the alarm ID to open the alarm description help
page.

— Alternatively, from the menu select On-Line Help, and select
Troubleshooting Guide. Search this for the alarm ID.

Mode configuration
considerations

The Modes must be selected during the initial GUI configuration for all the options in
this procedure to be available for configuration on the CMP. To add a Non-CMP
cluster the following Mode Options must be selected on the CMP:

e MPE (Manage Policy Servers)
e MRA (Manage MRAs)
e Mediation (Manage Mediation Servers)
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Step

Procedure

Details

Manage Policy Servers
Manage MA Servers
Manage Policies

IP—-1anage MRAS

Manage BoDs
| Manage Mediation Servers
Manage SPR Subscriber Data
Manage Geo-Redundant
Manager is HA (clustered)
Manage Analytic Data
Manage Direct Link
Manager is NW-CMP (Restricted)
Manage Segment Management Servers (Restricted)

T | | I R

Notes:

e Mediation Servers are used when Wireless-c mode is enabled. This is a
restricted setting. For further details on using the Wireless-c mode contact your
Oracle Support representative. Mediation Servers are not needed for most
Wireless configurations.

e If the Manage Geo-Redundant is selected go to the next procedure. (6.4.4:
Setting Up a Non-CMP cluster (MPE, MRA, Mediation)

Modes are changed at a later time if needed, but the method to access this mode
selection is not documented. Contact Oracle Support if Mode selection is required to
changed after the initial configuration.

CMP GUI: Add MPE,
MRA, and Mediation
clusters

1. Navigate to PLATFORM SETTINGS - Topology Settings

Cluster Configuration

= [Topology Settingd] I Add MPE/MRA/Mediation Cluster I
EME Al Clusters
~{@] cMP Sitet Cluster

Cluster Settings

@ CMP Site2 Clust Name Appl Type 0AM VIP Ser|
e uster CMP Sitel Cluster (P) CMP Sitel Cluster 10.75.150.132/26 10.75.
CMP Site2 Cluster (S) CMP Site2 Cluster 10.75.175.200/25 10.75.

2. On the cluster Configuration page, click Add MPE/MRA/Mediation Cluster
NOTE: Mediation is only present if Manage Mediation Servers was selected.

The procedure for adding an MPE, MRA or Mediation cluster is the same except for
selecting the Appl Type which is MPE, MRA or Mediation respectively.

The Topology Configuration page opens.
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Step Procedure Details
Topology Conflguration
B ocoicor setting]
- all Chusters —I =iCluster Settings |
[ cMP ste1 Couster © \
eneral
(3] cmp site Cluster Settings Network Configuration
Hame General Network
Agpl Type e =l LaN 10
0aM Bl
HW Type -Clase -
E sig-a 5
si68 [e
CAMVIP :l sice [r
Add New VIS
Signaling VIPs
Add Naw Vi
—I =Server A
Oulute Swrvea
General Settings
. 3
Add Maw [P
P Prefesence T o1pea T 1pvE
Husthame |
Lasd
Forced Standby [T
“Server- }
Add Server-8 |
save | cancel |

CMP GUI: Add MPE,

MRA, and Mediation

clusters

Complete the form according to the system design.
You can add both Server-A and Server-B at the same time.
Notes:

- ltis possible to come back at a later time and modify any settings made at
this time.

- The procedure for adding an MPE, MRA, or Mediation cluster is the same
except for selecting Appl Type which is MPE, MRA, or Mediation
respectively.

Define the Cluster Settings

Name (required)—Name of the cluster. Enter up to 250 characters, excluding
quotation marks(") and commas (,).

Appl Type—Select the type of server: MPE (default), MRA, or Mediation
HW Type—Select the type of hardware:

- C-Class (default)—HP ProLiant BL460 Gen8 server

- C-Class (segregated traffic) (a configuration where Signaling and other
networks are separated onto physically separate equipment)—HP ProLiant
BL460Gen8

- Oracle RMS—Oracle Server X5-2 or Oracle Oracle RMS Server X5-2

- RMS (rack-mounted server)—HP ProLiant DL380 Gen8/Gen9 server

- VM (virtual machine)

- VM (automated) (VM managed by NF Agent)

If you selected C-Class, C-Class (segregated traffic), or Oracle RMS, enter the General
Network—VLAN IDs.

1. Enter the OAM, SIG-A, SIG-B (optional),and SIG-C (optional) virtual LAN (VLAN)
IDs.
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Details

VLAN IDs are in the range 1 through 4095. The default values are:
- OAM-—3
- SIG-A—5
- SIG-B—6

OAM VIP—The OAM VIP is not typically used for Non-CMP clusters. The Real IP
address is used by the CMP to communicate with the Non-CMP cluster.

Signaling VIPs (required)—The signaling VIP is the IP address a PCEF (or Gateway)
device uses to communicate with a cluster. Click Add New VIP to add a VIP to the
system. A cluster supports the following redundant communication channels for
carriers that use redundant signaling channels.

- SIG-A
- SIG-B
- SIG-C
At least one signaling VIP is required.
For Example:
T use site Configuration
General Settings Network Configuration
Site Name City1 j General Network—
VLAN 1D
| -
HW Type Cracle RMS J OAM o
SIG-A 41
-
OAM VIP j SIG-B 42
Add New VIP Sle-c
Signaling VIPs
<Signaling VIP1><10.196.68.11/26><51G-A> =]
=

Add New VIP

Define the settings for Server-A in the Server-A section of the page

The IP address and hostname of Server-A are the IP address and hostname
configured during the Initial Configuration of the server in section 6.1 of this
document. The IP address and hostname must match exactly. If Server-A is network
reachable from the CMP it is recommended to click Load after the IP address and IP
preference are defined. The CMP attempts to load the hostname from the IP
reachable server. This confirms network connectivity and minimizes the possibility of
incorrectly defining the hostname.

To configure Server-A, in the Server-A section of the page:

2.

(Required) To enter the IP address, click Add New IP.
The Add New IP window opens.
Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard
IP dot-format.

For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal
string format.

- For an IPv6 address, enter it in the standard 8-part colon-separated
hexadecimal string format.
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- Select the IP Preference: IPv4 or IPV6.
The server uses the IP address in the specified format for communication.

- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be
selected.

- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be
selected.

5. Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of
the uname -n Linux command).

NOTE: If the server has a configured server IP, you can click Load to retrieve the
remote server host name. If the retrieve fails, this a sign that the ip address
configured is not accessible across the network. Alternately, you may enter the
host name manually but it is recommeneded to do any network troubleshooting
that may be required.

For example:
—I Server-A
h':r::::ll‘;;l'ﬂ‘ﬂl Path Configuration
T — H
1® Prefecence & jova T jove . =l

Add aw

HestName

Foreed Standiy [

Define the settings for Server-B in the Server-B section of the page
To configure Server-B, in the Server-B section of the page:
6. (Required) Click Add New IP to enter the IP address.
The Add New IP window opens.
7. Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard
IP dot-format.

For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal
string format.

8. Select the IP Preference: IPv4 or IPV6.
The server uses the IP address in the specified format for communication.

- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be
selected.

- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be
selected.

9. Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of
the uname -n Linux command).

NOTE: If the server has a configured server IP, you can click Load to retrieve the
remote server host name. If the retrieve fails, this a sign that the ip address
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Step Procedure Details

configured is not accessible across the network. Alternately, you may enter the
host name manually but it is recommeneded to do any network troubleshooting
that may be required.

For example:
-| Server-B
Calate ServerB |
General Settings Path Conliguration
_ﬂ Static 1P |
" =
Add hew 1P | Edit | Delete |
1P Preference & ogpea T ps |
[ETR—Ty
Hostiame ! Add e |
Land |
Fareed Starclly T

NOTE: These settings are only an example of a likely configuration. An actual
deployment is specific to your requirements.

6. |:| CMP GUI: Add MPE, 1. Save the Topology Configuration at the bottom of the Topology Configuration
MRA, or Mediation page.

clusters 2. Confirm the VLAN configuration if the hardware type requires VLANs

VLAN Confirmation

The VLAN ID= on the page must match the VLAN IDs configured on the server.
A mismatch will cause HA to fail. Please confirm that the WVLAN IDs are correct
5 before saving.

|site |oam [s1G-A |s1G-B |s16-C |
|Primary |40 |41 la2 | |

3. Click OK to confirm

Active server will restart.

QK Cancel

If the cluster added successfully, it is visible on the Cluster Configuration page. The
Cluster Configuration page displays:
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CMP GUI: Add MPE,
MRA, or Mediation
clusters

Confirm the cluster added successfully.
The following shows an example of adding a non-CMP cluster of Appl Type MPE

Check that all alarms have cleared and then click View for the cluster that was added

Tperation
i oty
Wigw Delele
Whew Delete ]

The Topology Configuration opens for the added non CMP cluster.

There is an active and a standby server. It does not matter which server is active. If
this is the case, and there are not any alarms, then the cluster is added successfully.

For Example:

Topology Configuration
Modify Cluster Settings | Modify Server-A | Modify Server-B | Back
~| HlCluster i
General - -
Settings Network Configuration
Name MPE-01 General Network————————
Appl Type MPE VLAN ID
HW Type Oracle RMS OAM 40
S1G-A 41
OAM VIP SI1G-B 42
Signaling VIPS _gignling VIPL> <10.196.68.10/26> <SIG-A> s16-C
~| = Server-A
General Settings
P <IP1><10.75.150.136>
1P Preference Pvd
HostlName X52-mra-1a
Forced Standb No
Status active
—| HServer-B
General Settings
P <IP1»<10.75.150.137>
1P Preference Pva
HostName ¥52-mra-1b
Forced Standby No
Status standby

NOTE: If the topology configuration is performed at a time when there is not a
network connection between the CMP and the MRA, MPE, and Mediation servers
being added to the topology, the status of the servers is offline and alarms are
generated because of the offline state. These alarms persist until the servers become
reachable from the CMP. The CMP continually retries connecting to the servers that
are added in the topology. In this case, no further configuration is performed until
the network connectivty between the CMP and the target servers is available. Do not
proceed. Return to this step when the network connectivty from the CMP to the
target servers is available. If the servers are reachable then proceed to the next step.

The cluster is successfully added.

Repeat the previous
step for additional
clusters

A list of clusters configured are added to this step as a reminder.

The procedure for adding an MPE, MRA or Mediation cluster is the same except for
selecting the Appl Type which is MPE, MRA or Mediation respectively.

If the CMP manages
remote sites, and
these are not
available.

If the CMP manages remote sites and the sites are not available, you can either:

e  Configure the clusters and return to the verify steps after the connectivity is
established.
e Configure the clusters at a later time when connectivity is established.
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—End of Procedure—

6.4.3 Setting Up a Geo-Redundant Site

This procedure creates sites that are used if Geo-Redundant clusters are added to the CMP Topology. A
Geo-Redundant cluster is associated with these sites in the next procedure. If Geo-Redundant clusters
are not needed, than skip this procedure.

Prerequisites:

e Before beginning this procedure, verify that you have HTTP access to the CMP server.
e Names of Sites created

Check off (\) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.4.3: Setting Up a Geo-Redundant Site

Step Procedure Details
1. |:| CMP GUI: Login to 1. From Browser, enter CMP Server VIP in Navigation string.
::ul\:izgsf/rl\lf):r GUIs NOTE: Only the following Web Browsers are supported in OCMP 12.5

- Motzilla Firefox® release 31.0 or later
- Google Chrome version 40.0 or later

*Internet Explorer in not supported for this procedure

ORACLE

2. Login as admin (or a user with administrative privileges)
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CMP GUI: View active
alarms

It is recommended to View the active alarms in the system before performing
Configuration work. Check the alarm information and determine if any alarms are
present that may affect configuration activies.

You can view the alarms by:

e Using the CMP GUI upper right banner
07/09/18 10:58 PM | admin | Logout

Critical
0

e Navigating to System Wide Reports = Active Alarms.

Pratocol Timer Profiles Bisplay results per page: [50 =]
- Froi [Eirst/ Previainesi/fLast] Total 1 pages
Charging Servers Server e Severity  Alarm 10 Age/ A

Tima Parksds
Serving Cateway/MCC-
MNE Magping

Custom AVP Delinitions
Custom Vesdors

POLICY MANAGEMENT
SPR

SUBSCRIBER

METWORK

MRA

SYSTEN WIDE REPORTS
KPT Dashboard
Subacriber Attty Loy
Tranding Reparts

Alarms 2

Hadive Alarme

IMPORTANT: In Policy 12.5.x, there is help provided for alarm descriptions.

- Inthe Alarm views, click the alarm ID to open the alarm description help
page.

— Alternatively, from the menu select On-Line Help, and select
Troubleshooting Guide. Search this for the alarm ID.
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CMP: View Topology
Settings

1. Navigate to PLATFORM SETTINGS - Topology Settings.
2. Confirm that All Sites is listed in the Topology Settings menu.

Delete Site Successfully.
A Topalogy Settings v

ﬁ Site Configuration
=M Al Clusters Creats Site

8] cwe sitet Cluster
~{8] cMP site2 Cluster

NOTE: Sites may only be created when Manage Geo-Redundant mode is enabled.

Manage Policy Servers

Manage MA Servers

Manage Policies

Manage MRAsS

Manage BoDs

Manage Mediation Servers
Manage SPR Subscriber Data
Manage Geo-Redundant
Manager 15 HA (clustered)
Manage Analytic Data

Manage Direct Link

Manager is NW-CMP (Restricted)
Manage Segment Management Servers (Restricted)

_o« |

NOTE: If Manage Geo-Redundant mode was not selected during initial configuration
of the Sitel CMP cluster, the CMP modes are changed if needed, but the method to
access this mode selection is not documented. Contact Oracle Support if Mode
selection is required to be changed after the initial configuration.

OO RR ORI

CMP GUI: Create sites
for georedundant
configuration

For a georedundant configuration at least 2 Sites must be created before proceeding
with this procedure. This step is preparation for adding georedundant MPE, MRA, or
Mediation clusters and is not needed to add a georedundant CMP cluster. If
georedundancy is not going to be used, this step may be skipped.

1. Navigate to PLATFORM SETTINGS - Topology Settings>All Sites
2. Click Create Site.

. ‘2 Topology Settings

@ _Crestesite |
EHE All Clusters
~{8] CMP site1 Cluster

The Site Configuration form opens.
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Site Configuration
New Site
Name
Max Primary Site Failure Threshold o
HW Type c-Class =l

Metwork Configuration

—General Network

VLAN 1D
oam [
siga |
sies |
siec |

WLAN ID
REF
Save Cancel I

3. Select the HW Type from the list.
The available options are:

- C-Class (default)

- C-Class(segregated traffic) (for a configuration where Signaling and other
networks are separated onto physically separate equipment)

- Oracle RMS (rack-mounted servers using tagged VLANs)

- RMS (for a rack-mounted server)

- VM (for a virtual machine)

- VM (automated) (for a VM managed by NF Agent)

If you selected C-Class, C-Class(segregated traffic), or Oracle RMS, enter the
General Network -VLAN [Ds.

4. Enter the OAM, SIG-A, SIG-B (optional), and SIG-c (optional) virtual LAN (VLAN)
IDs.

VLAN IDs are in the range 1 through 4095. The default values are:

- OAM—3
- SIG-A-5
- SIG-B—6
- SIG-C—7

5. Name the site and click Save.

Site Configuration
=3 Topology Settings

| New Site

=23 All Clusters

Name [cityr
8] cwp site1 Cluster Max Primary Site Failure Threshold o
HW Type RMS

The site is listed in the Topology Settings menu

Site Configuration

Create Site
Site Max Primary Site Failure Threshold
: City1 0 ﬁ
EH3 Al Clusters

8] cMP Site1 Cluster
“{8] cMP site2 Cluster
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6. Create a 2™ Site and click Save.

Site Configuration
New Site
Name

Max Primary Site Failure Threshold o
HW Type C-Class =l

MNetwork Configuration

General Network
VLAN ID

0AM

SIG-A

31G-B

SIG-C

User Defined Network
WLAN ID

REP

Save Cancel

The site is listed in the Topology Settings menu.

Create Site Successfully.
23 Topology Ssttings

S " ’ N -
Esl | Sited] Site Configuration
Cityl Create Site
| {9 city2
: Site Max Primary Site Failure Threshold
=43 All Clusters
City1 i
[8] cmP sitet Cluster ﬁ
[8] cMP site2 Cluster City2 0 ﬁ

—End of Procedure—

6.4.4 Setting Up a Geo-Redundant Non-CMP Cluster (MPE, MRA, or Mediation)

This procedure configures the management relationships between the CMP and other Geo-Redundant
Non-CMP in Wireless Mode.

A non-CMP cluster includes one of the following server types:

e MPE
e MRA
e Mediation

IMPORTANT: Certain IP network services must be allowed between the CMP Site 1 cluster and the other
clusters in the network, in order for the full management relationships to be established. Incorrectly
configured Firewalls in the network can cause the Management relations to fail, and alarms to be
raised at the CMP.

Prerequisites:

Before beginning this procedure, verify that you have HTTP access to the CMP server.
Before defining a non-CMP cluster, ensure the following:

e The server software is installed on all servers in the cluster.
e The servers are configured with network time protocol (NTP), IP Routing, and OAM IP addresses.
e The server IP connection is active.

See Section 5:Preparing the System Environment in this document
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Procedure 6.4.3: Setting Up a GeoRedundant Site is completed

To complete this procedure, you need the following:

HW Type—Determines whether VLANs are required. If you select c-Class, c-Class (segregated
traffic), or Oracle RMS hardware, VLANSs are required. For RMS hardware, VLANs are not
required.

OAM VIP (optional)—The IP address and netmask a CMP cluster uses to communicate with an
MPE or MRA cluster.

Signaling VIPs (required)—The IP address a policy charging and enforcement function (PCEF) uses
to communicate with a cluster. At least one signaling VIP is required. Define up to four IPv4 or
IPv6 addresses and netmasks of the signaling VIP addresses. For each, select None, SIG-A, SIG-B,
or SIG-C to indicate whether the cluster uses an external signaling network. You must enter a
Signaling VIP value if you specify either SIG-A, SIG-B, or SIG-C.

Network VLAN IDs—The values designated during the Initial Configuration done with placfg.

Check off (\) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.4.4: Setting Up a Geo-Redundant Non-CMP Cluster (MPE, MRA, or Mediation)

Step Procedure Details
1. []| CMP GUI: Login to 1. Open a browser and enter the CMP server VIP as the navigation string.
CMP Server GUIs

(using VIP) NOTE: Only the following Web Browsers are supported in OCMP 12.5

- Motzilla Firefox® release 31.0 or later
- Google Chrome version 40.0 or later

*Internet Explorer in not supported.

ORACLE’

2. Login as admin (or a user with administrative privileges)
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2. [

CMP GUI: View active
alarms

It is recommended to View the active alarms in the system before performing
Configuration work. Check the alarm information and determine if any alarms are
present that may affect configuration activies.

You can view the alarms by:

e Using the CMP GUI upper right banner
07/09/18 10:58 PM | admin | Logout

Critical
0

e Navigating to System Wide Reports = Active Alarms.

Pratocol Timer Profiles Bisplay results per page: [50 =]
- Froi [Eirst/ Previainesi/fLast] Total 1 pages
Charging Servers Server e Severity  Alarm 10 Age/ A

Tima Parksds
Serving Cateway/MCC-
MNE Magping

Custom AVP Delinitions
Custom Vesdors

POLICY MANAGEMENT
SPR

SUBSCRIBER

METWORK

MRA

SYSTEN WIDE REPORTS
KPT Dashboard
Subacriber Attty Loy
Tranding Reparts

Alarms 2

Hadive Alarme

IMPORTANT: In Policy 12.5.x, there is help provided for alarm descriptions.

- Inthe Alarm views, click the alarm ID to open the alarm description help
page.

— Alternatively, from the menu select On-Line Help, and select
Troubleshooting Guide. Search this for the alarm ID.
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Mode Configuration
Considerations

The Modes must be selected during the initial GUI configuration for all the options in
this procedure to be available for configuration on the CMP. To add a Non-CMP
cluster the following Mode Options must be selected on the CMP:

e  MPE (Manage Policy Servers)

e  MRA (Manage MRAs)

e Mediation (Manage Mediation Servers)
e Manage Geo-Redundant

| Manage Policy Servers
Manage MA Servers
Manage Policies

|P-lanage MRAS
Manage BoDs

| Manage Mediation Servers
Manage SPR Subscriber Data

| Manage Geo-Redundant
Manager 15 HA (clustered)
Manage Analytic Data
Manage Direct Link
Manager is NW-CMP (Restricted)
Manage Segment Management Servers (Restricted)

a0 <R == == o<

Notes:

e Mediation Servers are used when Wireless-C Mode enabled. This is a restricted
setting. For further details on using the Wireless-C mode contact your Oracle
Support representative.

e Manage Geo-Redundant mode enables you to configure Primary and Secondary
sites as well as adding a Server-C (spare) to each non-CMP cluster in the
Topology.

Modes are changed at a later time if needed, but the method to access this mode
selection is not documented. Contact Oracle Support if Mode selection is required to
be changed after the initial configuration.

CMP GUI: Add MPE,
MRA, or Mediation
clusters

1. Navigate to PLATFORM SETTINGS - Topology Settings

Cluster Configuration

[ 2dd mee/urasmedintion cluster ||

=] Topology Settings

FHA Al sites Cluster Settings
8] cityr
@ City2 Name Appl Type Site Preference 0AM VIP Server-
CMP Site1 Cluster (P) CMP Sitel Cluster N/A 10.75.150.132/26 10.75.150.
EHER Al Clusters CMP Site2 Cluster (S) CMP Site2 Cluster N/A 10.75.175.200/25 10.75.175.

8] cmP site1 Cluster
18] cMp site? Cluster

2. On the cluster Configuration page, click Add MPE/MRA/Mediation

NOTE: Mediation cluster is only present if Manage Mediation Servers was
selected in mode options.

The procedure for adding an MPE, MRA, or Mediation cluster is the same except
for selecting the Appl Type which is MPE, MRA, or Mediation respectively.

The Topology Configuration page opens:
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=l hasp
|
W Tvou = |
R = ] |'0mml\|::l\ll::nri—|
- n
E s 5
.'-\.r..rll
::f:’“"!nl_lw““ j Nrtwork Confagaration:
W Type C-Clann j - General n'-‘:-:‘n:
»» N bR
Sqralng ViFe . 5 |22 F
..-\.r..rl
Notes:
e All Sites is available in the Topology Settings menu.
e  Primary Site Settings and Secondary Site Settings is available on the Topology
Configuration page.
e Server-Cis available in the Secondary Site Settings sections.
5. [] CMP GUI: Add Complete the form according to the system design.

MPE/MRA/Mediation
clusters

You can add Server-A, Server-B and Server-C at the same time. To add Server-C
expand the Server-C option by clicking on the + (plus) sign for Server-C.

Notes:

- Itis possible to come back at a later time and modify any settings made at
this time.

- The procedure for adding an MPE/MRA or Mediation cluster is the same
except for selecting Appl Type which is MPE, MRA, or Mediation
respectively.

Define the Cluster Settings
Name (required)—Name of the cluster. Enter up to 250 characters, excluding

quotation marks(") and commas (,).
Appl Type—Select the type of server: MPE (default) MRA or Mediation
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Site Preference—NORMAL (default)
DSCP Marking—PHB(None)is the default

Replication Stream Count—1 through 8. 1 is the default.
Replication and Heartbeat—None is the default. OAM is typically preferred.
Backup Heartbeat—None (default) or OAM

For Example:

Chister Settings

Name oo OSCP Marking FHE{Nore) -

T . = Replication Stream T =
Appl Typs [ mee = Count 3 Zl none CaMbSIG-a BS1G-8AsSIG-C basp
Tita - | e e @ e @

Preferonos | T Repli oM e 8 b 2

ur & Hearibeat
Bk

imartlmnt

NOTE: A warning icon ( 4 ) indicates that you cannot select a network until you
define a static IP address on all servers of both sites.

Define the Primary Site Settings (General Settings)

—| SPrimary Site Settings
™ use site Configuration

General Settings Network Configuration

Site Name Unspecified =l
VLAN ID
HW Type C-Class -
" - 0AM =
— SIG-A s
0aM vIP j SIG-B |6
Add New VIR sie-c |7
Signaling VIPs
2| User Defined Network—————
WVLAN ID
REP

Add Hew VIP

Site Name—Here the added server is associated with a configured site in the
drop down tab if this is a Geo-Redundant topology

HW Type—Select the type of hardware:

- C-Class (default)—HP ProLiant BL460 Gen8 server

- C-Class (segregated traffic) (a configuration where Signaling and other
networks are separated onto physically separate equipment)—HP ProLiant
BL460 Gen8

- Oracle RMS—Oracle Server X5-2 or Oracle Oracle RMS Server X5-2

- RMS (rack-mounted server)—HP ProLiant DL380 Gen8/Gen9 server

- VM (virtual machine)

- VM (automated) (VM managed by NF Agent)

Define the Network Configuration.

- if you selected C-Class, C-Class(segregated traffic), or Oracle RMS, enter the
General Network—VLAN IDs.

- Enter the OAM, SIG-A, SIG-B (optional), and SIG-C (optional) virtual LAN
(VLAN) IDs.

VLAN IDs are in the range 1 through 4095. The default values are:
- OAM-—-3
- SIG-A—5
- SIG-B—6
- SIG-C—7

If the hardware type is C-Class or C-Class(segregated traffic), for the user
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defined network, enter the REP VLAN ID.
NOTE: Virtual LAN (VLAN) IDs are in the range of 1 to 4095.

OAM VIP—The OAM VIP is not typically used for Non-CMP clusters. The Real IP
address is used by the CMP to communicate with the Non-CMP cluster.

Signaling VIPs (required)—The signaling VIP is the IP address a PCEF (or
Gateway) device uses to communicate with a cluster. Click Add New VIP to add
a VIP to the system. A cluster supports the following redundant communication
channels for carriers that use redundant signaling channels.

- SIG-A
- SIG-B
- SIG-C
At least one signaling VIP is required.

- Define the settings for Server-A in the Primary Site Settings section of the
page
The IP address and hostname of Server-A are the IP address and hostname
configured during the Initial Configuration of the server in section 6.1 of this
document. The IP address and hostname must match exactly. If Server-A is
network reachable from the CMP it is recommended to click Load after the IP
address and IP preference are defined. The CMP attempts to load the hostname
from the IP reachable server. This confirms network connectivity and minimizes
the possibility of incorrectly defining the hostname.

[Eserver-a]

Dulete Swrvee-a |

General Settings Path Configuration

w j Static 1P| .

Add W 1B
1P Preference (Sl Ty =

Add New |
HostName 4
Load

Forced Standby I

To configure Server-A, in the Server-A section of the page:

- (Required) Click Add New IP to enter the IP address.
The Add New IP window opens.

- Enter the IP address in either IPv4 or IPv6 format.
This is the IP address of the server. For an IPv4 address, enter it in the standard
IP dot-format.

For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal
string format.

- Select the IP Preference: IPv4 or IPV6.

The server uses the IP address in the specified format for communication.

- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be
selected.

- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be

selected.
- Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of
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the uname -n Linux command).

NOTE: If the server has a configured server IP, you can click Load to retrieve the
remote server host name. If the retrieve fails, this a sign that the ip address
configured is not accessible across the network. Alternately, you may enter the
host name manually but it is recommended to do any network troubleshooting
that may be required.

- Inthe Path Configuration section, click Add New to add a Static IP.
The New Path window opens.

NOTE: If an alternate replication path and secondary HA heartbeat path is used,
a server Static

IP address must be entered in this field.

- Enter a Static IP address and Mask.
- Select the Interface:

- SIG-A

- SIG-B

- SIG-C

- REP

- BKUP

Define the settings for Server-B in the Server-B section of the page

- Click Add Server-B on the Topology Configuration page

Add Server-B

The Server-B configuration form opens

General Settings Path Configuration

Add raw L2

Al Naw

Forced Standby [T

To configure Server-B, in the Server-B section of the page:
- (Required) Click Add New IP to enter the IP address.
The Add New IP window opens.

- Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard
IP dot-format.

For an IPv6 address, enter the address in the standard 8-part colon-separated
hexadecimal string format.

- Select the IP Preference: IPv4 or IPV6.
The server uses the IP address in the specified format for communication.

- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be
selected.
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- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be
selected.
- Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of
the uname -n Linux command).

NOTE: If the server has a configured server IP, you can click Load to retrieve the
remote server host name. If the retrieve fails, this a sign that the ip address
configured is not accessible across the network. Alternately, you may enter the
host name manually but it is recommended to do any network troubleshooting
that may be required.

- Inthe Path Configuration section, click Add New to add a Static IP.

The New Path window opens.

NOTE: If an alternate replication path and secondary HA heartbeat path is used,
a server Static

IP address must be entered in this field.

- Enter a Static IP address and Mask.
- Select the Interface:

- SIG-A

- SIG-B

- SIG-C

- REP

- BKUP

- Define the Secondary Site Settings

————————
H =Secandary Site Settings

I Use S#e Configuration
General Settings Network Canfiguration

Site Kame Unspecified

L L]

General Network
VLAN D

HW Type c-Class

QAN VIP

Add New vIP
Signaling VIPs

(L

User Defined Netwark:
VLAN ID

Rep

add nawvie |

Site Name—Here the added server is associated with a configured site in the
drop down tab if this is a geo-redundant topology

HW Type—Select the type of hardware:

- C-Class (default)—HP ProLiant BL460 Gen8 server

- C-Class (segregated traffic) (a configuration where Signaling and other
networks are separated onto physically separate equipment)—HP ProLiant
BL460 Gen8

- Oracle RMS—Oracle Server X5-2 or Oracle Oracle RMS Server X5-2

- RMS (rack-mounted server)—HP ProLiant DL380 Gen8/Gen9 server

- VM (virtual machine)

- VM (automated) (VM managed by NF Agent)

Define the Network Configuration.

- if you selected C-Class, C-Class(segregated traffic), or Oracle RMS, enter the
general network—VLAN IDs.
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- Enter the OAM, SIG-A, and SIG-B (optional) virtual LAN (VLAN) IDs.
VLAN IDs are in the range 1 through 4095. The default values are:

- OAM—3

- SIG-A—=5

- SIG-B—6

- Ifthe hardware type is C-Class or C-Class(segregated traffic), for the user
defined network, enter the REP VLAN ID.

NOTE: Virtual LAN (VLAN) IDs are in the range of 1 to 4095.

OAM VIP—The OAM VIP is not typically used for Non-CMP clusters. The Real IP
address is used by the CMP to communicate with the Non-CMP cluster.

Signaling VIPs (required)—The signaling VIP is the IP address a PCEF (or
Gateway) device uses to communicate with a cluster. Click Add New VIP to add
a VIP to the system. A cluster supports the following redundant communication
channels for carriers that use redundant signaling channels.

- SIG-A
- SIG-B
- SIG-C
At least one signaling VIP is required.

- Define the settings for Server-C in the Secondary Site Settings section of the

page
- Click Add Server-C on the Topology Configuration page

Add Server-C

The Server-C configuration form opens

- (Required) To enter the IP address, click Add New IP.
The Add New IP window opens.

- Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard
IP dot-format.

For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal
string format.

- Select the IP Preference: IPv4 or IPV6.

The server preferentially uses the IP address in the specified format for
communication.

- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be
selected.

- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be
selected.

- Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of
the uname -n Linux command).

NOTE: If the server has a configured server IP, you can click Load to retrieve the
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remote server host name. If the retrieve fails, this a sign that the ip address
configured is not accessible across the network. Alternately, you may enter the
host name manually but it is recommeneded to do any network troubleshooting
that may be required.

- Inthe Path Configuration section, click Add New to add a Static IP.

The New Path window opens.

NOTE: If an alternate replication path and secondary HA heartbeat path is used,
a server is Static

IP address must be entered in this field.

- Enter a Static IP address and Mask.
- Select the Interface:

- SIG-A

- SIG-B

- SIG-C

- REP

- BKUP

NOTE: NOTE: These settings are only an example of a likely configuration. An actual
deployment is specific to your requirements.

CMP GUI: Add
MPE/MRA/Mediation
clusters

1. Save the Topology Configuration from the bottom of the Topology Configuration

page.
2. Confirm the VLAN configuration if the hardware type requires VLANs

VLAN Confirmation

The VLAN IDs on the page must match the VLAN IDs configured on the server.
H A mismatch will cause HA to fail. Please confirm that the VLAN IDs are correct
5 before saving.

Site OAM SIG-A S5I1G-B SIG-C
Primary 40 41 42

3. Click OK to confirm.

Active server will restart.

O Cancel

If the cluster added successfully, it is visible on the Cluster Configuration page. The
Cluster Configuration page opens:

Cluster Configuration
o
T = - i ekt MDA e
8 Maritors
Chuster Settimgs
3 morrmviie
=23 AB Chmters Mame Al Type e Preference G i server A Server Server £ peration
) O Seei Cster D Sital Chuster (7] CP Sita} Chunter iy 16380 16634778 10,740, 166,37 10,342 16631 WA iew Demots
< £MP e Cluntee (5} B Sitad Clunter Wk 16,388 166 8178 10,240 16638 30,345, 16630 ik
b _CMP Ste2 Custer I HPL SRRT Clodter Lo Tormmal WA Y TOLIA0, 160 5 10348 1T [EEIETo%] View
) Mg a3 Clustee AL
EA St it T C=r] WA (P (e (e [CErTRTTET) View Dlete
8] M siten Cluster A g5

CMP GUI: Add MPE,

Confirm the cluster is added successfully.
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MRA, and Mediation The following shows an example of adding of a non-CMP cluster that is MPE Appl
clusters Type cluster.

Check that all alarms have cleared and then click View for the cluster that is added

Server-A and Server-B is in active and standby. It does not matter which server is
active. Spare-Server-C shows a staus of Spare. If this is the case, and there are not
any alarms, then the Geo-Redundant cluster was added successfully.

NOTE: If the Forced Standby for Server-B is selected, clear the selection.

Topology Configuration
S Tapology Settings Madly Cluster Sattings | ¥ v £ by yim | ' dary Gite | Back
=y ansites
[9) Harbers
(8] Memmee .
FiCluster Settings
=3 Al Clusters Chister Settings
{3 cMP site1 Cluster
— Hame MPL Sel Chaster DECP Marking PHIone]
3 cHp sitez Cluster Appl Type HPE Feplication Stream Count 1
JEre et Clusted Site Preference Normal Replication & Heartheat &M
Eackup Heastheat None
[#] MRA szen Custer
= Primary Site Settings
General
Sertiags Hetwark Conliguration
Site Name  Morisville + General Network
HW Type C-Class VLANID
©aM VIP foam %0
Signaling VIPs «Signaling VIP1> €10.196. 165, 18/26 €51G-A3 14 91
: e R siG-B 92
1o
rUser Delined Hetwark
VLAN 1D
s
—| Eserver-a |
General Settings Path Configuration
" <IP1><10.290.166,36> Static 1P
1P Preference tPua
Hosthame perf-mpe-a
forged Standby No
| 5tatus active |
[Gomnera)
server-i |

General Settings Path Configuration

w <IP1>< 10.240.166.37 > Static 1P

19 Preferemce IPva

HostName porf-mpe-b

Forced Stanaty No.
[[status stardy |

—| ESecondary Site Settings
General .
Settings Network Configuration
Site Name Mariboro General Network——————
HW Type C-Class o ‘;;AN b
oAM VIR siG-A o1
signaling VIPs <Signaling VIP1><10.196.165.15/26> <SIG-A> cios o2
User Defined Network
VLAN ID
Rep

(Eserver<]

General Settings Path Configuration

P <IP1><10.240.166.30> Static IP

IP Preference  IPvd

HostName ohio-mpe-a

Forced Standby No

Status Spare

NOTE: If the topology configuration is performed at a time when the network
connectivity between the CMP and the MRA/MPE/Mediation servers being added to
the topology is not available, the status of the added servers is offline and alarms are
generated due the offline state. These alarms persist until the servers become
reachable from the CMP. The CMP continually retries connecting to the servers that
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are added in the topology. In this case, no further configuration is performed until
the network connectivity between the CMP and the target servers is available. Do
not proceed further but return to this step when the network connectivity from the
CMP to the target servers is available. If the servers are reachable then proceed to
the next step.

Confirm that the non-CMP clusters are associated with the correct site.
Topology Settings>All Sites><Site Name>
Examples

e  MPE Sitel cluster is associated with the Morrisville Site as a Primary Site cluster.
This is Server-A and Server-B.

1]

= Topology Settings

EHZY Al Sites Modify | Delete | Back
@ Marlboro
. Configuration
: I WMorrisville
EHZ3 All Clusters Name Morrisville

~{@] cMP site1 Cluster ) o
Max Primary Site Failure Threshold 0
CMP Site2 Cluster HW Type

@
{8] MPE Site1 Cluster

Network Configuration
MRA Site1 Cluster r General Network

VLAN ID

oAM

SIG-A

SIG-B

SIG-C

r User Defined Metwork
VILAN ID

REP

Primary Site Clusters

Name Site Preference
MPE Sitel Cluster Mormal

Secondary Site Clusters

Mame Site Preference
MRA Sitel Cluster Normal

e  MPE Sitel cluster is associated with the Marlboro Site as a Secondary Site
cluster. This is Server-C.
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3 Topology Settings
E‘a All Sites Modify I Delete I Backl
Pl @ Marlborc
o Configuration
@ Mormisville
=43 Al Clusters Name Marlboro
8] cwmP site1 Cluster . o
Max Primary Site Failure Threshold 0
~[#] cMP site2 Cluster HW Type
@ MPE Sitel Cluster Network Configuration
“{8] MRA Site1 Cluster  General Network
VLAN ID
oAM
SIG-A
SIG-B
SIG-C
 User Defined Network
VLAN ID
REP

Primary Site Clusters

Name Site Preference
MRA Sitel Cluster Normal

Secondary Site Clusters

Name Site Preference
MPE Sitel Cluster Normal

The cluster is successfully added.

Repeat the previous
step for additional
clusters

A list of clusters for configuration is added to this step as a reminder.

The procedure for adding an MPE/MRA or Mediation cluster is the same except for
selecting the Appl Type which specify either MPE/MRA or Mediation respectively.

If the CMP manages
remote sites, and the

sites are not available.

If the CMP manage remote sites, and the stes are not available.

e  Configure these clusters, but Return to the verify steps above after the
connectivity is established.
e  Configure these clusters at a later time when the connectivity is established.

—End of Procedure—

6.5Performing SSH Key Exchanges

You must exchange SSH keys between the CMP, MPE, MRA, and Mediation servers. Perform this
procedure whenever you add additional servers to the Policy Management topology. You can run the
command multiple times, even if keys were exchanged

NOTE: After the topology is set up and SSH keys are exchanged, it is possible that a server in the topology
changes its keys. This happens when:

A server is added to the topology

A server is re-installed

A server is replaced by another server
A server has its SSH keys recreated manually
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In any of the above scenarios, rerun this procedure. The SSH provisioning utility rechecks the existing SSH
key exchanges in the topology and provisions any key exchanges not performed. You can run the
command multiple times, even if keys were exchanged.

Prerequisite:

e CMP Site 1 cluster is configured and GUI available
e Before beginning this procedure, the systems that are exchanging keys must be configured and
reachable.

Check off (\/) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.5 Performing SSH Key Exchanges

Step Procedure Details

1. [_]| Sshto CMP Site 1 1. Use SSH to connect to the active server at the CMP Site 1 cluster as the admusr
active server: Run Key user.
Exchanges on all 2. Enter the command sudo ha.mystate to confirm that the server is the active
servers server in the HA cluster. The following example shows an active server:

2. [ ]| Sshto CMP Site 1 1. Enter the following command:
active server: Run Key

Exchanges on all
servers You are prompted: The password of admusr in topology

$ sudo gpSSHKeyProv.pl—-prov (double dash)

2. Enter the admusr password (admusr_password).

The procedure exchanges keys with the rest of the servers in the Policy
Management topology. If the key exchange is successful, the procedure displays
the message SSH keys are OK. The following example shows a successful key
exchange:
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3.

[

SSH to CMP Site 1
active server: Verify
Key Exchanges on all
servers

1. Enter the following command to verify that the keys are successfully exchanged:
$sudo gpSSHKeyProv.pl-check-verbose
You are prompted for the password of admusr in topology.

2. Enter the admusr password (admusr_password).

The procedure verifies keys with the rest of the servers in the Policy Management
topology and displays the results of each exchange. The following example shows all
keys are checked and exchanged successfully:

—End of Procedure—

6.6 Configure Routing on Your Servers

On the MPE and MRA servers, the default route is initially configured to route all traffic via the OAM
interface for remote servers. This facilitates clustering and topology configurations. However, in many
networking environments, it is desirable to route signaling traffic (that is, Diameter messages) using the
Signaling interfaces of the servers and switches, and OAM traffic (that is, replication, configuration,
alarms, and reports) using the OAM interface. This requires configuring routing on the servers.
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If you are using the Signaling interfaces, you must configure the required static routes on the MPE and
MRA servers to separate OAM and Signaling traffic. The recommended method to provide separation is:

e Add static routes on the OAM network to management servers (CMP, NTP, SNMP, PM&C).

NOTE: Administration of the MPE and MRA servers that require SSH access may be impacted by
moving the default gateway and may need static routes as well.

e Change the default route on the servers to the Sig-A network.

In this way, traffic to other signaling points in the network follows the default route over the Sig-A
network.

Other routing configurations may be required, depending on your needs.

Prerequisite:

Before beginning this procedure, verify that you have SSH access to the MPE and MRA servers.
You need the following information to complete this procedure:

e The root account password (root_password)
e At a minimum, the following static routes:

Site 1 and 2 CMP OAM network (if not co-located)

Server C for georedundant MPE and MRA clusters

NTP server

DNS server

snmp_trap_destination (SNMP trap destination)

Remote backup archives

External syslog servers

Any host you wish the MPE or MRA server to access over the OAM network (that is, routes to
mates in georedundant networks)

O O 0O O 0O o oo

The procedure for configuring routing on your servers is described in the Platform Configuration User's
Guide

TIP: During this procedure, ensure that access to the server ILOM or iLO remote console is always
available if a route change impacts remote access to get back into the server. Using SSH from the CMP
system to connect to the MRA or MPE servers is recommended to minimize such impacts.

NOTE: You must perform this procedure for every MPE and MRA server. Perform this procedure only for
the MPE and MRA servers, as the CMP system retains the default route on the OAM interface.
6.7 Configure Policy Components

This section covers procedures to configure the Policy Servers to a minimum level to perform a test call.
6.7.1 Adding MPE and MRA to CMP Menu
This procedure configures the Policy Server (MPE) and MRA applications.

Prerequisite:

e Network access to the CMP OAM IP address, to open a web browser (HTTP)
e MRA and MPE clusters are added to the CMP Topology

NOTE: Only the following Web Browsers are supported in OCMP 12.5
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o Mozilla Firefox® release 31.0 or later
o Google Chrome version 40.0 or later

*Internet Explorer in not supported for this procedure
Check off (V) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.7.1: Adding MPE and MRA to the CMP Menu

Step Procedure Details
1. [_] Create Policy Server in 1. Navigate to Policy Server-> Configuration-> Policy Servers
CMP GUI

o rJ\al— Oracle Communications Policy Management

Policy Server Administration
A S Policy Servers

MY FAVOMITTES @ Giroup ALL

POLICY SERVER

Canfiguration
Canfiguration Tamglate
Applications

Hakch Lis

2. Click Create Policy Server in the Policy Server Administration screen:

Policy Server Administration
3 Pobiey Servers
o m Hew Policy Server
Canfiguration
Bsseoated Cluster =
Harmn
Desenption / Location |
Secure Connection r
Tyoe Cracla =]
Assocsnted Templates{lower numbered templates lake priorty aver higher aumbered templates)
Totalio add -
Save | Cancel

3. Enter values for the configuration attributes:

a. Associated Cluster (required)—Select the cluster with which to associate
this MPE device. MPE clusters configured in Topology Settings are listed.

b. Name—Name of this MPE device. The default is the associated cluster
name.

c. Description/Location (optional)—Information that defines the function or
location of this MPE device.

d. Secure Connection—Designates whether or not to use the HTTPS protocol
for communication (certifcates must be configured to use this option)
between Policy Management devices. If selected, devices communicate
over port 8443.

e. Type—Defines the policy server type:

o Oracle (default)—The policy server is an MPE device and is managed
by the CMP.

= Unmanaged—The policy server is not an MPE device and therefore
cannot be actively managed by the CMP. This selection is useful when
an MPE device is routing traffic to a non-Oracle policy server.

NOTE: When configuring an associated cluster, the menu is populated with MPE
clusters that are configured in the CMP Topology from previous steps.
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New Policy Server

Configuration

Aszociated Cluster
Name

Description / Location

4. Click Save and confirm Configured Policy Server status is On-line.

Policy Server Administration
=3 Policy Servers

5@ Group: ALL
[Creste Policy server |[_ Create Grous || Opsrations |
Policy Server Status
x52-mpel

®

2. []| Check MPE cluster in
Reports tab

1. Navigate to Policy Server->Configuration = <MPE>-> Reports tab

Policy Server Administration
3 Policy Servers

SE8 AL Policy Server: x52-mpel

[#
System WT Policy ServerT Diameter Routing T Policies T Data Sources T Session Viewer ]

Stats Reset: Manual

Cluster Information Report
Mode: Active

Reset All Counters || Rediscover Cluster

|| Bause

Cluster: x52-mpe1

luster Status On-line

Site Preference  Normal

Blades

Overall util
State Blade Failures Uptime Disk  CF|

10.240.220.235 (Server-A) il Active 8 16 hours 24 mins 24 secs 00% 0

10.240.220.236 (Server-B) Standby 10 14 hours 5 mins 25 secs 00% 0

2. Validate that MPE cluster status is On-line and that both active and standby
servers displayed correctly.

3. []| Diameter configuration
of MPE

1. Nvaigate to Policy Server=> Configuration=> <MPE>=>Policy Server tab

There are many configurations on Policy Server tab for an associated MPE. The
most important configurations to define is Diameter Realm and identity to enable
Diameter connections.

138




Policy Management Bare Metal Installation Guide

Step Procedure Details
A Policy Servers Cache Quota Usage O true O false ® undefined
EHEy AL
@ MPED1| Cache Entity State O true O false @ undefined
Subscribe Quota Usage (O true () false (® undefined
Subscribe Entity State O true O false ®) undefined
Diameter
Diameter Realm [oracle.com
Diameter Identity |perf.oracle.com
Cafaultn 14 r
I
Correlate PCEF sessions O true ) false (® undefined
Validate user O true () false ® undefined
Diameter PCEF Default Profile [nia
Use Synchronous Sd (O true O false ® undefined

Identify Duplicate sessions based on O true O false ® undefined
APN

Subscriber ID to detect duplicate .

SESsions
Protocol Timer Profile .
Prevent Overlapping Rule Names ) true ) false ® undefined
S9:
Initiate 59 Requests O true (O false ® undefined
Accept 59 Requests O true O false ®) undefined
Primary DEA |<Ncne>
Secondary DEA |<None>
2. To define these Diameter parameters, click Modify.
3. Enter the Diameter Realm and Identity for your network
4. Click Save
|Att1'ibute Description
Diameter Realm The domain of responsibility (for example, galactel. com) for the MPE
device.
Diameter Identity The fully qualified domain name (FQDN) of the MPE device (for example,
mpe3.galactel.com).
For example:
Diameter
Diameter Realm oracle.com
Diameter Identity porf.oracle.com
Default Resource Id =MNone=>
Correlate PCEF sessions Yes
wvalidate user Mo
Diameter PCEF Default Profile =MNone=
Use Synchronous Sd Mo
Identify Duplicate sessions based MNo
on APM
Subscriber ID to detect duplicate
sessions
Prevent Overlapping Rule Names false
Protocol Timer Profile undefined
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Step Procedure Details
4. [] Create MRAiIn CMP GUI | 1. Navigate to MRA ->Configuration-> ALL
D T ;I MRA Administration
3 MRA

NETWORK @

""A_ : t= Group || Operati -]

2. Click Create Multi-protocol Routing Agent in the MRA Administration screen:

MRA Administration
3 e
S o
::. ated Cluster — |
eserion  tocnion -
S L =

Associated Templates(bower numbered templates take priority over higher mumbered templates)
Tetal:o ﬁ‘## o

3. Enter information as appropriate for the MRA cluster:

- Associated Cluster (required)—Select the MRA cluster from the list.

- Name (required)—Enter a name for the MRA cluster.

- Description/Location (optional)—Free-form text. Enter up to 250
characters.

- Secure Connection—Select to enable a secure HTTP connection (HTTPS)
instead of a normal connection (HTTP). The default is a non-secure (HTTP)
connection.

- Stateless Routing—Select to enable stateless routing. In stateless routing,
the MRA cluster only routes traffic; it does not process traffic. The default
is stateful routing.

4. Click Save and confirm that the configured MRA status is On-line.
MRA Administration
3 MRA
i | Group: ALL
Create Multi-protocol Routing Agent | | Create Group || Operations |
ulti-protocol Routin en =
i o) i
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Step Procedure Details
5. [ ]| Check MRA cluster in 1. Navigate to MRA - Configuration > MRA -> Reports tab
Reports tab Ty r——

[ sea
e A Hulti- protecel Bouting Agent: %53 mral

3

“Spatem w Logs | A | Diameter Souting | Seveims viewsr |

Stats Heset: Hansal

10340370232 [Sarear-4)

10.240.230,233 [Server-8) -

Ulibseation
Disk  CPU  Mamary

Ackions

2 haurs 45 ming 24 secs co% 0% 1%

18 hours 11 s 45 sees aos oW 2m

2. Validate that MPE cluster status is On-line and that both active and standby

servers display correctly.

Diameter configuration
for MRA

6. []

1. Navigate to MRA = Configuration = MRA - MRA tab

It is important to define Diameter Realm and identity to enable Diameter

messaging to function:

ORACLE
o e
3 [

POLICY HANAGEMENT
Pualicy 1 iheary
Tumnplats Library
Palicy Table Library

+ SRR

| SURSCRIAFR

* NETWORK
MRA
Configuration

Configuration Template

Oracle Communications Policy Management

Username

Topalogy Settings

NF Hanagement

PIA Associations Primary Indexing —
* MEDIATION Protocel Timer Profile =
* SYSTEM WIDE

RLPORTS

PLATFORM SETTING

Phathurm Cunfigurativn [Dismeter

sietting

Diameter Realm [orariacam

Diameter [dentity [measaclacom

2. To define these Diameter parameters, click Modify

w

Enter the Diameter Realm and
4. Click Save.

Identity that your network uses.

Diameter

Diameter Realm
Diameter Identity

oracle.com
mra.oracle.com

—End of Procedure—
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6.7.2 Configure MPE Pool on MRA (Policy Front End)

If MRAs (Policy Front End) are used in the Policy Management System, the MPEs for which the MRA acts
as the Policy Front End, must be added to the MPE Pool on the MRA. If MPEs are not used in the Policy
solution, skip this procedure.

This procedure adds the MPE clusters to the MPE Pool of the MRA (Policy Front End)

Prerequisite:

e Network access to the CMP OAM IP address, to open a web browser (HTTP)
e MRA and MPE clusters are added to the CMP Menu

Check off (V) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.7.2: Configure MPE Pool on MRA (Policy Front End)

Step Procedure Details

1. []| Configure MPE Pool on 1. Navigate to MRA =>Configuration=> <MRA>->MRA tab
MRA

[P ——
Motiication Servers oy uny

Tima Pericds & ALl Mt protocel Houting Agest: X33 menl
Foreing Gatesay (MCC- ¥ e
NG Mapging | orstem | oeports | Loas w Diammetor Houting | Session Viewer

Honitnring Key

Lo AP Bcfritions okl

| _advarced

Contom VA Defintions
ot Venders Aol
RADIISS Co Templatn B Paw st
e e otieer Bk Grouos s
POLIEY MANAGEMENT

Palicy Library

Ml ool

Fermelate Library
Policy Table Library Olamter Houte New  Tramsport Type Comnection  Protocol Timer
= it bers oo Profie
sunscRImCR
NETWORK
s

Configeration Template

A Assoiations

2. Click Modify in the MRA Administration screen: The MPE Pool configuration

form opens.
MRA Administration
A MRA
553 ALL Multi-protocol Routing Agent: x52-mral
@ e —— \r ~
[ System | Reports | Logs E Diameter Routing | Session Viewer
Modify MRA
Associations
Network Elements Bowtest | Manage.
Network Element Groups Network Element Groups
MPE Pool
|3|7" =4
Name Primary Site IP Secondary Site TP Dismetey

Realm

3. Click Add under MPE Pool. The Add Diameter MPE Peer form opens.
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Add Diameter MPE Peer

MPE Type |Internal
Associated MPE | x52-mpei
Name x52-mpel

Primary Site IP 10.196.239.38 [*]
Secondary Site IP E|
Diameter Realm oracle.com

Diameter Identity x52-mpel.oracle.com

Protocol Timer Profile Iundeﬁned -
Route New Subscribers v
Transport
@® TCP
Connections 1
_ SCTP
Max Incoming Streams | B WV
Max Outgoing Streams |S hd

| save | | Cancel

On the Add Diameter MPE Peer form, select an MPE cluster in the Associated
MPE list.

The Associated MPE list, shows the MPE clusters configured in the CMP
topology.

Add Diameter MPE Peer

MPE Type |Interr1a|
Associated MPE
®x32-mpel
Lhlame
Primary Site IP [*]
Secondary Site IP (=]

Diameter Realm

Diameter Identity

Protocol Timer Profile
Route New Subscribers v

— Transport
(@) TCP

Connections 1
SCTP

Max Incoming Streams IS_V
Max Outgoing Streams IS—V

| Save | Cancel
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Add Diameter MPE Peer

MPE Type |internal

| Associated MPE [52-mpe1 |
Name x52-mpel
Primary Site IP 10.196.239.38 [+
Secondary Site IP [*]
Diameter Realm oracle.com
Diameter Identity x52-mpel.oracle.com

Protocol Timer Profile |undeﬁned :

Route New Subscribers ¢
~ Transport
s TCP

Connections 1
SCTP

Max Incoming Streams rr_v-
Max Outgoing Streams Iw

| save ||| cancel

The required fields auto-populate.

Click Save

NOTE: The Diameter Realm and Diameter Identity must be configured on the

MPE.

The MPE cluster is listed in the MPE Pool.

MPE Pool

[@ Add [ Clone [Z¥ Edit | X Delete

= = - Diameter
Name Primary Site IP Secondary Site IP Realm
X52-mpel 10.196.239.38 oracle.com

Diameter
Identity

x52-
mpel.orade.com

Navigate to the bottom of the form and click Save again.

LITamEraT [aemtTy |netramra.uracle.cum

59

Primary DEA <None> LI

Secondary DEA <None> LI

_cancel |
The MPE cluster is listed in the MPE Pool.

MPE Pool
Name Primary Site IP Secondary Site Diameter Diameter Route New Transport Type Connection

P Realm Identity Subscribers Info
x52-mpel 10.196.239.38 oracle.com x52- true TCP Connections : 1

mpel.oracle.com

Confirm the Diameter connection to the MPE from the MRA on the MRA

Reports tab

Navigate to MRA - Configuration = <MRA> - Reports tab

1
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A Administration
4 Mea

S5 au Multi-protocel Routing Agent: x52-mral

CR- ol —_—

Stals Reset: Manual

Cluster Information Report
Mode: Active

Reset All Counters | Redscover Custer | Pause

Cluster: x52-mral

Cluster Status

Blades
Owerall
State Blade Fallures Uptime
10.240.220.232 (Server-A) Standby 10 1 day 5 hours 30 mins 33 secs
10,290.220.233 (Server-8) =& Active T 1 day 20 howrs 57 mins § secs
Protocol Statistics
LEL Conmection: Total client messages in / out Total messages limeoutl
Diameter
Digmeter AF Statistics ajo o
Dismeter PCEF Statistics 1 a/ao o
Dipmeter CTF Statistics 1 ale L7
Diameter BOCRT Statistics 1 /0 o
Dismeter 59 Statistics 1 0/0 ]
Dipmeter TOF Statistics 1 0/0 o
Digmeter DRMA Stolistics 1 14/ 14 0

A 1401 Log is noted in the MPE Trace Log that the Diameter connection between
the MRA and the MPE is established.

1401 Diameter: Transport connection opened with peer 10.196.68.10: 34824

—End of Procedure—

6.7.3 Define and Add Network Elements

Network elements are configured in the CMP to define the external systems that the Policy Server

communicates.

Prerequisite:

e Network access to the CMP OAM IP address, to open a web browser (HTTP)
e MRA and MPE clusters are added to the CMP Menu

Check off (\) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.7.3: Define and Add Network Elements

Step Procedure

Details

1. [ ] Create Network
Element in CMP GUI

1. Navigate to Network=>Network Elements=>All

=l Network Element Administration

‘A Network Elerrenl:
= ;r evenls Cruate Group | Bulk Dulets | Search
=]

Craate Hubmok Elumant

Custom Vandors

Group: ALL
POLICY MANAGEMENT

Balicy Ubrary
Template Library
Policy Talde Library

NETWORK

Natwork Elaments

2. Click Create Network Element on the Network Element Administration screen:
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Step

Procedure

Details

HNew Network Element

Typa aEE =
Protecel Timer Frofile [eavtined =]

Capasty

Policy Servers associated with this Network Element
Palicy Sesvers
et
=53 -mpet

MRAS associated with this Network Element
Multi-protocol Rowting Agent
=0 A
] wm2-nara

= m

Enter information for the network element:

Name (required)—The name of the network element.

Host Name/IP Address (required)—Registered domain name, or IP
address in IPv4 or IPv6 format, of the network element.

Backup Host Name (optional)—Alternate address that is used if
communication between the MPE device and the primary address for the
network element fails.

Description/Location (optional)—Free-form text. Enter up to 250
characters.

Type (required)—Select the type of network element.

The supported types are:
NOTE: This list varies depending on the configuration of the CMP system.

o PDSN—Packet Data Serving Node (with the sub-types Generic PDSN
or Starent)

o HomeAgent—Customer equipment Home Agent

@ GGSN (default)—Gateway GPRS Support Node

@ Radius-BNG—RADIUS broadband network gateway

o HSGW—HRPD Serving Gateway

@ PGW—Packet Data Network Gateway

o SGW—Serving Gateway

o DPI—Deep Packet Inspection device

= DSR—Diameter Signaling Router device

@ NAS—Network Access Server device

Protocol Timer Profile—select a protocol timer profile. For information on
creating protocol timers, see Managing Protocol Timer Profiles in the
Configuration Management Platform, Wireless User’s Guide
Capacity—Not applicable.

When you finish, click Save.

For this example a PGW Network Element is defined.
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Step Procedure Details

New Network Element

Name

Host Name / IP Address

Backup Host Name

Description / Location

Type pew 7|

Protocol Timer Profile undefined 'l

Capability Usage-Report-26 AI
E

Capacity

4. After completing the form, click Save.

Network Element Administration
A Network Elements

m Creata Network Element Craste Group Bulk Dalets || Search |
+() O

Group: ALL

Name 4. Host Name / IP Address

PGW-test 10.250.35.177

The Network Element is created.

2. []| Configure Network
Element in CMP GUI

1. Navigate to Network->Network Elements—> Network Element entity

NETWORK ] - " s
z A Metwork Elements Network Element Administration
Wtk Elemmparts
= €3 au
o o) e
gt Network Element: PGW-test
Canfiguration Template
MItA Associations
SYSTEM WIDE REPORTS
PLATFORM SETTING
FGW-test

Blatform Canfigaration 10.260.35.177
Satting e >
Topalogy Settings
D Sattings

Troe FEW
UPGRADE Capability <hones

Frotocol Timer Profile undefined
GLOBAL v
CONF IGURATION Capanty Mg

The created Network Element displays on the System tab, showing the
configuration from the previous step. For an initial call to the Policy
Management System, the Network Element needs connectivity to the Policy
Management System. In addition the Network Element needs a Diameter
Identity used to authenticate the Diameter connection from the Network
Element.

2. Navigate to the Network Element = PGW tab of the to configure the

Diameter Identity that is used to authenticate the Policy Management System.

3. Click Modify.
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Step Procedure Details
Network Element Administration
‘2 Network Elements
BE3 AL Network Element: PGW-test
(o) CETEER P —
System
Modify Network Element
Diameter
IP Domain ID
=&  Diameter Realm oracle.com
MIPS Host Identity
- Diameter Identity | Add
cmp-1a.oracle.com
Delete
Cancel

NOTE: This tab is dependent on the Network Element type that was
configured during the previous step. In this example the Network Element
type used is a PGW (Packet Gateway) which is used to establish a Diameter
connection to the Policy Management System.

4. When you finish, click Save.

Network Element Administration
(3 Network Elements
= ALL Network Element: PGW-test
@ —
System w
Modify
Diameter
IP Domain 1D <None>
Diameter Realm orade.com
PMIPG Host Identity <Nonex
Diameter Identity cmp-1a.oracle.com
3. []| Deploy Network 1. Navigate to Network=>Network Elements = <Network Element entity>
Element in CMP GUI
’:::Uf:.- ....... - ) &3 networ remencs Network Element Administration
C=
R LR Network Element: PGW-test

Configuration

Configuratinn Tamplate

Jhsand
e

SYSTEM WIDE REPORTS

FLATFORM SETTING Modiy | ] Diabee:
o POW-best
Flatform Confamraton Host Name / 1P Address 10.250.35.177
Setting Hackup Mot Name | B Addrace  <hens
Desergeion / Locstion
Tapaingy Settings
NP Bt
" oW
AGERADE “Hemen
LORAL e oot
CONFIGURATION o

Globad Confiquration

2. Click Modify in the Network Element Administration screen and select the
options to deploy the network element to the MPE and MRA (if present).
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Step Procedure Details
' Network Elamants Capacty
=3 A
9] R Policy Servers associated with this Network Element
Policy Servers

3.
4.

5.
6.

7.

= [ AL

[ x2-mpe1

MRAs assoclated with this Netwerk Element

Bulti-protocol Routing Agent
= A

[ st2-mra1

Click Save.

Navigate to Policy Server = Configuration=> <MPE> =>Policy Server tab

MY FAVORITES
POLICY SERVER
Configuration
Configuration Template
Applications

Match Lists

Policy Counter ID
Traffic Profiles

Retry Profiles

Protocol Timer Profiles

' Policy Servers

553 AL Policy Server: x52-mpel
————————— ————
| System | Reports | Logs Diam
Modify | Advanced

Associations

Applications <None=
Network Elements PGW-test
Networl ement Groups =None=

Confirm the deployed Network Element is associated with the MPE.
Navigate to MRA - Configuration=><MRA> > MRA tab

3 MraA
= AL

MRA Administration

Multi-protocol Routing Agent: x52-mral

s s S— -
[ system | Reports | Loas Diameter Routing | Session Viewer
Modify | Advanced

Associations

| Network Elements PGW-test |
ETWOTR CISTTEnT Groups. =Nones

Confirm the deployed Network Element is associated with the MRA.

—End of Procedure—

6.8Load Policies and Related Policy Data

This step is optional. Policies are not required to process a test call but for the purpose of verification, a
basic policy is installed manually, or using an import action and an xml file. The policy must be deployed
to the MPE which processes the test call.

Here is an example of a very simple policy that is used to confirm session creation for a test call by
viewing the trace logs on the MPE that processes the test call.
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o rJ\al— Oracle Communications Policy Management

MY FAVORITES 2 Policy Library Policy: New Request Test
' =
POLICY SERVER tj_fm‘" Maodify | Dielete | Deploy | Toggle View |
POLICY MANAGEMENT m Mew Request Test]
Policy Library Policy Description

where the request is creating a new session
send notification to trace log with " Policy triggered for new test request’ and severity "Warning”

Policy Table Library continue processing message

Template Library

NOTE: This policy must be deployed to the MPE that processes Diameter session requests. Deployed
policies are verified using the Policies tab for the MPE that processes the test request:

o)\l Oracle Communications Policy Management

' Policy Server Administration

——————
MY FAVORITES 2 Folicy Servers Policy Server: MPE-S
POLICY SERVER EHEg ALL
Configuration & weer _|'5ystemTRep¢ms Logs | Policy Server | EM | Routing E Data Sources | Debug
Configuration Templata {9 mEm
Modify ||_Show Details

Network Elements
Applications Deployed Policies

Traffic Profiles New Reguest Test

Media Profiles

6.9Add a Data Source

This step is optional. When the test call is received by the MPE, the MPE is configured to perform a
Subscriber lookup to an appropriately configured Subscriber Database. Refer to Configuration
Management Platform Wireless User’s Guide for more information.

Add Data Source

I Server Info “ Search Criteria H Search Filters || Associated Data Sources ‘
Common o Al
Admin State v
Realm Enable Subscription
Unigue Name Use Notif-Eff v

Sh Profile Profilevi .
Protocal Timer Profile undeﬁned.

Transport
@ TCP ) scTp
Connections Max Incoming Streams IS—V
Max Outgoing Streams ls—v
Primary Servers
Primary Identity Secondary Identity
Primary Address Secondary Address
Primary Port 3868 Secondary Port 3868
OAM 1P v
< >

Save Cancel

Here is a sample configuration. This form is specific to the site.
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[ Server Info H Search Criteria [ Search Filters ” Associated Data Sources l
| Commen | |
Admin State £
Realm oracle.com Enable Subscription |«
Unigue Name MPBay10 Use Notif-Eff v
Sh Profile IDmﬂ\e\M hd
Protocol Timer Im
Profile
Transport
© TCP ) scTP
Connections | 1 'I Max Incoming Streams 'I
Max Qutgoing Streams vI -
Primary Servers |
Primary Identity mpbay10.oracle.com Secondary Identity
Primary Address 10.196.165.22 Secondary Address
Primary Port 3868 Secondary Port 3868 ﬂ

6.10 Perform Test Call

A basic test call confirms that the system is ready for testing of call scenarios defined by the customer.
The test call is initiated from the network element that was created. For example, a PGW (Packet
Gateway) first establishes a Diameter connection with the PCRF and then initiate the test call by sending
an Initial Diameter CCR-I message.

NOTE: Customer specific information such as Indexing and Diameter Realm and Diameter Identity may be
required on the MPE > Policy Server tab for the test call. The following is a sample for reference only.

3 Policy Servers
Ea ALL Policy Server: MPEO1

o] [EEE
System | Reports | Logs ﬁ Diam

Mod'lfyl Advanced |

The configuration was applied successfully.

Associations

Applications <Nong>
Network Elements PGW1
Network Element Groups <None=
Notification Servers <None=
~Subscriber Indexing

Defaults

Index by IPv4: true
Index by IP-Domain-Id: false
Index by IPv&: false
Index by Username: false
Index by NAI: false
Index by E.164 (MSISDN): true
Index by IMSI: true

< No Overrides by APN =
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6.11 Pre-Production Configurations

There are other steps required to verify the Operations configuration of the system. For example, to
verify that the SNMP traps (Aarms) are being delivered to the Network Management centers. These are
outside the scope of this document, but also need to be planned and performed.

Reference the following document for information on configuring SNMP:

SNMP User's Guide 12.5

Additional procedures are referenced from the following documents:

e Platform Configuration User's Guide
e Configuration Management Platform, Wireless User’s Guide

Changes in the behavior of Release 12.5 are documented in the Oracle® Communications Policy
Management Release Notes Release 12.5

Behavior Modifications

Firewall Enabled by Default—ER 22536198

Firewall functionality is enabled by default. The server firewall protects Policy Management against
DDoS, flooding attacks, and unwanted connections. The settings are not altered during the upgrade.
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7. SUPPORTING PROCEDURES

The following procedures may be referenced during installation.

7.1Accessing the iLO VGA Redirection Window

7.1.1 Accessing the iLO VGA Redirection Window for HP Servers

This procedure may very slightly depending the browser is used. If security certificates are installed on
the client browser the security exceptions are not encountered.

Accessing the iLO VGA Redirection Window for HP

Step Procedure Result

1. [ ] taunchan
approved web
browser and
connect to the iLO € (@ hitps;//10.113.64.185 ¢
interface

(1 Insecure Connection X+

NOTE: Always use
https:// forilO
GUI access.

2. [] The first time the
web browser
connects to the
iLO a Securit : :

) ety Your connection is not secure
Certificate warning
message displays.
g Isplay The owner of 10.113.64.185 has configured their website improperly. To protect your information from

being stolen, Firefox has not connected to this website.

Learn more...

v | Report errors like this to help Moxilla identify and block malicious sites
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3. [

Configure security
exception

1. Click Advanced.
2. Click Add Exception.
3. Click Confirm Security Exception in the resulting window.

/ Your connection is not secure

The owner of 10.113.64.185 has configured their website improperly. To protect your information from
being stolen, Firefox has not connected to this website.

Learn more...

Report errors like this to help Mozilla identify and block malicious sites

Go Back Advanced

10.113.64.185 uses an invalid security certificate.

The certificate is not trusted because the issuer certificate is unknown.

The server might not be sending the appropriate intermediate certificates.

An additional root certificate may need to be imported.

The certificate expired on Tuesday, March 19, 2002, 4:45:01 AM. The current time is July 11,
2018, 4:44 PM.

Error code: SEC ERROR_UNKNOWN ISSUER

Add Exception...

4. []

Login to the iLO
console as
administrator

File Edit View History Bookmarks Tools Help — o X

® iLO: CMP64 - ILOBCUN... X | +

€ > Of //10.113.64.156 c Search wB +$ & O =

iLO 4
PrOLiant Local user name:

Firmware Version 2 5
ILOBCU312Y52F

Password:

Hewlett Packard
Enterprise

ght 2002, 2018 Hewlett Padkard Enterprise Development LP

ommended browsers include |IE 11 and the lates s of Chrome and Firefox. 40
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5. [ ] The administration
GUI is displayed.

S [[= )
Hewlett Packard ProLiant B
Enterprise

LO Hostname: ILOE

Expand Al iLO Overview
Expand the Informat 2
p - _mormation Information Status
Remote Console Ovenview
t. . th I ft i Server Mame CMP&4 System Health @ OK
section in ele ST Product Name ProLiant BL460c Gen8 Server Power @ ON
pane Of the GUI. iLO Event Log uuiD 30313436-3631-4336-5533-313269353246 UD Indicator ¥ UID OFF
Server Serial Number 6CU312Y52F TPM Status Not Present
Integrated Management Log
Product 1D 641016-B21 SD-Card Status Mot Present
izl I SEem g System ROM 131 06/01/2015 iLO Date/Mime  Wed Jan 24 06:47:30 2018
Diagnostics Bystem ROM Date 06/01/2015
Backup System ROM 131 11/02/2014 C
wery Seni onnection to HPE
LRy SR Integrated Remote Console .NET Java Web Start Java Applet
Insight Agent License Type iLO Advanced Mot registered
3 iLO Faderation iLO Firmware Version 2.50 Sep 23 2016
IP Address 10.113.64.156
emuaelConale Link-Local IPvE Address  FEB0::1260:4BFF-FEAEETEE
Remote Console ILO Hostname ILOGCU312YE2F.
> Virual Media
> P I it -
B — Active Sessions
> Network o
6. [ ] The Remote 104
Console tab is
d d Femole Cansole - ILO Integrated Rer
expande =
Select the Remote g MNET Integrated Remate Console (NET IRC)

. The NETIRZ provides remcle t Al Wil Power ard Media for i o the Ueroac NET Framework
Console option e

#yu e g Wincow T8, 1 £ o1 4
Framenere 3 5FU) 40 Ful 4

supvied wersin of e T Fraremot 3 sy rcioded o cperebog syslen The MET Framewt i abho e f e Ao Dowriond D The MET RE: support e ilbang wrsons of e MET
16

Fiote for Firetox users: Firelen fequres 30 Andan i BURER NET Jppiestions Visk e Frefon Adc-on webale b downioad e iise verson o e Wicrasoll KET Frameent Azt
Mot Tor Crrome Lsers: {rimne requtes a1 evenson v e JET poicatons

A52 worizmund sekst one of e folpeng nstead
» Iegrated ET G Spaton o e trogs
= Sand00¢ NET IR0 qpokiation daiade m v pt (0a
» L0 Mcie Apic 800 ) ateess e LD erot: Comoie

¥ LOPeterzton
e

Java Integrated Remote Console (Java IRC)

3 Vil y
Tre fava R provioes ey rysiem KM 3 ot of Vil Ppwes 4eaYveb S2art coroie O apcietbased Console ke ETierTiies FeCOnmencs 1B e it v e fza™ i Ervrzeret Tris
3 Power Wnageren version of L) s tessed il J52 wergion B updane 6
3 wm Tk 00 5yt (00K, Fou st s e v Agpeet cpfon w3 bowses (0 28 F0600) Mt upots 3 v A
) Remcte oot
¥ Mrmsiakon i H
HPE iLO Mobile App
) H s
T HPE (L0 Mool Jcyair 0N 0N S BTN 10 e FETOAR 0 of §OUF HFE SENVE TV jour moBile Sevite The MOcie 0P IEMRC SEESy U e o0 HPE e o e s a1 8 e 8 e e
oy e o o
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7. [] The Remote
ansole GUI's Remete Canscke - 1L Intagrated Remols Console
displayed lasch Fetkes Seay
Click Web Start in NET Integrated Remote Cansole {.NET IRC)
The WETIAC provides rerle anoiss 1o the ysiem KV and oonol of Vil Power and Wedia Fom sgle cormsoke buil on e Viomsof) RET Frameword.
the Java Integrated Byou 22 80g Wacons 7 8 810010, 2 aupporiedvesonof M NET Framewort & Aheady noded nyoer 0pecaing Sysiem The NET Frameson i 280 aaladie f Me Morces® Dounicad Carter The WETIRC auppod 152 iokoma] versons of he NET
Remote Console | P R AR £t
SeCtIOI’I : ke for Firefor users: st requres. 30 A00.00 10 Bt KET ppicatons Wik e Frefe A0 on webati 1) downinad N (et verson of Me Vi nsofl RET Framewon ssstat.
T Nt 53¢ Crarommi LSATE: IR fequies BN ENsniin 1) Burcy NET Jppicamins
A5390annd 5eiect 20 of e Diowng siead
« Inkegraed MET AL poicaton wih olie: browse
+ Sascaiore HET RC ppieanon avalatis fym wer tpe com
o LD Mobée Appicaton bo access T LD Semote Conscle:
) (L0 Federaion
|+ Remos Conste Land
P Java Integrated Remote Console (Java IRC)
. The bava IR provics et aeoess b eyt WV e ol of Vil Power and Miiatbom 3 v Wl St corsie o Fewiel Fackasd Enerprse ricommoends s e et vesion el e kava™ Purti Enviormest. This:
) e Uiy sscment versan of L0 s tested o IRE wersion § upcale 65
) Nebvork ot On syshems il DpendDK. yowmurst w5t e lava Appied opfion w2 browse 50 2 FreFon) el supports & o plgn.
- _-~ [N
e HPEILO Mobile App
8. [] The OpeningilLo- —
jirc.jnlp window Opening iLO-jircjnlp >
opens.
Ou nave cnosen 1o open.
You h h to op
Click OK to Open
with Java(TM) Web | £ iLO-jircjnlp

Start Launcher

What should Firefox do with this file?

which is: JNLP File (960 bytes)
from: blok:

(®) Openwith | Java(TM) Web Start Launcher (default) w

() Save File

[] Do this automatically for files like this from now on.
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9. []

The iLO Console
window is
displayed.

{8 iLO Integrated Remote Console - Server: CMPB4 | iLO: ILO6CU312Y52F | Enclosure: OA-B0C16..  — O X

Power Switch Virtual Drives Keyboard Help

NOTICE - PROFRIETARY SYSTEM
his system is intended to be used solely by authorized users in the
ourse of legitimate corporate business. Users are monitored to the
extent necessary to properly administer the system, to identify
mauthorized users or users operating beyond their proper authority,
nd to investigate improper access or use. By accessing this system,
ou are consenting to this monitoring.

MP64 login:

Video:720x400 BLZE 1 1O)

—End of Procedure—

7.1.2 Accessing the iLOM VGA Redirection Window for Oracle RMS Servers

7.1.2: Accessing the iLOM VGA Redirection Window for Oracle RMS Servers

Step

Procedure

Result

1. [

Launch an
approved web
browser and
connect to the
iLOM interface

NOTE: Always use
https:// for iLOM
GUI access.

&« ¢ o @ . https://10.75.129.108/iPages/i_log

ORACLE" Integrated Lights Out Manager
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Step Procedure Result

2. [ ] Security certificate | The first time the web browser connects to the iLOM a warning message is displayed
warning regarding the Security Certificate.

/ Your connection is not secure

The owner of 10.75.129.108 has configured their website improperly. To protect your information from
being stolen, Firefox has not connected to this website.

Learn more...

Report errors like this to help Mozilla identify and block malicious sites

-

3. [] Add exception. 1. Click Advanced.
2. Click Add Exception.
3. Click Confirm Security Exception in the resulting window.

10.75.129.108 uses an invalid security certificate.

The certificate is not trusted because it is self-signed.
The certificate is only valid for .

Error code: MOZILLA PKIX_ERROR_SELF_SIGNED CERT

Add Exception...

4. D LOgin to the iLOM /]
console as ORACLE" Integrated Lights Out Manager

administrator

Please Log In

SP Hostname: pcA000706-tvoe

User Name: |

Password: |
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Step Procedure Result
5- |:| The admln GU' Is ORACLE" integrated Lights Out Manager v3.2.4.80
displayed.
Semamary Wlormaton
Click Launch for s npsmaton o iy fr—— At st
the Remote Goners mormson pctens
Bystern Type Riasck Meunl Power Stite g oM Tum Off
Control on the oaw ORACLE SERVER 152 e i o p—
OPartiD o5
right side of the Rl ki A L
screen. . = e

Primary Gperatng System
et Primey MAC Adress
LOM Address

LOM AT Aserass

Oracie Lisss Senvr release 67
001000 TE33 8e
#0.75.128.108

OO NENTSFOFD

Statur
st Sty @ OK Total Prodim Count 0
Swbmyatem Status Detads
Protesan ook Pantessor Mchbschure o B0
Frocersor Summary Twa Inted iecn Procasser 5 V3 Saries
@ ok Injtabed RAM S 250 6l
G ok Permied Power Consumpbon’ 550 wats
Actus Fowes Conpumgton. 196 wats
@ il Al Terratr wnc
Eahaust Ao Tmpeeatur asc
G oK Inataed Disk Sta: 22
Dtk Contoliers 1
@ oK

rrecaes Lipdate

Fi#mote Console Launch

Update

Inerstey
Processors 212 gemmied ! bins S——
O (LTI p—
PaUs 202 et | Mnsiam

Chansis Fans 16/ 58 noate | iasiesassy

PU Fany Hsl Suppones

IBAMA DS 218 doabuitns /A

ENENHNCE 4 sanes

Open Java Web
Start when
prompted.

Ope

g jnlpgenerator2-video

You have chosen to open:
&: jnlpgenerator2-video
which is: JNLP File
from: https:/f10.75.129, 108

~What should Firefox do with this file?

' Qpenwith | Java(TM) Web Start Launcher (default)

{~ Save File

[T Do thiz gutomatically for files like this from now on.

Cancel

Click Continue if
prompted.

Do you want to Continue?
The connection to this website is untrusted.

Website: htips://10.75. 129, 108:443

Mare Information

Continue |

Mote: The certificate is not valid and cannot be used to verify the identity of this website,

Cancel
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Step Procedure Result
8. [] Click Runif
prompted.

Do you want to run this application?

Name: Remote System Console Plus

p Publisher: Orade America, Inc.

[[=N

Location:  https:/f10.75. 129, 108:443

This application will run with unrestricted access which may put your computer and personal
information at risk. Run this application only if you trust the location and publisher above.

[~ Do not show this again for apps from the publisher and location above

6 More Information Run I Cancel

9. []

Click Continue if
prompted.

Check Certificate

The security certificate of this server is untrusted.

Normally, when you try to connect securely, servers will
present trusted identification to prove that you are going
to the right place. However the identity of this server
can not be verified.

We recommend that you close this application and not continue
to communicate with this server.

Server certificate information:

Subject Principal: CN=0racle Integrated Lights Out Manager, 0=
Issuer Principal: CH=0racle Integrated Lights Out Manager, O="COracle America, Inc.", L=Redwood Shores, ST=California, C=US
Serial Number: 16317857419055426494

Details of the problem:
unable to find valid certification path to requested target
The certificate is not trusted because it is self-signed

Abort Remote System Console Plus || Continue (not recommended) H Additional information

racle America, Inc.", L=Redwood Shores, ST=California, C=U%

Ix
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Step Procedure Result
iL
10. |:| Thec; OM Console - % Oracle(R) Integrated Lights Out Manager Remote Syste -0 ﬂ
\(;V'In IOW: KVMS Preferences Help
Isplayead. +

Mouse Sync| | (L Ctl| |L Win| L Alt| (R AIt| [RWin| |RCtl| | |Context||[Lock]| Ctl-Alt-Del :‘(y L;I.I

Oracle Linux Server release 6.7
Kernel 2.6.32-573.26.1.elbprerel?.B.3.8.8_86.46.8.x86_641 on an =86_64

hostname4?925ac2f 686 login:

—End of Procedure—
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7.1.3 Accessing the iLOM Console for Oracle RMS Servers using SSH
7.1.3: Accessing the iLOM Console for Oracle RMS Servers

Step Procedure Result
1. [ ] Losintothe Server | 1. Using putty or a similar program, open an SSH session to iLOM of the target server
ILOM console with using the iLOM IP address.
using ssh. (R AL
lategorny:
=B S_ession | Basic options for your PuTTY session |
EI T ) I..oglglng — Specify the destination you want to connect to
Frmina Host Mame (or IP address) Part
- Keyboard
- Bel [10.75.129.108 J2
- Features Connection type:
= Window " Raw (" Telnet ¢ Rlogin © S5H " Senal
- Appearance B .
.. Behaviour Load, save or delete a stored session
- Translation Saved Sessions
- Selection
----Coloym Load
[ Connection
- Data Save
B RN
- Telnet Delete |
- Rlogin
[+- 55H
- Seral Close window on exit:
 Aways Mever % Onlyon clean exit
About | Help | Open Cancel

2. Login as root using the root password.

£ 10.75.129.108 - PuTTY

2. |:| From the iLOM Enter start /host/console at the 2 (right arrow) prompt to login into the server
prompt: console.
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Step Procedure Result
3. [] From theiLOM 1. Answery to confirm login to the console.
prompt:

2. Press the Return to get the server prompt of the installed operating system.

3. Login to the server with admusr/<admusr_password> or any other appropriate login.

NOTE: To exit the console enter ESC (

—End of Procedure—
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7.1.4 Accessing the Remote Console using the OA (c-Class)

7.1.4: Accessing the Remote Console using the OA (c-Class)

Step Procedure Result

1. |:| Web Browser: Access | Open a web browser and navigate to the OA IP address. Note that you be prompted
Onboard with a warning for security certificates, because the certificate is self-signed. You
Administrator Login must select Continue to access this page.

(must be active OA)

| sutnciosares | Saius | Connection | Femwvenre | OAkame |
Fa [!“d B30 ! Dogased Pamay 4% OAssmsmcEcsMT —

2. []| Web Browser: Login Log in to HP OA as a user with administrative privilege.

as Administrator, and K¥) HF bladesystem Unboand Administrator
view available server o 2
=
Rack Overview - 500_03_01 o~ i
blades T
e, @G Lol ko s Tl |
I: Web Browser: Open From the navigation pane, select Device Bays, select the expand icon for the device,
3 the iLO form for the and click iLO.

server blade you wish e
to connect to T - T T

iLO - Device Bay 1
Procsssorrormanon I

Management Precessor information
N LOUSENZ02CS

Firmwars Verion 2.0 Wow 07 204
ALO Federation Copabie Yes

L0 Aemcte Management

Elicshing e finks i by secition will e e reque:stod i 0 eaions s rew windomrs oo siagle sign-on (B50, which dors of require ars (L0 waername or
DaazwOn 1o be entpene
¥ your browser sedings prevent m opening, te finks Wi not

Wiet Administration
Access (he LD web user nderface.

B 10. brogemge- it Inbmgrated Remote Console

B t1. sikmwn- e Areess the sysiem KV and contri Virksal Pewer 5 Medis fram o single coasnle (requines ArtveX and Wernssfl inermet Explorer’ Plasse note: fis may ot be
o G supporied On 3l cperatng sywems. Pease check officisl LG opersing system woport
I8 Power and Themal Hemate Consale
B Usersitusthestication Access he sysiem KVM from a femcte console. This fequres & Java Virusi Maching Hustme Ervronment (JRE). Messe cole. Ihe. may not Be sepponed on of operatng
kgt Dasgiey sypsterm. Pease check olfeasl L0 cpeating system support
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Step

Procedure

Result

Web Browser: Click
the remote Console
link

1. Click Integrated Remote Console, and a browser window opens.

HP BladeSystem Onboard Administrator

= | woards = Options = Help =
iLO - Device Bay 1
Processor information [T

View Legend

Updated Thu Nov 5 2018, 17:41.31

D ESAZ 41D
Primary: ERCLOSURE_104_02_WMIDOLE
B Ence wion:

B Enclosure Settings.

| Lo

L0 Remete Wanagement

i Bocion will 0per e requested O Beasions in ne windows using single 3ign-0n (S50, which does nof requine a0 ILD bsername or
e

¥ your browser seftings pravent new popup windows from opening, e finks mil not function propery.

Web Administration
54 the LD wieb u

puafirtual Fower & Med fram 8 single console (requres ActveX and Morssft inermet Explorer). Pisgse note: this may ot be.
S Mease check sffical L0 operating system swpport

Remote Console
Actess the sirstem KVU b
sysiems. Piesse check

8 romcte conscle. This requres & Java Virtusl Mazhin Rustime Emvronment (JRE). Piease aol: this may nod e soppeeied on ol &
LD cperating system support

2. You may be prompted with a security certificate warning, as well as a warning
about running content from an untrusted site. Click though the prompts.

Java Integrated Remote Console

Access the system KVM and control Virdual Power & Media from an applet-based console requiring the availability of Java.

Do you want to Continue?
The connection to this website is untrusted.

! : Website: htips://10.250.84.68:443

Mote: The certificate is not valid and cannot be used to verify the identity of this website.

More Information
Continue |

3. You must click Continue or Yes to proceed.

Web Browser

After a few moments, the Console window opens.

(48} iLO Integrated Remote

Power Switch Virtual Drives Keyboard

Oracle Linux Server release 6.6
Kernel 2.6.32-584.16.2.el6prerel?.8.2.8.8_86.26.8.x86_64 on an xB86_64

l=lak-mra-1a login: _

—End of Procedure—
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7.2Mounting Media (Image Files)

7.2.1 Mounting Physical Media (RMS only)

This procedure contains steps to mount electronic and physical media on HP rack mount servers for ISO
access or other file transfer.

7.2.1: Mounting Physical Media on HP Rack Mount Servers

Step Procedure Result
1. [_] Accessthe console | Connect to the console for the server using one of the access methods described in
for the server. Section 7.1.1
2. |:| Login as root 1. Access the command prompt.
2. Loginto the server as the root user.
CentOS release 5.6 (Final)
Kernel 2.6.18-238.19.1.el5prerel5.0.0 _72.22.0 on an x86_64
hostname1260476221 login: root
Password: <root_password>
3. [] HPServer: Insert the USB flash drive containing the server configuration file into the USB port
on the front panel of HP Server.
Figure 1 HP DL380 Front Panel: USB Port
4. [ ] HPServer:

Output similar to
that on the right
diplays as the USB
flash drive is
inserted into the
HP Server front
USB port.

Press the Enter to
return to the
command prompt.

[root@hostnamel260476099 ~]# sd 3:0:0:0: [sdb] Assuming drive
cache: write through

sd 3:0:0:0: [sdb] Assuming drive cache: write through
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Step

Procedure

Result

HP Server:

Verify that the
partition for the
USB flash drive is
mounted by the
0S: Search df for
the device named
in the output of
the previous step.

[root@hostnamel1260476099 ~]# df |grep sdb
/dev/sdbl 2003076 82003068 1% /media/sdbl
[root@hostnamel1260476099 ~]#

HP Server:

USB media may be
accessed using the
/media/sdbl path

[root@hostnamel1260476099 ~]# cd /media/sdbl
[root@hostnamel260476099 ~]#

HP Server:

When you are
finished using the
mounted drive,
remove the USB
flash drive from
the USB port on
the front panel of
the server

Figure 2 HP DL380 Front Panel: USB Port

—End of Procedure—
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7.2.2 Mounting Virtual Media on HP Servers

This procedure contains steps to mount media on HP rack mount servers using ILO for ISO access or other
file transfer.

7.2.2: Mounting Virtual Media on HP Rack Mount Servers

Step Procedure Details

1. [ ]| AccessthelLOVGA | Connect to the ILO VGA for the server using the access method described Section
for the servers. 713

2. [_] 'LORemote

4y ProLiant - Server: hostname1378235948 | iLO: ILOUSE3151YX2.labs.nc.tekelec.com nc.tekelec.com ssz.tekelec.com tekelec.c...

Console:
Power Switch | Virtual Drives | Keyboard Help
Select Virtual & DA
Drives from the Entlio re b Folder an o
menu bar 4 Image File Removable Media [RSIRLANRS FANPAGAN | I : | i T SV T VIR

v URL Removable Media
Image File CD-ROM/DVD
G« URL CD-ROM/DVD

3. |:| HP Server: From the Virtual Drives menu, select Image File CD-ROM/DVD

re

To access a
bootable ISO
image file on your

¢y Proliant - Server: hostname1378235948 | iLO: ILOUSE3151YX2.labs.nc.tekelec.com nc.tekelecs

Power Switch | Virtual Drives | Keyboard Help

client laptop, DA

select Image File CentDS re Folder

CD-ROM/DVD {ernel . < ImageFile Removable Media
from the Virtual g« URL Removable Media
Drives menu. hostname

To access a

bootable ISO

image file on the
network, select
URL CD-ROM/DVD
from the Virtual
Drives menu.
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Step Procedure

Details

HP Server:

4. []

Select an image file
to mount

A window opens for you to browse the client browser workstation or laptop.

e ] —

& Mount Image File e G
L\J u [1.» i#t8# » 0% (D) » release » 12.5 » image b iso - | 4| 2 P
B - it S i @

Mor# =R Lt
Perf = — = I
T cmp-12.5.0.0.0_16.1.0-x86_64.iso 7/6/2018 12:47 PM
rog
D ) mediation-12.5.0.0.0_16.1.0-x86_64.is0 7, 2018 3:09 PM
rog
T ) mpe-12.5.0.0.0_16.1.0-x86_64.is0 /2018 4:01 PM
rog
. ’ mra-12.5.0.0.0_16.1.0-x86_64.iso 118 4:02 PM
4| rele
- TPD.install-7.5.0.0.0_88.46.0-OracleLinux6.... 7/6/2018 12:49 PM
12
4l 12/3
4 inT
U
prl - 4 1" »

Select the image file.

5. [_] HP Server: Confirm
that the target
image file is
mounted

Return to the Virtual Drives menu and the Image File CD-ROM/DVD is checked
indicating that the image file is mounted.

Eﬁ iLO Integrated Remote Console - Server: brbg-cmp-1a | iLO: ILOUSE31.

Power Switch | Virtual Drives Keyboard Help
My Passport

Oracle

—End of Procedure—
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7.2.3 Mounting Virtual Media on Oracle RMS Servers

This procedure contains steps to mount virtual media on Oracle RMS servers using ILO for ISO access or

other file transfer.

7.2.3: Mounting Virtual Media on Oracle RMS Servers

Step Procedure

Details

1. [ ]| AccessthelLOVGA | Connect to the ILO VGA server using the access method described in Section 7.1.2

server.

2. [_] L0 Admin GUI: 1. Select Host Management/Host Control

Change the Next

Boot Device 3. Click Save.

2. Select CDROM in the Next Boot Device list.

stem Information

Settings

Cooling Save

Storage

Networking
PCI Devices
Firmware
Open Problems (D)
System Log
= Remote Control
Redirection
KVMS
Hosl Storage Device
= Hosl Managemenlt
Power Control
Diagnostics

Host Control

MAVIGATION Host Control

View and configure the host control information. Next Boot Device coj

Next Boot Device: (| CDROM *]
Power

3. [] 'O Admin GUI: 1. Navigate to to Host Management

Verify that the host
ison NOTE: If it is turned off, turn it on.

- Power Control

2. Verify that the Host is currently on

PAVIGATION

Power Control

= System Information
Summany
Processors
Memory
Power
Cooling
Storage
Metworking
PCI Devices
Finmware
Open Problems (0)
System Log
= Remote Control
Redirection
EKWVMS

Host Storage Dewvice

= HostManagement

Power Control

Control the host power from this page. To ch
attempts to bring the OS down gracefully, the]
reboots the host immediately. More details.___

Settings

Hostis currently on.

| — Select Action — -

Sawve
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Step Procedure Details
4. [_] ILORemote 1. Navigate to KMVS -> Storage.
Console: 2. Click Add on next screen near bottom of the screen.

Add a storage
device

b Crracle(R) Integrated Lights Out Manager Remote System Console Plus

KVMSl Preferences Help

Storage... win | [L ai| [R an] [R win| [Rcu| | [context
Virtwal Keyboard...

Turn lecal monitor off

Relinguish Full Control

Exit

[ —— ==

| Path Dewvice Type

SSL Enabled

ILO Remote
Console:

Select the image
file from the files
on your
laptop/desktop
client machine.

lge Device -

inage v Fem-

M cmp-12.5.0.0.0_16.1.0-x86_64.is0
mpe-12.5.0.0.0_16.1.0-x86_64.is0
mra-12.5.0.0.0_16.1.0-x86_64.is0
TPD.install-7.5.0.0.0_88.46.0-OracleLinux6.9-x86_64.iso \
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Connecting image
file

el S

Click Connect
Click OK

Step Procedure Details
6. [_] ILO Remote Select/highlight the ISO file
Console: Clear SSL Enabled option before connecting to the TVOE iso.

B Storage Devices

Path Dewice Type
p:\relense\1 2. 5\inage\cap-12. 5.0, 0.0,

#5350 Enabled

e device(s) that

Flease, safely r

| Lo ]

/5L Ensbled
I Add. . | Comect Reagve.ve |
o]
- = -
D‘Snmgel?!_\n(_fs--“-________ — i “
Path Device Type

—End of Procedure—

7.3Hardware Setup (Bios Configuration)

Reference material:

e TPD Initial Product Manufacture, Release 6.7.2

e PMAC 6.5 Configuration Reference Guide
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7.3.1 BIOS Settings for HP Gen 8 Blade and Rack Mount Servers

This procedure configures HP BIOS settings for Gen 8 Blade and RMS.

Check off (\) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

7.3.1:BIOS Settings for HP Gen 8 Blade and Rack Mount Servers

Step Procedure Details
1. [ ] Accessthe Connect to the console for the server using one of the access methods described in
console for the Section 7.1.1
HP server.
2. |:| Access the For Rack Mount Servers (RMS), connect to the console for the server using one of
console for the the access methods described in Section 7.1.1
HP
seryer . For Blade servers:
according to its
hardware type 1. Navigate to the IP address of the active OA.

2. Login as an administrative user.
3. Navigate to Enclosure Information = Device Bays = <Blade 1> = iLO
4. Click Integrated Remote Console

Model iL0
Primary: 103_03_03 = P— 1,81 Jan 15 2010
rmware Version . 5
B Encicsure Information
Enclosure Settings
Active Onboard Adminiztrator iLO Remote Management
Standby Onkoard Administrater
B Device Bays Clicking the links in this section will open the reg
B 1 s dogs not require an iLO vsername or password fo
Bor Mappin If your browser settings prevent new popup windol
2. bladel2 Web Administration
3. bladels Accezs the ILO web user interface.
il 4. blade0d
5. DSROZbladelS Integrated Remote Console
= = ceezs the system KWW and gontrol Virtual Powe
8. hostname1303224145 Explorery
7. hostname1303224159
9. DSR03blagens Ipr:ltegra::d lFttemotted(;ons?IeCFuIIslcrteT:
g-gize the Integrated Remote Conzole to the =am
+
: 10. DSRO3blade10 client desktop.
il 11. DSR04blade11

NOTE: This launches the iLO interface for the blade. If this is the first time the iLO is
being accessed, you are prompted to install an add-on to your web browser, follow
the on screen instructions.
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Step

Procedure

Details

Access the Server
BIOS

Reboot the server.

e  For Blade and RMS, navigate to Power Management->Server Power and select
Cold Boot under the Integrated Console menu.

e For RMS, press and hold the power button until the server turns off, then after
approximately 5 to 10 seconds press the power button to enable power.

As soon as you see F9=Setup in the lower left corner of the screen, press F9 to
open the BIOS setup screen. You may be required to press F9 two or three times.
The F9=Setup changes to F9 Pressed after it is accepted. See example below.

HP Proliont

Proliant System BIOS - P44 (03/01, 0)
Copyright 1982, 2010 Hewlett-Packard Development Company, L.P.

2 Processor(s) detected, 8 total cores enabled, Hyperthreading is enabled
Proc 1: Intel(R) Xeon(R) CPU E5540 @ 2.53GHz

Proc 2: Intel(R) Xeon(R) CPU E5540 @ 2.53GHz

QPI Speed: 5.8 GT/s

HP Power Profile Mode: Balanced Power and Performance

Power Regulator Mede: Dynamic Power Savings

Advanced Memory Protection Mode: Advanced ECC Support
Redundant ROM Detected - This system contains a valid backup system ROM.

Inlet Ambient Temperature: 19C/66F - ;
Press F9 &

when you

Press any key to view-Opfion ROM messages see this
Ser

F11 = Boot Menu

Expected Result:

ROM-Based Setup Utility opens and the ROM-Based Setup Utility menu displays.
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4. [ ] SetServer CMOS | 1. Select Date and Time and press Enter
Clock 2. Setthe date and time and press Enter.

ROM-Based Setup Utility, Version 3.68
Copyright 1982, 2818 Hewlett-Packard Development Company, L.P.

odify Date and Time
<{ENTER> to Save Changes, <ESC> to Main Henu

Time and Date is set.
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5. []

Configure iLO
serial port
settings

(RMS Only)

For RMS only, the serial ports on HP DL360 G8 rack mount servers need to be
configured so the serial port used by the BIOS and TPD are connected to the VSP on
the iLO. This allows the remote administration of the servers without the need for
external terminal servers. If this configuration is not completed and the server
rebooted, the syscheck syscheck -v hardware serial test fails.

1. Select System Options option and press Enter.
2. Select Serial Port Options option and press Enter.
3. Change Embedded Serial Port to COM2 and press Enter.

Change Virtual Serial Port to COM1 and press Enter.

tual Serial Port

COM 1; IRO4; I0: 3FBh-3FFh

Press ESC twice
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6. []

Configure power
profile settings

The power profile on HP servers must be configured for optimum software
performance on both RMS and blade hardware.

1. Select Power Management Options option and press Enter.

2. Select HP Power Profile option and press Enter.

HP Power Profile

3. Select Maximum Performance and press Enter.

HP Power Profile
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7. ]

Configure Power
Regulator settings

The Power Regulator on HP servers must be configured for optimum performance
on both RMS and blade hardware.

1. Inthe Power Management Options menu, select HP Power Regulator and press
Enter.

NOTE: A message may display to indicating that certain processors support only
one power state. If this message displays, press ESC.

2. Select HP Static High Performance Mode and press Enter.

HP Power Profile

Redundant Power Supply Mode
Advanced Power Management Options
t|[HP Dynamic Power Savings Mode
e|(HF Static Low Power Mode

HP Static High Performance Mode
v|[05 Control Mode

3

Save
configuration and
Exit

1. Press ESC two times
2. Press F10 to save the configuration and exit. The server reboots.

ROM-Based Setup Utility, Version 3.88
ICopyright 1982, 2818 Hewlett-Packard Developnent Company, L.P.

Expected Result:

Settings are saved and server reboots.
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Confirm the
Power Regulator
setting for the HP
server.

9. [

If not connected to the iLO for the server, connect using 7.1.1 Accessing the iLO VGA

Redirection Window for HP.

On the iLO for the HP Server:

1. Navigate to Power Management->Power Settings
2. Confirm Power Regulator for ProlLiant is set to:HP Static High Performance

Mode

Expand Al

-] Information

~ Overview
System Information
iLO Event Log
Integrated Management Log
Aclive Health System Log
Diagnostics
Location Discovery Services
Insight Agent

[+] iLO Federation

Power Settings

Power Regulator Settings

Power Regulalor for ProLiant: O HP Dynamic Power Savings Mode

O HP Static Low Power Mode
@) HP Static High Performance Mode
O 05 Control Mode

Power Capping Settings

(-] Remote Console Measured Power Values. [ BTUMC Percent (%)
Remote Console Maximum Available Power 5118 BTUMr 389%
(=] Virtual Media Peak Observed Power 1744 BTUMC 100%
(-] Power Management Minimum Observed Power 577 BTUMr 0%
" Server Power Power Cap Value BTUME %
Povrer Meter [ Enable power capping
Power Seftings
(+] Network
(] Remote Support SNMP Alert on Breach of Power Threshold
[+] Administration
- Warning Trigger [Warnings Disabled
Warning Threshold BTUME
Durafion Minutes
10. |:| Server ILO: From left tree menu, select Virtual Media = Boot Order.
Verify the Boot Expand Al Boot Order
[=] Information
Order = venion
Systern | . Virtual Floppy/USB key: None
ystem Informalion Virtual CDIDVD-ROM:  None
iLO Event Log
Integrated Management Log
Acfive Health System Log Server Boot Order
Diagnostics USB Storage Device
Location Discovery Services CD/DVD Drive:
Floppy Drive
- Insight Agent Hard Disk Drive
[+] iLO Federation Network Device 1
[+] Remote Console = — —
| -| Virtual Media
Virtual Media
Boot Order One-Time Boot Status
ITI Power Management Current One-Time Boot Option: HNo One-Time Boot
— Select One-Time Boot Option: No One-Time Boot
| +] Network -
[+] Remote Support

() Administration

Additional Options

NOTE: The boot order looks like the above image unless the you have specified

otherwise.

—End of Procedure—

7.3.2 BIOS Settings for HP Gen 9 Blade and Rack Mount Servers

In this procedure you configure BIOS settings for HP hardware.

7.3.2:BIOS Settings for HP Gen 9 Blade and Rack Mount Servers

Step Procedure

Details

1. [ ] Accessthe
console for the
HP server.

Connect to the console for the server using one of the access methods described in

Section 7.1.1
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2. [ ] Accessthe
console for the

HP server

. . For Blade servers:
according to its
hardware type. 1.

3. Click Integrated Remote Console

Primary: 103_03_03
B Enclosure Information
Enclosure Settings
Active Onboard Administrator
Standby Onboard Adminiztrator

& Device Bays
= 1 e

Port Mappin

2. blade02

3. blade03

4. bladeD4

5. DSR02blade0s

5. hostname1303224145
7. hostname1303224159
9. DSR03blade0g

10. DSR03blade10

11. DSRO4blade1

Model iLO

Firmware Version

iLO Remote Management

For Rack Mount Servers (RMS), connect to the console for the server using one of
the access methods described in Section 7.1.1

Navigate to the IP address of the active OA. Login as an administrative user.
2. Navigate to Enclosure Information = Device Bays = <Blade 1> = iLO

1.81 Jan 15 2010

Clicking the links in this section will open the reg
does not require an iL O vssrmame or password o

If your browser settings prevent new popup windol

Web Administration
Access the iLO web user interface.

Integrated Remote Console
coess the system KWW and ¢
Explorery

mtrol Virtual Powe

Integrated Remote Console Fullscreen
Re-zize the Integrated Remote Conzole to the 2amg
client desktop.

the on screen instructions.

NOTE: This launches the iLO interface for that blade. If this is the first time the iLO is
being accessed, you are prompted to install an add-on to your web browser, follow
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Access the Server
BIOS

Reboot the server.

e For Blade and RMS, this is achieved by selecting Cold Boot from the Power
Management->Server Power menu of the Integrated Console.

e  For RMS, this can also be achieved by pressing and holding the power button
until the server turns off, then after approximately 5 to 10 seconds press the
power button to enable power.

As soon as you see F9=Setup in the lower left corner of the screen, press F9 to
access the BIOS setup screen. You may be required to press F9 two to three times.
The FO=Setup changes to F9 Pressed after it is accepted. See example below.

HPE ProLiant Hewlett Packard

Enterprise

iL0 4 TPw4: 1
ilD 4 TPub

F10| Tntelligent Prow " [EN) Boot Hern

Expected Result:

System Utilities screen displays

System Utilities
Configuration

From the System Utilities screen, select System Configuration, then select Enter

SyS'rem Utilities Hewlett Packard

Enterprise

[Enygi 1151

[(#4] change setection [Emter] setect Entry [ESC) Bxit [F1]) wetp [(F7] pefauits
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5. [_] System Utilities From the System Configuration screen, select BIOS/Platform Configuration (RBSU),
Configuration then press Enter.

System Configuration

» BIDS/Platform Configuration (RBSU)

ilD 4 Configuration Utility

Embedded RAID 1 : Smart Array P440ar Controller

Embedded LOM 1 Port 1 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 2 : HP Ethernet 16b 4-port 331i Adapter - NIC
Embedded LOM 1 Port 3 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 4 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded FlexibleLOM 1 Port 1 : HP Ethernet 1Gb 4-port 331FLR Adapter
Embedded FlexibleLOM 1 Port 2 : HP Ethernet 1Gb 4-port 331FLR Adapter
Embedded FlexibleLOM 1 Port 3 : HP Ethernet 1Gh 4-port 331FLR Adapter
Embedded FlexibleLOM 1 Port 4 : HP Ethernet 16b 4-port 331FLR Adapter

6. |:| System Utilities From the Bios/Platform Configuration screen, select Date and Time, then press
Configuration Enter.

BIOSAPlatform Configuration (RBSU)

System Options

Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Power Management

Performance Options

Server Security

PCI Device Enable/Disable
Server fAvailability

BIOS Serial Console and EHMS
Server Asset Information
Advanced Options

Date and Time
System Default Options
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7. [] System Utilities From the Date and Time list, set Date and Time to the UTC (Greenwich Mean Time),
Configuration the Time Zone to UTC, and the Time Format to Coordinated Universal Time (UTC),
then select F10 to save your changes. After saving, select ESC to return to the
Bios/Platform Configuration screen.

BIOS/Platform Configuration (RBSU)

BIDS/Platform Configuration (RESWD
Date and Time

* Date (mwm-dd-uyyyy) [03/22/20161
Time Chh:mmn:ss)
Time Zone C 00, Greenwich Mean Time. Dublin.
on
Daylight Savings Time [Disabled]

Time Format [Coordinated Universal Time (UTC)]

[ T“] Change Selection @] Select Entry [EJ Back [ 1 ] Help [ WJ Defaults [m] Jauve

8. [ ] System Utilities From the Bios/Platform Configuration screen, select Boot Options and press Enter.
Configuration
BIOS/Platform Configuration (RBSU)

System Options

Boot Options
Network Options
Storage Options
Embedded UEFI Shell

Pouwer Management

Performance Options

Server Security

PCI Device EmnablesDisable
Server Availability

BIOS Serial Console and EMS
Server fAsset Information
Advanced Options

Date and Time
System Default Options
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9. [ ] System Utilities 1. From the Boot Options list, set:

Configuration a. Boot Mode to Legacy BIOS Mode

b. UEFI Optimized Boot to Disabled
c. Boot Order Policy to Retry Boot Order Indefinitely

2. Press F10 to save your changes.
3. Select the Legacy BIOS Boot Order Option
4. Press Enter

BIOS/Platform Configuration (RBSU)

Boot Options

Boot Hode [Legacy BIOS Model
UEFI Optimized Boot [Disabled]
Boot Order Policy [Retry Boot Order Indefinitelyl

oot Order
dvanced UEFI Boot Maintenance
» Legacy BIOS Boot Order

10. |:| System Utilities From the Legacy BIOS Boot Order Option screen, ensure that:

Configuration «  USB DriveKey

e CDROM/DVD

e Hard Dive C

e Embedded LOM 1 Port 1

e Embedded FlexibleLOM 1 Port 1

are listed in this order under Standard Boot Order (IPL); if not, change their order
and select F10 to save your changes.

Press ESC to return to the Boot Options screen.
BIDS/Platform Configuration (RBSU)
Boot Options + Legacy BIDS Boot Order

Press the "+" key to move an entry higher in the boot list and the "-" key to move am entry lower
in the boot list. Use the arrow keys to navigate through the Boot Order list.

Standard Boot Order (IPL)

USB DriveKey

CD ROM/DUD

Hard Drive C: (see Boot Controller Order)

Embedded LOM 1 Port 1 : HP Ethernet 1Gb 4-port 331i Adapter - NIC

Enbedded FlexiblelOM 1 Port 1 : HP Ethernet 1Gb 4-port 331FLR fdapter - NIC

Boot Controller Order
Enbedded RAID : Swart Array P440ar Controller
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11. [ ] System Utilities Press ESC again to return to the Bios/Platform Configuration screen, then select
Configuration System Options and press Enter.

BIDS/Platform Configuration (RBSW

» System Options
Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Power Management
Performance Options
Server Security
PCI Device EnablefDisable
Server fAvailahbhility
BIOS Serial Comsole and EMS
Server Asset Information
Advanced Options

Date and Time
System Default Options

12. |:| System Utilities From the System Options list, select Serial Port Options and press Enter.

Configuration
BIOS/Platform Configuration (RBSU)

BIDS/Platform Configuration (RBSL)
System Options
» Serial Port Options

USB Options
essor Oplions

13. [_] System Utilities 1. From the Serial Port Options list, set Embedded Serial Port to COM2 and set
Configuration Virtual Serial Port to COM1.

2. Press F10 to save your changes.

3. Press ESC twice to return to the Bios/Platform Configuration screen.

BIOS/Platform Configuration (RBSU)

BIOS/Platform Configuration (RBSU)

System Options + Serial Port Dptions

Enbedded Serial Port [COM 2: IRO3: 1I/0: 2FBh-2FFh]
» Uirtual Serial Port [COM 1; IRG4: I/0: 3FOh-3FFhl
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14. []

System Utilities
Configuration

From the Bios/Platform Configuration screen, select Power Management Option
and press Enter.

BIOS/Platform Configuration (RBSLD

System Optioms

Boot Options
Netuwork Options
Storage Options
Embedded UEFI Shell

Power Management

Performance Dptions
Server Security

I Device EnablesDisable
Server Availability
BIDS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Time
System Default OUptions

15. []

System Utilities
Configuration

From the Power Management screen, set the power profile to Maximum
Performance.

Press F10 to save your changes.

Press ESC to return to the Bios/Platform Configuration screen.

BIOS/Platform Configuration (RB3U)

Power Management

»>

Power Profile [Haximum Per formancel

Power Regulator Static High Performance Model
Minimum Pr Idle ( ' 3
Hinimum Pr Idle Pouer

Advanced Power Options

Balanced Power and Performance

Hininunm Power ﬂ
Custom
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16. [_] System Utilities From the Bios/Platform Configuration screen, select Server Availability Option and
Configuration press Enter.

BIDS/Platform Configuration (RBSU)

System Options

Boot Options

Metwork Options

Storage Options

Embedded UEFI Shell

Power Management
Performance Options
Server Security

PCI Device EnablefDisable
Server fvailability

BIOS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Time
Systen Default Options

17. [_] System Utilities From the Server Availability screen, set ASR Status to Enabled.

Configuration
BIOS/Platform Configuration (RBSU)

Server Availability

» ASR Status [Enabled]
ASR Timeout [10 Hinutesl
Wake-On LAN [Enabledl
POST F1 Prompt [Delayed 20 secondsl]
Power Button Mode [Enabled]
flutomatic Power-On [Always Power onl
Pouer-0n Delay [No Delaul

18. |:| System Utilities Set POST F1 Prompt to Delayed 20 seconds.
Configuration
BIOS/Platform Configuration (RBSU)

Server Availability

ASR Status [Enabled]
ASR Timeout [10 Hinutesl

Wake-On LAN [Enabled]

» POST F1 Prompt [Delayed 20 secondsl]
Power Button Hode [Enabledl
Automatic Power-On [Always Power onl
Power-On Delay [No Delayl
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19. []

System Utilities
Configuration

Set Power-On Delay to No Delay.

BI0OS/Platform Configuration (RBSU)

Server fAvailability

ASR Status

ASR Timeout

Wake-On LAN

POST F1 Prompt

Power Button Mode

Automatic Power-On
» Pouer-On Delay

[Enabled]

[10 Minutesl
[Enabled]

[Delayed 20 secondsl]
[Enabled]

[Always Power onl
[No Delayl

20. []

System Utilities
Configuration

1. Set Automatic Power-On to Restore Last Power State.
2. Press F10 to save your changes.
3. Press ESC to return to the Bios/Platform Configuration screen.

BIOS/Platform Configuration (RESU)

Server fwailability

ASR Status

ASR Timeout
Wake-On LAN

POST F1 Prompt
Power Button Mode
Automatic Power-On
Power-0n Delay

[Enabled]

[10 Hinutes]

[Enabledl

[Delayed 20 secondsl
[Enabledl

[Restore Last Power Statel
[No Delayl

21. []

System Utilities
Configuration

From the Bios/Platform Configuration screen, select Advanced Options and press

Enter.

BIDS/Platform Configuration (RBSU)

System Dptions

Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Power Management

Performance Options

Server Security

PCI Device Enable/Disable
Server Availability

BIOS Serial Console and EMS
Server fAsset Information
Advanced Dptions

Date and Time
System Default Options

188




Policy Management Bare Metal Installation Guide

Step Procedure Details

22. [ ] System Utilities 1. Set Thermal Configuration to Optimal Cooling.
Configuration 2. Press F10 to save your changes.
3. Press ESC to return to the Bios/Platform Configuration screen.

BIDS/Platform Configuration (RBSU)

Advanced Options + Fan and Thermal Options

» Thermal Configuration [Optimal Coolingl

Thermal Shutdown [Enabled]

Fan Installation Requirements [Enable Messagingl

Fan Failure Policy [Shutdown/Halt on Critical Fan Failuresl]
Extended Ambient Temperature Support [UFEEL N

4. Press ESC to return to the System Utilities screen.

—End of Procedure—

7.3.3 BIOS Settings for Oracle RMS Servers
This procedure configures BIOS settings for Oracle Rack Mount Servers.

7.3.3:BIOS Settings for Oracle Rack Mount Servers

Step Procedure Details
1. [ ] Accessthe Connect to the console for the server using the instructions in_7.1.3
console for the
= oracle(R) Integrated Lights Out Manager Remote Syste -|o| x|

Oracle server.

KVMS Preferences Help
Mouse Sync L Ctl| |L Win| L Alt| R Alt| RWin| R Ctl Context| |[Lock]| |Ctl-Alt-Del :(y L;l.l

Oracle Linux Server release 6.7
Kernel 2.6.32-573.26.1.elbprerel?.8.3.8.8_86.46.8.x86_64 on an x86_b4

hostname4?925acZ2f6B6 login:

189



Policy Management Bare Metal Installation Guide

Step

Procedure

Details

2. ]

Reboot the server
from the iLOM

1. Navigate to Host Management->Power Control
2. Select Power Cycle in the settings list.
3. Click Save to reboot the server.

ORACLE" Integrated Lights Out Manager v3.2.4.60

NAVIGATION Power Control

SR EW TN Control the host power from this page. To change the

attempts to bring the OS5 down gracefully, then cuts poy

ELERY reboots the host immediately. More details...
Procs
Memory Settings
Power Host is cumrently on.
Cooling
| Power Cycle
Storage
Metworking

PCIl Devices
Firmware
Open Problems (0)
System Log

0 Remote Control

= Host Management

Power Control
Diagnostics

Host Control

Oracle console for
the server

Reboot the server and press F2 when prompted to access the Setup Utility.

C) 2011 American Megat

System Date
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4. []

Oracle console for
the server

Select System Date.
Press Enter to move forward.
Set the server date and time to GMT (Greenwich Mean Time).

Oracle console for
the server
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6. []

Oracle console for
the server

On the CPU Power Management Configuration page, scroll to
ENERGY_PERF_BIAS_CFG. If Energy Performance is not set to {Perf], select Perf and
press Enter.

Aptio Setup Utility Copyright C) 20

ENERGY_PERF_BIAS_CF
mode

Oracle console for
the server

Go to the Boot Menu.

Aptio Setup Utility - Copyright (C) Amer ican

Boot Mode
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8. []

Oracle console for
the server

Go to the Boot Menu.

Aptio Setup Utility - Copyright (C 3 fmerican M

oot Mode

Oracle console for
the server

Under Legacy Boot Option Priority, verify the RAID adapter is listed first. If not,
highlight the adapter and use the + (plus) key to move it to the top of the list.

Aptio Setup Utility - Copyright (C 3 American M

[REID:FCIE4: (B ey 'CI RAID Adapter]
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10. [_] Oracle console for | Go to the Exit menu. Select Save Changes and Reset
the server

Aptio Setup Utility - Copuright (C fimerican b

. Cha and Exit

—End of Procedure—

7.3.4 Configuring CPU Power Limit on Oracle RMS X5-2 Servers
This procedure configures the CPU Power Limit for Oracle RMS X5-2 Servers
NOTE: This procedure is performed after the Platform software is installed.

To meet NEBS requirements, the Oracle RMS X5-2 server has an option in the BIOS to set a CPU Power
Limit. When the CPU Power Limit is enabled the server is in NEBS mode, and this function reduces the
CPU power to 120 watts from the maximum 145 watts to prevent CPU throttling. By default TPD sets this
option to disabled during IPM of a Oracle RMS X5-2 server, but this value is changed after IPM by using
the cpuPowerLimit utility. The cpuPowerLimit utility has four options: enable, disable, status, and check.
After using the cpuPowerLimit utility to change the value of CPU Power Limit the server must be
rebooted for the change to take effect. When running the utility it is important to note that is it reading
and/or writing out to the BIOS values and can take 10 to 30 seconds to complete each action.
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1.

[

Access the Oracle
console for the
server.

Connect to the console for the server as per section 7.1.2:Accessing the iLO VGA
Redirection Window for Oracle RMS Servers

E} Oracle(R) Integrated Lights Out Manager Remote Syste -0 x
KVMS Preferences Help

Mouse Sync L Ctl| L Win| |L Alt| |R Alt| [R Win| |RCtl Context| |[Lock] | | Ctl-Alt-Del ;{_’y Lg
[rootBhostnamel1381b29a859 ™ 14

[

Remote Console
command line:
check settings

To check the setting of CPU Power Limit in the BIOS run:
/usr/TKLC/plat/sbin/cpuPowerLimit -status

% oracle(R) Integrated Lights Out Manager Remote Syste -|O| x|
KVMS Preferences Help

Mouse Sync L Ctl| |L Win | [L Alt| (R Alt| R Win| |RCtl Context| ([Lock]| |Ctl-Alt-Del :(y L;IJ
[rootRhostname11381b29a859 ~ 14 ~usr-TKLC/plat/sbin cpuPowerLimit --status

PU Power Limit is disabled.

[rootRhostname11381b29a859 ~ 14 _

CPU Power Limit is disabled
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Remote Console
command line:
enable settings

Enable CPU Power Limit after IPMing a Oracle RMS X5-2 server:

4.
5.

6.

Log into the server as root
Run /usr/TKLC/plat/sbin/cpuPowerLimit -enable

CPU_PowerLimit Enabled
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4. []

Remote Console
command line:
disable settings

To disable CPU Power Limit:

1. Loginto the server as root.
2. Run /usr/TKLC/plat/sbin/cpuPowerLimit -disable

Oracle{R) Integrated Lights Out Manager Remote i m ﬂ

KVMS Preferences Help

Mouse Sync L Ctl| [LWin| LAIt (R At (R Win| RCt Context| |[Lock] | |Ctl-Alt-Del :(y
[rootPhostname11381b29a859 14 ~usr-TEKLC-plat- sbinscpuPowerLimit --disable
105 updated for CPU_Power_Limit Disabled.
Server must be rebooted for changes to take affect.
[rootBhostname11381b29a859 ™1

3. Reboot the server for the setting to take effect.

[ oracle{R) Integrated Lights Out Manager Remote Syste

KVMS Preferences Help

Mouse Sync L Ctl| |L Win| [L Alt| [R Alt| R Win| RCtl| | |Context| |[Lock]| |Ctl-Alt-Del :(y

[root@hostname11381b29a859 1t rusr/TKLC/platssbinscpuPowerLimit --status
PU Power Limit is disabled.
[rootPhostnamel11381b29a859 ~ 1 _

CPU_PowerlLimit is disabled

=L

-

—End of Procedure—
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7.3.5 Using c-Class Enclosure OA to Update the BIOS Settings for the Application Blade

This procedure provides the steps to confirm and update the BIOS configuration on Blade servers using
the C-Class enclosure OA.

Check off (\) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

7.3.5: Using c-Class Enclosure OA to Update BIOS Settings for the Application Blade

Step

Procedure

Details

1. []

OA GUI: Login

1. Open your web browser and navigate to the OA IP address
2. Login to HP OA as Administrator. Original password is on paper card attached

to each OA.

2. [

OA: Navigate to

1. Navigate to Enclosure Information = Device Bays = <Blade 1>

Boot device Order

device Bay 2. Click Boot Options tab.
Settings _—
g [ HP BladeSystem Onboard Administrator
System Status
View Legend . X .
Device Bay Information - ProLiant BL460c G6 (Bay 1)
Updated Tue Jun 8 2010, 20:21:33
ovioo | EETERIEITRETTETIN s BT
System Status 0 0 0 0 0
One Time Boot: You may specify one time boot settings for the server. ARer the server has booted using these seftings, it will return fo usi
the defaut settings shown below
(- |
Rack Firmware
Primary: 2060702 =D
Bl Enciosure Information
Enclosure Settings The boot method that the servers will use permenently.
iV g Agministrator
&l Standby Onboard Admitigtrator
& Device Bays IPL Device: | cp-ROM
1. bladed? (Boot arder) | Diskette Drive (A1)
2 bladenz USB Drivekey (G}
Hard Drive C: (%)
2 b PXE NIC 1 (=)
4 bladedd
£ bladels
8. bladels
7. bladed?
8 Nostname1275662426 n n
©. hostname1275662422
10. hostname 1275662420 m
Interconnect Bays
Power and Thermal * See Boot Controller Order on Server's ROM-Based Setup Utility
m e atic Embedded Nics under tem Qntion: ction on ryer's BOW Based Setun Uil
3. [] | OA:Verify/update | Verify that the Boot order is as follows. If it is not, use the up and down arrows to

adjust the order to match the picture below, then click Apply.

IPL Device: | cp-pomM

(Boot order) | Dizkette Drive (A1)
USB Driveley (C:)
Hard Drive C: (*)
PXE NIC 1 (%)
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4. [] | OA:Access the 1. Navigate to Enclosure Information - Device Bays > <Blade 1> > iLO
Blade iLO 2. Click Integrated Remote Console

Primary: 103_03_03 1.81 Jan 15 2010

B Enclosure Information
Enclosure Settings
Active Onboard Administrator
Standby Onboard Administrator

Firmware Version

iLO Remote Management

B Device Bays Clicking the links in this section will open the reg
B 1 tats does not require an iLO wsername or password fof
Pori Mappi If your browser settings prevent new popup windo
2. blade02 Web Administration
3. bladel3 Access the iLO web user interface.
il 4. blade04
- - Integrated Remote Console
5. DSR0Zbladel s ceess the system KWVM and confrol Wirtual Powe|
4. hostname1303224145 Explorery

7. hostname1303224159
9. DSR03blade0g
10. DSRO3blade10
11. DSR04blade11

Integrated Remote Console Fullscreen
Re-size the Integrated Remots Console to the sam
client desktop.

This launches the iLO interface for that blade. If this is the first time the iLO is being
accessed, you may be prompted to install an add-on to your web browser, follow
the on screen instructions to do so.

OA: restart the
blade and access
the bios

You might be prompted with a certificate security warning, just press continue.
After a prompt is displayed, login onto the blade using the root username.

After logged in, Reboot the server (using the reboot command). After the server is
powered on and is booting , press F9 to access the BIOS setup screen (as soon as
you see <F9=Setup> in the lower left corner of the screen).

OA: Update bios
settings

1. Scroll down to Power Management Options and press Enter
2. Select HP Power Profile and press Enter
3. Scroll down to Maximum Performance and press Enter

'] HP Power Profile
hyp p

er Availability
er Secur i

ysten Default Options
ilitu Language

4. Press Esc twice to exit the BIOS setup screen.
5. Press F10 to confirm Exiting the utility.

The blade reboots.

OA: Repeat for
the remaining
blades

Repeat Steps 2 through 6 for the remaining blades. When conmpeted, exit the OA
GUL.

—End of Procedure—
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8. TROUBLESHOOTING THE INSTALLATION

This chapter describes how to troubleshoot the installation.

8.1Common Problems and Their Solutions

The following sections describe and present solutions to common installation problems.

Problem

Verifying firmware levels

You are not sure if the hardware is at the required firmware level.

Solution

If you purchased your servers from Oracle, they have the latest revisions available at the time of
shipment. If the installation is HP c-Class then the OA (On-line Administrator) GUI has a summary of the
firmware revisions of all the equipment in the c-Class enclosure. (It generally is not be possible to access
this until installation of the enclosure is complete.)

In general, you can update firmware after installation, but you must complete these updates before the
system goes into service.

Problem:

You want to configure Cisco or HP switches without using the PM&C netConfig tool

Configuring outside of the netConfig tool is not recommended.

Solution:

You can log in to the switches from PM&C and make configuration changes while troubleshooting: for
example, to disable a port, turn on port mirroring, or add a route. However, the configurations that are
generated from netConfig have many important settings to make the configuration work. Back up the
final switch configuration to PM&C so that it is restored in a repair operation.

NOTE:The netConfig files are not used for restore operation because you made the configuration changes
outside of this tool.

Problem:

You need the netConfig template files

Solution:

The latest releases of the netConfig template files are included in the Policy Management ISO image file.
After the Policy Management software is installed on a server, you find the files in the
/usr/TKLC/plat/etc/netconfig/ directory.

Several templates are provided, depending on the networking choices at your site. You must choose the
templates.
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Problem:
Networking issues: When you open the ports, there may be troubleshooting required of:

1. Cabling
2. Policy Management server IP network configuration
3. Your IP network configuration

Solution

This may be easier to resolve if you can trace cables and plug a laptop into a switch to run port mirroring.
If PM&C iLO connectivity is in place, issues can also be resolved remotely.

Problem

If you were on R12.3.1 CMP with netbackup client R7.1 installed, then upgrade the CMP to R12.5 and
install R7.7 netbackup client, the installation fails.

Solution
Perform the following steps:

1. Force standby the CMP server to install or upgrade netbackup client:
Vim /etc/Tstab to make the /tmp mount options back to defaults
Find the below line:
/dev/mapper/vgroot-plat_tmp /tmp ext4d noexec,nosuid,nodev 12

update to:
/dev/mapper/vgroot-plat_tmp /tmp ext4 defaults 1 2
2. Reboot the server for re-mount the /tmp with defaults.

3. Perform the netbackup client following installation steps. The netbackup client must be installed
successfully on the CMP server.

4. Back the /etc/fstab for /tmp to the original value.
5. Reboot the server.

6. The netbackup server could retrieve the backup content from the CMP server.

8.2My Oracle Support

My Oracle Support (https://support.oracle.com) is your initial point of contact for all product support and
training needs. A representative at Customer Access Support (CAS) can assist you with My Oracle Support
registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline for
your local country from the list at http://www.oracle.com/us/support/contact/index.html. When
calling, make the selections in sequence on the Support telephone menu:

1. 1.Select 2 for New Service Request

2. 2.Select 3 for Hardware, Networking and Solaris Operating System Support
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3. 3. Select one of the following options:
a. a. For Technical issues such as creating a Service Request (SR), select 1

b. b. For Non-technical issues such as registration or assistance with My Oracle Support, Select
2

You are connected to a live agent who can assist you with My Oracle Support registration and opening a
support ticket. My Oracle Support is available 24 hours a day, 7 days a week, 365 days a year.
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