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Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the
Oracle Accessibility Program website at http://www.oracle.com/pls/topic/lookup?
ctx=acc&id=docacc.

Access to Oracle Support

Oracle customers that have purchased support have access to electronic support
through My Oracle Support. For information, visit http://www.oracle.com/pls/topic/
lookup?ctx=acc&id=info or visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs
if you are hearing impaired.
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Introduction to Application Performance
Monitoring

Overview

Oracle Application Performance Monitoring is a Platform as a Service (PaaS) based
solution that provides deep visibility into the performance of your application, from
end user to application logs. The service integrates user experience information and
application metrics along with log data analytics.

Topics

e Overview

*  Types of APM Agents

Today's e-businesses depend heavily on their web applications to allow critical
business processes to be performed online. As more emphasis is placed on
accessing information quickly, remotely, and accurately, you should take proactive
steps to ensure that your online customers can successfully complete a transaction.
Application Performance Monitoring is a cloud service that provides deep visibility into
the performance of your web application.

With Application Performance Monitoring, you can:

* Rapidly isolate application performance issues.

»  Drill down to related logs in context of a problem and find its root cause.

» Gain end-to-end visibility into the performance of your application across all tiers.
*  Monitor end-user experience.

Take a tour on what you can do with the Application Performance Monitoring Product
Tour.

Types of APM Agents

ORACLE

Oracle Management Cloud supports various APM Agents.

Follow these instructions to install an APM Agent for your environment.

APM Agent Installation Instructions

APM Java Agent on Install APM Java Agent on WebLogic Server
WebLogic Server

APM Java Agent on Install APM Java Agent on WebSphere Server
WebSphere Server
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APM Java Agent on Install APM Java Agent on Apache Tomcat Server
Apache Tomcat Server

APM Java Agent on JBoss |Install APM Java Agent on JBoss Server
Server

APM Java Agent on Jetty |Install APM Java Agent on Jetty Server

Server

APM Java Agent on Install APM Java Agent on Peoplesoft

Peoplesoft

APM Java Agent on Install APM Java Agent on Oracle E-Business Suite

Oracle E-Business Suite

APM .Net Agent Install APM .Net Agent

APM Node.js Agent Install APM Node.js Agent

APM Ruby Agent Install APM Ruby Agent

APM Java Agent on Install APM Java Agent on Docker
Docker

APM Node.js Agent on Install APM Node.js Agent on Docker
Docker

APM Ruby Agent on Install APM Ruby Agent on Docker
Docker

Licensing Overview

Application Performance Monitoring is included with Oracle Management Cloud -
Standard Edition as well as Oracle Management Cloud - Enterprise Edition. For more
details on all Oracle Management Cloud offerings, see Oracle Management Cloud
Offerings in Getting Started with Oracle Management Cloud.

Oracle Management Cloud subscribes to the Oracle Cloud Universal Credits model,
a flexible buying and usage model for Oracle Cloud services. To use Application
Performance Monitoring, you need to enable either Oracle Management Cloud —
Standard Edition or Oracle Management Cloud — Enterprise Edition. For more details,
see Oracle Management Cloud License Information in Getting Started with Oracle
Management Cloud. To see how entities are calculated when you use Application
Performance Monitoring, see Entities Conversion Formulas in Getting Started with
Oracle Management Cloud.

For details of licensing of Oracle Management Cloud deployed on a Traditional Cloud
Account, see Traditional Cloud Account in Getting Started with Oracle Management
Cloud.

Oracle Management Cloud is also available in the Government Subscription Model,
which is specifically designed for national and local governments. See Oracle
Management Cloud — Government Subscription Model in Getting Started with Oracle
Management Cloud.

ORACLE 1-2



Install and Configure APM Java Agent On
Oracle Weblogic Server

Topics:

On Linux: Requirements and Installation Instructions

On Windows: Requirements and Installation Instructions

On Linux: Requirements and Installation Instructions

ORACLE

Prerequisites for Deploying APM Java Agent on an Oracle WebLogic Server

Supported versions of Oracle WebLogic Server:
— Oracle WebLogic Server 12.1.3
— Oracle WebLogic Server 12.2.1

— Oracle WebLogic Server 10.3.6, also known as Oracle WebLogic Server 11g

Release 1

" Note:

In the host running Oracle WebLogic Server, you can run the following
command from $W.S_HOME/ server /| i b to check the Oracle WebLogic
Server version:

java -cp webl ogic.jar webl ogic.version

JDK version 1.7 or above. If you are using JDK 1.6, either use a JDK 1.6 that
supports TLS 1.2 security protocol, or connect to OMC through a Gateway.

If the JDK version you are running doesn't support TLS 1.2 security protocol, refer

to My Oracle Support Doc ID 2703411.1 before proceeding with the APM agent
installation.

Other considerations:

The machine hosting the Oracle WebLogic Server should be able to establish an
HTTPS connection either directly or indirectly (using a proxy server or an Oracle
Management Cloud gateway) to Oracle Management Cloud. For more information

about Oracle Management Cloud gateway, see Install a Gateway.
The HTTPS connection must use TLS 1.2 security protocol.

The install user of APM Java Agent should be the same as the Oracle WebLogi
Server user.

C
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* The Oracle WebLogic Server user should have read and write permissions to the
directories that host the APM Java Agent.

Licensing considerations:

» If you are installing Application Performance Monitoring on the WebLogic
Administration Server, then it will also be automatically installed on all the
managed servers. One APM Agent will run on each of your managed servers,
and this should be considered while calculating the total licensing cost.

» If you prefer to run the APM Agent on one or a few selected managed servers
only, then install Application Performance Monitoring on only those managed
servers.

Set the DOVAI N_HOME Variable
Set the DOVAI N_HOME variable to point to the Oracle WebLogic Server domain.

Example:

export DOVAI N HOVE=<WebLogi ¢ Server Donai n>

Deploy a Gateway (Optional)

Gateway is not a mandatory component while deploying Oracle Application
Performance Monitoring; you can use a gateway in the following scenarios:

» If you have an application server that does not support Transport Layer Security
(TLS) protocol 1.2

» If you have older versions of Java Application Servers with JDK less than 1.7 (for
example, Oracle WebLogic 10.3.6)

For instructions on how to deploy a gateway, see Install a Gateway.

Set the Gateway Variables (Optional)

Set the values for the gateway's host and port.

export OGN HOST=<Gat eway Host Nane>
export GW PORT=<Gateway Port>

If you are using more than one gateway, use the - addi ti onal - gat eways option with
the provisioning script.

Download the APM Java Agent Software for Weblogic

1. From the main Oracle Management Cloud menu, navigate to Administration and
Agents.

2. On the Oracle Management Cloud Agents page, click the Action Menu on the top
right corner of the page and select Download Agents.

The Agent Software Download page is displayed.
3. From the Agent Type dropdown list, select APM Agent.
4. Click APM Java Agent.

5. Extract the contents of the installer ZIP file.
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6. Create a registration key that will be used during the time of installing a new agent.
Oracle Application Performance Monitoring Cloud Service verifies this key before
accepting any data sent by APM Java Agent deployed on your on-premises hosts.
For more information about creating a registration key, see Manage Registration
Keys in Installing and Managing Oracle Management Cloud Agents.

» Before you install the APM Java Agent, log in to the machine running the
application server as a user who installed the application server.

* The application server user should have Read-Write access to the APM Java
Agent directories created in the extraction.

Install and Provision the APM Java Agent on Linux

1. Navigate to the directory where you downloaded or copied the APM Java Agent

software.

2. Run the provisioning script as per your installation preference:

Installation Preference

Provisioning Script

Basic Installation

Silent Installation

With Gateway

If you are using more than one
gateway, use the - addi ti onal -
gat eways option.

In a proxy environment

chnmod +x Provi si onApmlavaAsAgent . sh
./ Provi si onApmlavaAsAgent . sh -d $
{ DOVAI N_HOME} - no-wal | et

chnod +x Provi si onApmlavaAsAgent . sh

./ Provi si onApmlavaAsAgent . sh -d $

{ DOVAI N_HOMVE} - no-pronpt -regkey-file
<file name> -no-wal | et

chnod +x Provi si onApmJavaAsAgent . sh

./ Provi si onApmlavaAsAgent.sh -d $

{ DOVAI N_HOMVE} -no-wal | et -gateway-

host {gw_host _val ue} -gateway-port
{gw_port _val ue}

-addi tional - gat eways

https://<gw host 2>:<gw port_2> https://
<gw_host _3>: <gw port 3>

chnmod +x Provi si onApmlavaAsAgent . sh

./ Provi si onApmlavaAsAgent . sh -d $

{ DOVAI N_HOME} -no-wal | et -ph
{http_proxy_host} -pp {http_proxy_port}
-pt {http_proxy_auth_token}

» -dis the absolute path of the home directory of the Oracle WebLogic Server
domain. The APM Java Agent will be installed under this directory.

e -ph {http_proxy_host} (Optional) — the proxy server’s host name.

ORACLE
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-pp {http_proxy_port} (Optional) — the proxy server’s port.

-pt {http_proxy_auth_t oken} (Optional) — the authorization token that the
agent will use if the proxy server requires authentication. This parameter will
be passed literally as the proxy authorization header to the proxy server.

If you are using HTTP Basic authentication, it is recommended that you omit
this parameter. For details on HTTP Basic authentication, see Generate a
Proxy Token. You can also specify the proxy wallet entry or NTLM credentials
token in the following format: donai n/ user nane: passwor d. For example:
exanpl edomai n/ sanpl euser : wel cone

The command line displays your tenant name and the value you specified.

When prompted, provide the value of the registration key that you've created or
downloaded earlier.

If you are running the provisioning script with the - no- pronpt option, create a text
file containing the value of registration key, and provide the path to the file.

Example: Provi si onApmlavaAsAgent.sh -d nmydir -no-pronpt < regkey.txt,
where regkey. t xt contains a single line with the registration key.

Enable the APM Java Agent. This enables the APM Agent to be invoked when you
restart the Oracle WebLogic Server.

a.

Make a backup copy of your st art WebLogi c. sh file:

cd $DOVAI N_HOVE/ bin
cp startWeblLogic.sh startWbLogic.sh.orig

Edit the st art WebLogi c. sh script.

i. If you are installing the APM Java Agent on the WebLogic
Administration Server as well as all the Managed Servers:
Using a text editor, edit the st art WebLogi c. sh file and add the - | avaagent
option to the set of JAVA_OPTI ONS. Add the following line after the
set Domai nEnv. sh call:

JAVA OPTI ONS=$JAVA_OPTI ONS -j avaagent : $DOVAI N_HOVE/
apmagent /| i b/ system ApmAgent | nstrument ation.jar

ii. If you are installing the APM Java Agent on the Managed Servers
only:
Using a text editor, edit the st art WebLogi c. sh file and add the - | avaagent
option to the set of JAVA_OPTI ONS within an IF statement similar to that
below. Add the following line after the set Domai nEnv. sh call:

if [ "$SERVER NAME' != "AdnminServer" ] ; then
set
JAVA _OPTI ONS=$JAVA_OPTI ONS -j avaagent : $DOVAI N_HOVE/
apmagent /| i b/ system ApmAgent | nstrument ation. j ar
fi

Here, Admi nServer is the name of your Administration Server. Use the
exact name with the same space and indentation as above.
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Restart your Oracle WebLogic application server:

% cd $DOVAI N_HOVE/ bi n

% st opWebLogi c. sh

%cd ..

% st art WebLogi c. sh > startup. | og

# Note:

Notice that the $DESTI NATI ON version of st art WebLogi c. sh is used, even
though you edited the $DESTI NATI ON/ bi n version. Invoking the command
from one level higher (from $DESTI NATI ON) invokes the command from

a lower level (from $DESTI NATI ON bi n). However, the st opWbLogi c. sh
command will be called from the $DESTI NATI OV bi n directory.

If you have any managed Oracle WebLogic application servers, restart them:

$ cd $DOVAI N _HOVE/ bi n

$ stopManagedWeblogi c. sh { SERVER_NAVE} {ADM N _URL} {USER_NAME}
{ PASSWORD}

$ start ManagedWebLogi c. sh { SERVER NAME} {ADM N_URL} >

{ SERVER_NAME} . | og

Run the provisioning script as per your installation preference.

Provision APM Java Agent with a standalone installer

A standalone APM Agent installer is obtained when the Agent zip file is received via
email, FTP or similar means (that is, when the agent zip file was not downloaded from
an OMC server). To install using the standalone agent installer specify these additional
parameters when running the provisioning script:

Option Description

-tenant-id The Oracle Management Cloud tenant name. You can get this

value from the Agent Download page.
e Script for vl tenant —

sh Provi si onApmlavaAsAgent.sh -d $
{ DOVAI N_HOME}

-tenant-id <tenant> -onc-server-url <ont
server url>

e Script for v4 tenant —

sh Provi si onApmlavaAsAgent.sh -d $

{ DOVAI N_HOVE}

-tenant-id <service-tenant> -ontc-server-url
<ont server url>

-ont-server-url The URL of the Oracle Management Cloud server.

If you are using gateways and have specified - gat eway- host
and - gat eway- por t, you do not have to specify the value for
ont-server-url.
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Provisioning script to run the standalone installer:

Installation Preference

Provisioning Script

Basic Installation

With Gateway

If you are using more

than one gateway, use the
-additional-gateways option.

With Gateway and additional
Gateways

In a proxy environment

sh Provi si onApmlavaAsAgent . sh -d ${ DOVAI N_HOVE}
-tenant-id <tenant> -ont-server-url <ont server
url> —-no-wal | et

sh Provi si onApmlavaAsAgent.sh -d $

{DOVAI N HOMVE} -tenant-id <tenant> -no-wallet -
gat eway- host - gat eway- port

-addi tional - gat eways

https://<gw host 1>:<gw port 1> https://
<gw_host 2>:<gw port 2>

sh Provi si onApmlavaAsAgent . sh -d ${ DOVAI N_HOVE}
-tenant-id <tenant> -no-wall et -gateway-host -
gat eway- port -additional - gat eways

sh Provi si onApmlavaAsAgent.sh -d $

{DOVAI N_HOME} -tenant-id <tenant> -no-
wal | et -gat eway-host -gateway-port -ph
{http_proxy_host} -pp {http_proxy_port}

Generate a Proxy Token

The APM Java Agent can generate a token for HTTP Basic authentication using a
username and password instead of a token that is user-generated. Once the user

provides a user name and password as property file entries, the APM Java Agent

will automatically generate a HTTP Basic authentication token. To get HTTP Basic
authentication token generated by the APM Java Agent:

® Inthe <agent >/ confi g/ Agent Ht t pBasi c. properti es file, specify the following

properties:

oracl e. apnaas. agent
oracl e. apnaas. agent

< Note:

. http. proxy. basi c. usernane
. http. proxy. basi c. password

nyHt t pBasi cProxyUser
nyHt t pBasi cPr oxyPass

If along with the above properties, an authentication is also specified
with the property or acl e. apmaas. agent . htt p. proxy. t oken, it will take
precedence over the username and password properties.
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APM Java Agent uses the user name and password to generate a HTTP Basic
authentication token, and authenticate the user.

Set the NTLM Workstation

Administrators can set the Microsoft Windows NT LAN Manager (NTLM) workstation in
case your proxy has this requirement. To set the NTLM workstation:

* Add the following property to the Agent Startup properti es file:

oracl e. apnas. agent. transport. proxy.ntl mworkstation

Configure NTLM Proxy Authentication in the APM Java Agent

You can configure NTLM proxy authentication in the APM Java Agent to support NTLM
authentication.

To configure NTLM proxy authentication:

® Inthe <agent >/ confi g/ Agent Ht t pBasi c. properti es file, specify the
oracl e. apmaas. agent . htt p. proxy. t oken property with a value in this format:

donai n/ user name; password
Example: or acl e. apnaas. agent. http. proxy. token = testdomain/userl:hello

On Windows: Requirements and Installation Instructions

Prerequisites for Deploying APM Java Agent on an Oracle WebLogic Server

e Supported versions of Oracle WebLogic Server:
— Oracle WebLogic Server 12.1.3
— Oracle WebLogic Server 12.2.1

— Oracle WebLogic Server 10.3.6, also known as Oracle WebLogic Server 11g
Release 1

# Note:

In the host running Oracle WebLogic Server, you can run the following
command from WALS HOVE% server /| i b to check the Oracle WebLogic
Server version:

java -cp webl ogic.jar webl ogic.version

» JDK version 1.7 or above. If you are using JDK 1.6, either use a JDK 1.6 that
supports TLS 1.2, or connect to OMC through a Gateway.

» If the JDK version you are running doesn't support TLS 1.2 security protocol, refer
to My Oracle Support Doc ID 2703411.1 before proceeding with the APM agent
installation.

Other considerations:

ORACLE 2.7
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The machine hosting the Oracle WebLogic Server should be able to establish an
HTTPS connection either directly or indirectly (using a proxy server or an Oracle
Management Cloud gateway) to Oracle Management Cloud. For more information
about Oracle Management Cloud gateway, see Install a Gateway.

The HTTPS connection must use TLS 1.2 security protocol.

The install user of APM Java Agent should be the same as the Oracle WebLogic
Server user.

The Oracle WebLogic Server user should have read and write permissions to the
directories that host the APM Java Agent.

Licensing considerations:

If you are installing Application Performance Monitoring on the WebLogic
Administration Server, then it will also be automatically installed on all the
managed servers. One APM Agent will run on each of your managed servers,
and this should be considered while calculating the total licensing cost.

If you prefer to run the APM Agent on one or a few selected managed servers
only, then install Application Performance Monitoring on only those managed
servers.

Downloading the APM Java Agent Software for Weblogic

1.

© o M »w

From the main Oracle Management Cloud menu, navigate to Administration and
Agents.

On the Oracle Management Cloud Agents page, click the Action Menu on the top
right corner of the page and select Download Agents.

The Agent Software Download page is displayed.

From the Agent Type dropdown list, select APM Agent.
Click APM Java Agent.

Extract the contents of the installer ZIP file.

Create a registration key that will be used during the time of installing a new agent.
Oracle Application Performance Monitoring Cloud Service verifies this key before
accepting any data sent by APM Java Agent deployed on your on-premises hosts.
For more information about creating a registration key, see Manage Registration
Keys in Installing and Managing Oracle Management Cloud Agents.

Installing and Provisioning the APM Java Agent for Windows

1.

2.

Navigate to the directory where you downloaded or copied the APM Java Agent
software.

Run the provisioning script as per your installation preference:

Installation Preference Provisioning Script

Basic Installation set DOMAIN HOVE=<path to donai n hone>
Provi si onApmlavaAsAgent.cnd /d
YOOMAI N_HOVEY% / no- wal | et
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Installation Preference Provisioning Script

Silent Installation set DOMAI N HOVE=<path to donai n hone>
Provi si onApmlavaAsAgent . cnd /d %OOVAI N HOVE% /
no-pronpt /regkey-file <file name> /no-wall et

With Gateway set DOVAI N HOVE=<path to donmi n hone>
If you are using more Provi si OnApmJavaAsAgent .cmd /d YDOVAI N_l'K]VE%/
than one gateway, use the no-wal | et /gateway-host {gw _host_val ue} /
-addi tional -gateways gateway-port {gw_port_val ue}
option. / addi ti onal - gat eways
https://<gw host 1>:<gw port_1> https://
<gw_host _2>:<gw port 2>

In a proxy environment set DOMAI N HOVE=<path to donai n hone>
Provi si onApmJavaAsAgent . cnd /d
YOOMAI N_HOVE% / no-wal | et / ph

{http_proxy_host} /pp {http_proxy port} /pt
{http_proxy_auth_token}

» -dis the absolute path of the home directory of the Oracle WebLogic Server
domain. The APM Java Agent will be installed under this directory.

-ph {http_proxy_host} (Optional) — the proxy server’s host name.

-pp {http_proxy_port} (Optional) — the proxy server’s port.

o« -pt {http_proxy_auth_token}(Optional) — the authorization token that the
agent will use if the proxy server requires authentication. This parameter will
be passed literally as the proxy authorization header to the proxy server.

The command line displays your tenant name and the value you specified.

3.  When prompted, provide the value of the registration key that you've created or
downloaded earlier.

If you are running the provisioning script with the - no- pronpt option, create a text
file containing the value of registration key, and provide the path to the file.

Example: Provi si onApmJavaAsAgent. cnd -d nydir -no-pronpt < regkey.txt,
where regkey. t xt contains a single line with the registration key.

4. Enable the APM Java Agent. This enables the APM Agent to be invoked when you
restart the Oracle WebLogic Server.

a. Make a backup copy of your st art WebLogi c. cnd file:

cd %DOMAI N_HOVE% bi n
copy startWeblLogic.cnd startWbLogic.cnd. orig

b. Edit the startWbLogi c. cnd script.
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i. If you are installing the APM Java Agent on the WebLogic
Administration Server as well as all the Managed Servers:
Using a text editor, edit the st art WebLogi c. cnd file and add the -
j avaagent option to the set of JAVA OPTI ONS. Add the following line after
the set Domai nEnv. crd call:

set JAVA OPTI ONS=%JAVA_OPTI ONS% - j avaagent : “DOVAI N_HOVE%
\apmagent\ | i b\ syst eml ApmAgent | nstrument ati on.j ar

ii. Ifyou are installing the APM Java Agent on the Managed Servers
only:
Using a text editor, edit the st art WebLogi c. cnd file and add the -
j avaagent option to the set of JAVA OPTI ONS within an IF statement similar
to that below. Add the following line after the set Domai nEnv. cnd call:

if NOT "%BERVER NAMEY =="Admi nServer" (
set
JAVA OPTI ONS=%JAVA OPTI ONS% - j avaagent : “DOMAI N_HOVEY%
\apnmagent\ i b\ syst eml ApmAgent | nstrunent ation. j ar
)

Here, Admi nServer is the name of your Administration Server. Use the
exact name with the same space and indentation as above.

5. Restart your Oracle WebLogic application server:

% cd %DOMAI N_HOVE% bi n

% st opWebLogi c. cmd

%cd ..

% st art WebLogi c. cnd > startup. | og

" Note:

Notice that the ¥DESTI NATI ON%version of st art WebLogi ¢. cnd is used,
even though you edited the %DESTI NATI ON% bi n version. Invoking the
command from one level higher (from YDESTI NATI ON%) invokes the
command from a lower level (from Y0OESTI NATI ON%4 bi n). However, the
st opWebLogi c. cmd command will be called from the YDESTI NATI ON% bi n
directory.

6. If you have any managed Oracle WebLogic application servers, restart them:

% cd YDOMAI N_HOVE%A bi n

% st opManagedWebLogi c. cmd { SERVER_NAME} { ADM N_URL}
{ USER_NAME} { PASSWORD}

% st art ManagedWebLogi c. cnd { SERVER NAVE} {ADM N_URL} >
{ SERVER_NAME} . | 0g
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< Note:

If you are running Oracle WebLogic Server as a Microsoft Windows service,
add the - j avaagent flag to the JAVA OPTI ONS of your custom registration
script, and register your WebLogic Windows service again.

Generating a Proxy Token

The APM Java Agent can generate a token for HTTP Basic authentication using a
username and password instead of a token that is user-generated.

Once the user provides a user name and password as property file entries, the APM
Java Agent will automatically generate a HTTP Basic authentication token. To get
HTTP Basic authentication token generated by the APM Java Agent:

1. Inthe <agent >/ confi g/ Agent Ht t pBasi c. properti es file, specify the following
properties:

nyHt t pBasi cProxyUser
nyHt t pBasi cPr oxyPass

oracl e. apmaas. agent . htt p. proxy. basi c. user name
oracl e. apmaas. agent .. htt p. proxy. basi c. passwor d

¢ Note:

If along with the above properties, an authentication is also specified
with the property or acl e. apmaas. agent . htt p. proxy. t oken, it will take
precedence over the username and password properties.

Setting the NTLM Workstation

Administrators can set the Microsoft Windows NT LAN Manager (NTLM) workstation in
case your proxy has this requirement. To set the NTLM workstation:

* Add the following property to the Agent Startup properti es file:

oracl e. apmaas. agent. transport. proxy.ntl mworkstation

Configuring NTLM Proxy Authentication in the APM Java Agent

You can configure NTLM proxy authentication in the APM Java Agent to support NTLM
authentication.

To configure NTLM proxy authentication:

® Inthe Agent Ht t pBasi c. properti es file, specify the
oracl e. apmaas. agent . http. proxy. t oken property with a value in this format:

donai n/ user name: password
Example: or acl e. apmaas. agent . htt p. proxy.token = testdomai n/user1:hello

APM Java Agent Custom Installations

1. Install on Managed Servers through the Administration Console
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2. Install when the target server is launched with a custom script

Install on Managed Servers through the Administration Console

If nodemanager . properties does not contain St art Scri pt Nanme=st art WebLogi c. cnd ,
Start Scri pt Nane=st art WebLogi c. sh, or a similar startup script, you will need to add
the -j avaagent flag for managed servers through the WebLogic Server Administration
Console.

1. Onthe WLS Admin Console, navigate to the configuration page for the target
managed server. (Environment, Servers and <server name>).

2. Click on the Server Start tab. Add the -j avaagent flag to the Arguments text box.
If the Arguments text box is greyed out, click the Lock & Edit button typically in
the upper left of the WebLogic Server Administration Console.

Example: -j avaagent : <ful | _pat h>/ apnagent/|i b/ syst ent
ApmAgent | nstrunent ation. jar.

3. Click Save .

4. If the domain configuration is still locked, click the Release Configuration button
typically located directly beneath the Lock & Edit button.

5. Restart the managed server

Install when the target server is launched with a custom script

When installing the APM Java agent on a server launched with a custom startup script,
add the - j avaagent flag to the command that launches the application you want to
monitor.

The custom script usually contains a Java executable, a number of Java options,
and then either a Main Class (for example, j ava $JAVA_OPTI ONS Boot strap) or a jar
containing the Main Class (for example, j ava $JAVA OPTIONS -jar Bootstrap.jar).

Add the - avaagent flag after the j ava executable and before the main class jar.
Ensure that the - j avaagent flag is added as its own standalone flag, and not as part of
some other flag's argument. For example, don't add the - j avaagent flag directly after a
standalone - cl asspat h option, but add after a - cl asspat h <val ue> combination.

Example:

java -classpath $CLASSPATH -j avagent:<path_to_agent> -jar Bootstrap.jar

To verify if the j avaagent was successfully added to the application's custom start
script, check the command line arguments of the target Java process once it is
running.

e On Linux:

ps -ef | grep java

This will list all the Java processes, and you can confirm whether the desired
server process has a proper -j avaagent : <pat h_t o_agent > option

e On Windows:

1. Inthe Task Manager, Processes tab, select the desired Java process.
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Right click the process and view the Details tab and check for the
commandLine section.

Check the CommandLine section, and confirm if the desired java process has
a proper - j avaagent : <pat h_t o_agent > option.

Verify APM Java Agent Installation on Linux

You can verify that the installation of Oracle Application Performance Monitoring Cloud
Service is successful by examining the logs and verifying that the user interface
displays the Application Server. You can also verify the structure of the installation
directory.

Verify that the installation of Oracle Application Performance Monitoring is successful

by:

1. Examine the APM Java Agent Logs

2. Use the Oracle Application Performance Monitoring Web Console

3. Verify the APM Java Agent Directory Structure

Examine the APM Java Agent Logs

ORACLE

Examine the log files after installing Oracle Application Performance Monitoring:

1. Verify that the Oracle Application Performance Monitoring log directories and files
were created.

a.

After restarting the application server, verify that the APM Java Agent created
a log directory for each server it is now monitoring:

% cd $DESTI NATI ON apnagent /| ogs
%ls -1F

Verify that the following log directory was created:
$DESTI NATI ON apmagent / | ogs/ <appl i cation server name>

If there are multiple servers in the domain, as each server is restarted, it will
be represented by a separate directory under $DESTI NATI ON aprmagent / | ogs.

For example, if you are monitoring the Application Server, AdminServerl, you
should see the following entry:
$DESTI NATI ON/ apmagent / | ogs/ Admi nSer ver 1

Verify that the correct set of log files were created inside each server log
directory:

% cd $DESTI NATI ON apnegent / | ogs/ Admi nSer ver
%ls -1F *.log

Verify that the following set of log files were added to the directory along with
other files:

e AgentErrors.|log
* Agent.log

2-13



Chapter 2
Verify APM Java Agent Installation on Linux

e AgentStartup.log
e Agent Status. | og

If all the expected log directories and the log files were not created, then the
Oracle Application Performance Monitoring installation was not successful.

2. Check for errors in the Agent Errors. | og file. The Agent Errors. | og file should
have a line similar to the following:

% nore AgentErrors.|og
<2015- 01- 16T12: 36: 27. 27- 0800> | NFO Exception log is initialized

3. Inthe Agent Startup. | og file, the message Agent startup successfully completed
should be seen.
4. Look for agent activity in the Agent St at us. | og file.

As the APM Java Agent starts monitoring traffic, it logs short status information in
the Agent St at us. | og file.

If the traffic and transport counts are more than zero, then that indicates that the
APM Java Agent is active, and it is monitoring and reporting data successfully.

Verifying the Installation Using the Oracle Application Performance
Monitoring Web Console

ORACLE

Access the Oracle Application Performance Monitoring web user interface from
the Oracle Management Cloud home page and verify that the Oracle Application
Performance Monitoring installation was successful.

To check for successful Oracle Application Performance Monitoring installation from
the web console:

1. Log in to the Oracle Management Cloud home page.

2. In the Oracle Management Cloud Home page, click the Application Performance
Monitoring tile.

The Oracle Application Performance Monitoring home page is displayed.

3. Ensure that your user name is displayed in the upper right corner of the home
page.

4. To verify that your Application Server was discovered, in the Oracle Application
Performance Monitoring home page, click AppServers.

Your application server should be displayed in the AppServers view.

5. Use your applications, and then check for data in the Application Performance
Monitoring web console.

a. Use the application that you want to monitor, and make multiple transactions.

b. Inthe Oracle Application Performance Monitoring home page, click the Time
Selector drop-down list and select Last Hour.

c. See the Top 5 Server Requests or click the number above Server Requests
to see the Server Requests view.

d. If you are on the Enterprise Edition, click Pages to see the Pages view.
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Ensure that the operations you performed on the application are reflected in the
Server Requests or the Pages view.

Verify the APM Java Agent Directory Structure

After installing and provisioning APM Java Agent, you can find the following directory
structure on your WebLogic Managed Server.

| sipoman_Home; |

| apmagent |

(server 1)

(server N)

I “'I

1
i action
4

agent

I

system

Directory

Sub-directory

Description

${DOMAIN_HOME}

The home directory of the WebLogic Server domain, where the
APM Java Agent is installed.

apmagent

The root of the APM Java Agent's installation directory. No files are
stored directly in this directory. Note that there will be exactly one
APM Java Agent installation directory for this domain (on this host)
regardless of how many WebLogic Servers are being monitored.

config/

All of the APM Java Agent's domain-level configuration files are
stored directly in this directory.

agentWallet

If this domain is using an Oracle Wallet to hold the APM Java
Agent's Authorization Token (acting as the APM Java Agent's
Credential Store), then this directory will exist, and will hold the
cwal | et . sso file which is the wallet.

(server 1)
...(server N)

For each server in the domain that is being monitored, a
configuration directory will be created when the APM Java Agent
first discovers that server. Configuration data that can be modified
on a server-by-server basis (as opposed to that for the entire
domain), will be found here.

lib/

All of the APM Java Agent's . | ar files will be found under the lib
directory.

action
agent
system

The three sub-directories under the lib directory.

ORACLE
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Directory Sub-directory Description

logs/ — The APM Java Agent's log files will be stored in one of this
directory's sub-directories. No files will be found directly in this
directory.

— (server 1) For each server in the domain being monitored, a log directory will
be created when the APM Java Agent first discovers that server.
All log files pertaining to a particular server will be stored in these
sub-directories.

...(server N)
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Install and Configure APM Java Agents on
Websphere Application Server

Here are the requirements and instructions to install APM Java Agent on a Websphere
Application Server.

Websphere: Requirements and Installation Instructions

Prerequisites for Deploying APM Java Agent on a WebSphere Application Server

Supported versions:
— WebSphere Application Server 8.5 and 9.0

JDK version 1.7 or above. If you are using JDK 1.6, either use a JDK 1.6 that
supports TLS 1.2 security protocol, or connect to OMC through a Gateway.

If the JDK version you are running doesn't support TLS 1.2 security protocol, refer
to My Oracle Support Doc ID 2703411.1 before proceeding with the APM agent
installation.

Other considerations:

— The machine hosting the WebSphere Application Server should be able to
establish an HTTPS connection either directly or indirectly (using a proxy
server or an Oracle Management Cloud gateway) to Oracle Management
Cloud. For more information about Oracle Management Cloud gateway, see
Install a Gateway.

— The HTTPS connection must use TLS 1.2 security protocol.

— The install user of APM Java Agent should be the same as the WebSphere
Application Server user.

— The WebSphere Application Server user should have read and write
permissions to the directories that host the APM Java Agent, as well as the
WebSphere Application Server Home.

Set the WAS_HOME Variable

Set the WAS_HOME variable to point to the WebSphere Server domain directory.

ORACLE

If you're using a Bash shell:

export WAS HOVE=<WebSphere Server Domai n>
If you're using a C shell:

setenv WAS_HOME "<WebSphere Server Donmai n>"
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Deploy a Gateway (Optional)

Gateway is not a mandatory component while deploying Oracle Application
Performance Monitoring; you can use a gateway in the following scenarios:

» If you have an application server that does not support Transport Layer Security
(TLS) protocol 1.2

» If you have older versions of Java Application Servers with JDK less than 1.7 (for
example, Oracle WebLogic 10.3.6)

For instructions on how to deploy a gateway, see Install a Gateway.

Set the Gateway Variables (Optional)
Set the values for Gateway host and port.

» If you're using a Bash shell:

export GW HOST=<Gat eway Host Nane>
export GW PORT=<Gat eway Port>

e Ifyou're using a C shell:

setenv GWHOST "<Gateway Host Nanme>"
setenv GV PORT "<Gateway Port>"

If you are using more than one gateway, use the - addi ti onal - gat ewaysoption with the
provisioning script.

Download the APM Java Agent Software for Websphere

1. On the Oracle Management Cloud home page, click the Oracle Management
Cloud Navigation icon on the top-left corner to view the Management Cloud
navigation pane.

2. Select Administration and Agents.

3. On the Oracle Management Cloud Agents page, click the Action Menu on the top
right corner of the page and select Download Agents.

The Agent Software Download page is displayed.
From the Agent Type drop-down list, select APM Agent.
Click APM Java Agent.

Extract the contents of the installer ZIP file.

N o a »

Create a registration key that will be used during the time of installing a new agent.
Oracle Application Performance Monitoring Cloud Service verifies this key before
accepting any data sent by APM Java Agent deployed on your on-premises hosts.
For more information about creating a registration key, see Manage Registration
Keys.

Install and Provision APM Java Agent on WebSphere

* Before you install the APM Java Agent, log in to the machine running the
application server as the user identity your WebSphere runs as.
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* The application server user should have Read-Write access to the APM Java
Agent directories.

To install and provision the APM Java Agent:
1. Navigate to the directory where you downloaded the APM Java Agent software.

2. Run the provisioning script as per your installation preference:

ORACLE

Installation
Preference

Provisioning Script

Windows Basic
Installation

Linux Basic
Installation

Silent Installation

With Gateway in a
Linux Environment

If you are using
more than one
gateway, use

the - addi ti onal -
gat eways option.

With Gateway
in a Windows
Environment

If you are using
more than one
gateway, use

the - addi ti onal -
gat eways option.

Provi si onApmJavaAsAgent . cnd /d ${WAS_HOVE} /no-
wal | et

For example: Provi si onApmlavaAsAgent . cnd / d
“C:\'i bm WebSpher e\ AppServer" /no-wal | et

chnod +x Provi si onApmJavaAsAgent . sh
. Provi si onApmlavaAsAgent . sh -d ${WAS_HOME} - no-
wal | et

chmod +x Provi si onApmlavaAsAgent . sh
. Provi si onApmJavaAsAgent . sh -d ${WAS HOME} - no-
pronmpt -no-wal | et

chnod +x Provi si onApmlavaAsAgent . sh

./ Provi si onApmlavaAsAgent . sh -d ${WAS HOVE} - no-
wal | et gat eway-host {gw host val ue}, -gateway-port
{gw port val ue}

-addi tional - gat eways

https://<gw host 1>:<gw port 1> https://

<gw_host 2>:<gw port 2>

Provi si onApmJavaAsAgent.cnd /d ${WAS_HOVE} /no-
wal | et gateway-host {gw host _val ue} /gateway-port
{gw_port _val ue}

[ addi ti onal - gat eways

https://<gw host_1>:<gw port_1> https://

<gw_host _2>: <gw port_2>
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Installation Provisioning Script

Preference

In a Proxy chnod +x Provi si onApmlavaAsAgent . sh

Environment ./ Provi si onApmlavaAsAgent . sh -d ${WAS HOVE} - no-
wal I et -ph {http_proxy_host} -pp {http_proxy port}
- pt

{http_proxy_auth_token}

e -dis the absolute path of the home directory of your WebSphere installation.
The APM Java Agent will be installed under this directory.

e -ph {http_proxy_host} (Optional) — the proxy server’s host name.
e -pp {http_proxy_port} (Optional) — the proxy server’s port.

e« -pt {http_proxy_auth_token}(Optional) — the authorization token that the
agent will use if the proxy server requires authentication. This parameter will
be passed literally as the proxy authorization header to the proxy server.

If you are using HTTP Basic authentication, it is recommended that you

omit this parameter. For details on HTTP Basic authentication, see Generate
Proxy Token. You can also specify the proxy wallet entry or NTLM credentials
token in the following format: domai n/ user name: passwor d. For example:
exanpl edomai n/ sanpl euser : wel cone

The command line displays your tenant name and the value you specified.

3.  When prompted, provide the value of the registration key that you've created or
downloaded earlier.

If you are running the provisioning script with the - no- pronpt option, create a text
file containing the value of registration key, and provide the path to the file.
Example: ./ Provi si onApmJavaAsAgent . sh -d nydir -no-pronpt < regkey.txt
where regkey. t xt contains a single line with the registration key.

4. Review the values and confirm. To change the values, enter n and run the script
again with new values.

5. To proceed with the installation, entery.
The APM Java Agent is installed.

Provision APM Java Agent with Offline Installer
You can install and provision the APM Java Agent from an offline installer that you
have received over email.

To install from the emailed ZIP, the provisioning script needs to download the
configuration file from Oracle Management Cloud. Specify these additional options
while running the provisioning script:

Option Description
-tenant-id The Oracle Management Cloud tenant name.
-ont-server-url The URL of the Oracle Management Cloud server. Example:

https://onthost: port
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Modify the Startup Script of Your WebSphere Server

To modify the server. pol i cy startup script of your WebSphere server:

1.

From your WebSphere Admin console, click the Servers tab and select the server
on which you want to provision the APM Java Agent.

Expand Java and Process Management tab and select Process Definition.
Under Additional Properties tab, select Java Virtual Machine.

In the Generic JVM arguments field, add the following line to —+avaagent and
- Dws. ext . di rs flags:

-j avaagent : \ $WAS_HOMVE/ apmagent /| i b/ syst eml ApmAgent | nst rument ati on. j ar
- Dws. ext . di rs=\ $WAS_HOMVE/ apmagent /| i b/ agent / ApnEunFilter.j ar

Make a copy of your server. pol i cy file:

% cd $WAS_HOMVE/ properties
% cp server.policy server.policy.orig

Using a text editor, edit the original server . pol i cy file:

grant codeBase "file: $WAS_HOWE/ apnmagent / -
{

perm ssion java.security. Al Pernission;

b

From your WebSphere administration console, stop and start the WebSphere
server. You can also use the command line:

cd $WAS_HOWE bi n
.I'stopServer.sh <servernane>
.IstartServer.sh <servernane>

Verify APM Java Agent Installation

See Verify APM Java Agent Installation.

ORACLE
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Install and Configure APM Java Agent on
Apache Tomcat

Here are the requirements and instructions to install APM Java Agent on Apache
Tomcat.

e Apache Tomcat on Linux: Requirements and Installation Instructions
e Apache Tomcat On Windows: Requirements and Installation Instructions

e Configure the APM Agent as a Windows Service

Apache Tomcat on Linux: Requirements and Installation
Instructions

Prerequisites for Deploying APM Java Agent on an Apache Tomcat Server

e Supported versions of Apache Tomcat Server: 6, 7, 8, 8.5, 9 and TomEE.

e JDK version 1.7 or above. If you are using JDK 1.6, either use a JDK 1.6 that
supports TLS 1.2 security protocol, or connect to OMC through a Gateway.

e If the JDK version you are running doesn't support TLS 1.2 security protocol, refer

to My Oracle Support Doc ID 2703411.1 before proceeding with the APM agent

installation.

e Other considerations:

— The machine hosting the Apache Tomcat Server should be able to establish
an HTTPS connection either directly or indirectly (using a proxy server or an
Oracle Management Cloud gateway) to Oracle Management Cloud. For more
information about Oracle Management Cloud gateway, see Install a Gateway.

— The HTTPS connection must use TLS 1.2 security protocol.

— The install user of APM Java Agent should be the same as the Apache Tomcat

user.

— The Apache Tomcat Server user should have read and write permissions
to the directories that host the APM Java Agent, as well as the

CATALI NA_BASE APM Java Agent logging and config directories if different from

CATALI NA_HOME.

— If you are installing the APM Java Agent on minor Tomcat version 6.0.20
or earlier, please add the following command line option to enable local
monitoring:

-Dcom sun. managenent . j nxr enot e

ORACLE
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Set the DESTI NATI ON Variable
Set the CATALI NA_HOME variable to point to the Tomcat destination directory.

e If you're using a Bash shell:
export CATALI NA HOVE=<Tontat destination directory>
* Ifyou're using a C shell:
setenv CATALINA_HOME "<Tontat destination directory>"

Deploy a Gateway (Optional)

Gateway is not a mandatory component while deploying Oracle Application
Performance Monitoring; you can use a gateway in the following scenarios:

e If you have an application server that does not support Transport Layer Security
(TLS) protocol 1.2

e If you have older versions of Java Application Servers with JDK less than 1.7 (for
example, Oracle WebLogic 10.3.6)

For instructions on how to deploy a gateway, see Install a Gateway.

Set the Gateway Variables (Optional)
Set the values for Gateway host and port.
* If you're using a Bash shell:

export GW HOST=<Gat eway Host Nane>
export GW PORT=<Gat eway Port >

e Ifyou're using a C shell:

setenv GW HOST "<Gateway Host Nanme>"
setenv GW PORT "<Gateway Port>"

If you are using more than one gateway, use the - addi ti onal - gat eways option with
the provisioning script.

Download the APM Java Agent Software for Apache Tomcat

1. From the main Oracle Management Cloud menu, navigate to Administration and
Agents.

2. On the Oracle Management Cloud Agents page, click the Action Menu on the top
right corner of the page and select Download Agents.

The Agent Software Download page is displayed.
3. From the Agent Type dropdown list, select APM Agent.
4. Click APM Java Agent.

5. Extract the contents of the installer ZIP file.
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Install and Provision APM Java Agent on Apache Tomcat

* Before you install the APM Java Agent, log in to the machine running the
application server as a user who installed the application server.

*  The application server user should have Read-Write access to the APM Java

Agent directories.

To install and provision the APM Java Agent:

1. Navigate to the directory where you downloaded the APM Java Agent software.

2. Run the provisioning script as per your installation preference:

Installation
Preference

Provisioning Script

Basic Installation

Silent Installation

With Gateway

If you are using
more than one
gateway, use

the - addi ti onal -
gat eways option.

In a Proxy
Environment

cd ${STAGE_ DR
chmod +x Provi si onApmlavaAsAgent . sh
./ Provi si onApmlavaAsAgent . sh -d ${ CATALI NA HOVE}

chnod +x Provi si onApmlavaAsAgent . sh
./ Provi si onApmlavaAsAgent . sh -d ${ CATALI NA HOVE}

no- pr onpt

chnod +x Provi si onApmJavaAsAgent . sh

. Provi si onApmJavaAsAgent . sh -d ${ CATALI NA HOVE}
- gat eway- host {gw _host _val ue} -gateway-port
{gw_port _val ue}

-addi tional - gat eways

https://<gw host _1>:<gw port_1> https://
<gw_host _2>:<gw port _2>

chmod +x Provi si onApmlavaAsAgent . sh
./ Provi si onApmlavaAsAgent . sh -d ${ CATALI NA HOVE}

-ph {http_proxy_host} -pp {http_proxy port} -pt
{http_proxy_auth_token}

* -dis the absolute path of the home directory of the WebLogic Server domain.
The APM Java Agent will be installed under this directory.

e -ph {http_proxy_host} (Optional) — the proxy server’s host name.

e -pp {http_proxy_port} (Optional) — the proxy server’s port.

o« -pt {http_proxy_auth_token}(Optional) — the authorization token that the
agent will use if the proxy server requires authentication. This parameter will
be passed literally as the proxy authorization header to the proxy server.

The command line displays your tenant name and the value you specified.

ORACLE
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3.  When prompted, provide the value of the registration key that you've created or
downloaded earlier.

If you are running the provisioning script with the - no- pronpt option, create a text
file containing the value of registration key, and provide the path to the file.
Example: ./ Provi si onApmlavaAsAgent . sh -d nydir -no-pronpt < regkey.txt
where regkey. t xt contains a single line with the registration key.

4. Review the values and confirm. To change the values, enter n and run the script
again with new values.

5. To proceed with the installation, entery.
The APM Java Agent is installed.
Provi si onApmlavaAsAgent . shSyntax for Using the Installation Script

Install APM Java Agent on a Microservice

When running the APM Java Agent provisioning script on an application or
microservice using Spring Boot or similar embedded Tomcat framework, the
installation is very similar to standalone Tomcat. First, if your microservice does not
have a standard server home (DOMAIN_HOME, CATALINA_ HOME etc.), you can
simply choose an empty directory for it. Once it's provisioned, add:

-j avaagent : <pat h-t 0- agent >/ apmagent / | i b/ syst em
ApmAgent I nstrument ation. jar

to the startup command line or script for your application or microservice.

Example:

java -javaagent:/u0l/apnagent/|ib/systenm ApmAgent | nstrunmentation.jar -
jar ny-mcroservice-1.0- SNAPSHOT. j ar

Provisioning APM Java Agent with Offline Installer
You can install and provision the APM Java Agent from an offline installer that you
have received over email.

To install from the emailed ZIP, the provisioning script needs to download the
configuration file from Oracle Management Cloud. Specify these additional options
while running the provisioning script:

Option Description
-tenant-id The Oracle Management Cloud tenant name.
-ont-server-url The URL of the Oracle Management Cloud server. Example:

https://onthost: port

Modify the Startup Script of Your Apache Tomcat Server

To modify the cat al i na. sh script of your Tomcat server home:

1. Make a copy of your cat al i na. sh file:

% cd $CATALI NA _HOVE/ bi n
% cp catalina.sh catalina.sh.orig
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Using a text editor, edit the original cat al i na. sh file and add - j avaagent to
CATALI NA_OPTS. Make the change outside of any i f statements or code blocks
that may not be executed during server startup. This will ensure the - j avaagent
flag is always added to the server startup options.

CATALI NA_OPTS="$CATALI NA OPTS -j avaagent : ${ CATALI NA_HOVE}/
apmagent/|i b/ system ApmAgent I nstrument ation.jar -

Dat | assi an. org. osgi . f ramewor k. boot del egati on=or acl e. apmaas. *, sun. *, 0
rg. apache. xer ces, or g. apache. xerces. *, or g. apache. nani ng, or g. apache. na
m ng. *, or g. apache. cat al i na, org. apache. catal i na. *, or g. apache. tontat . u
til.*"

The - Dat | assi an. or g. osgi . f ramewor k. boot del gat i on option is required if you
are running an Atlassian Jira application.

Restart the Tomcat Servers:
% cd $CATALI NA HOVE/ bin

% . / shut down. sh
% ./startup.sh

Verify APM Java Agent Installation

See Verify APM Java Agent Installation.

Apache Tomcat On Windows: Requirements and Installation

Instructions

Download the APM Java Agent Software for Apache Tomcat

1.

From the main Oracle Management Cloud menu, navigate to Administration and
Agents.

On the Oracle Management Cloud Agents page, click the Action Menu on the top
right corner of the page and select Download Agents.

The Agent Software Download page is displayed.
From the Agent Type dropdown list, select APM Agent.
Click APM Java Agent.

Extract the contents of the installer ZIP file.

Install and Provision APM Java Agent on Apache Tomcat on Windows

Before you install the APM Java Agent, log in to the machine running the
application server as a user who installed the application server.

The application server user should have Read-Write access to the APM Java
Agent directories.

To install and provision the APM Java Agent:

1.
2.

ORACLE

Navigate to the directory where you downloaded the APM Java Agent software.

Run the provisioning script as per your installation preference:
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Installation Provisioning Script
Preference

Basic Installation
Provi si onApmlavaAsAgent . cd /d %CATALI NA HOVE% - no-
wal | et

Silent Installation Download the registration key from the console and provide the
value:

Provi si onApmlavaAsAgent . cnd /d %CATALI NA HOVE% no-
prompt -regkey-file key.txt

With Gateway
If you are using Provi si onApmlavaAsAgent . cd /d %CATALI NA HOVE% - no-

more than one wal | et -gateway-host {gw_host_val ue}, -gateway-
gateway, use port {gw port_val ue}
the -addi tional - -additional - gat eways

gat eways option.  https://<gw host 1>:<gw port 1> https://
<gw_host _2>:<gw port_2>

In a Proxy

Environment Provi si onApmlavaAsAgent . cnd /d %CATALI NA_HOVE% - no-
wal [ et -ph {http_proxy_host} -pp {http_proxy_port}
-pt {http_proxy_aut h_t oken}

* -dis the absolute path of the home directory of Apache Tomcat. The APM
Java Agent will be installed under this directory.

-ph {http_proxy_host} (Optional) — the proxy server’s host name.
e -pp {http_proxy_port} (Optional) — the proxy server’s port.

e -pt {http_proxy_auth_token}(Optional) — the authorization token that the
agent will use if the proxy server requires authentication. This parameter will
be passed literally as the proxy authorization header to the proxy server.

The command line displays your tenant name and the value you specified.

When prompted, provide the value of the registration key that you've created or
downloaded earlier.

If you are running the provisioning script with the - no- pronpt option, create a text
file containing the value of registration key, and provide the path to the file.
Example: Provi si onApmlavaAsAgent.cnd /d nydir -no-pronpt < regkey.txt
where regkey. t xt contains a single line with the registration key.

Review the values and confirm. To change the values, enter n and run the script
again with new values.

To proceed with the installation, enter y.
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The APM Java Agent is installed.

Modify the Startup Script of Your Apache Tomcat Server

To modify the cat al i na. bat script of your Tomcat server home:

Make a copy of your cat al i na. bat file:

cd %CATALI NA_HOVE% hi n
% cp catalina.bat catalina.bat.orig

Using a text editor, edit the original cat al i na. bat file and add the - j avaagent to
CATALI NA_OPTS. Make the change outside of any i f statements or code blocks that
may not be executed during server startup. This will ensure the -j avaagent flag is
always added to the server startup options.

set CATALI NA_OPTS=%CATALI NA_OPTS%
-j avaagent : " %CATALI NA HOVE%
\apnagent\ i b\ system ApmAgent I nstrunentation.jar"

The - Dat | assi an. or g. osgi . f ranewor k. boot del gat i on option is required if you
are running an Atlassian Jira application.

Restart the Tomcat Servers:
cd YUCATALI NA HOVE% bi n

shut down. bat
startup. bat

Verify APM Java Agent Installation

See Verify APM Java Agent Installation.

Configure the APM Agent as a Windows Service

ORACLE

Before you can manage your application, you must configure the APM Agent in
Apache Tomcat as a Windows service.

Set the JvmAr gs variable depending on your Apache Tomcat version:

Apache Tomcat 9
1. Stop the Apache server:

C:\tontat\apache-tontat-9. 0. 2-w ndows- x64\ apache-tontat-9. 0. 2/
bi n>shut down

2. Run the following command:

set JvmAr gs=j avaagent : <pat h-t o- APM>/ apnmagent /| i b/ syst enl
ApmAgent I nstrument ation.jar

— Example:
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set CATALINA_HOME-=" C:\tomcat\apache-tomcat-9.0.2-windows-
x64\apache-tomcat-9.0.2"

set JvnmArgs=j avaagent : “CATALI NA HOVE% apnagent /| i b/
system ApmAgent | nstrumentation.jar

3. Start your Apache server:
C.\tontat\apache-tontat-9. 0. 2-w ndows- x64\ apache-tontat-9. 0. 2/
bi n>startup
e Apache Tomcat 8.5, 8, 7, 6
1. Change directory to the Apache bin folder:

cd C\tontat\apache-tontat-8.5.27-wi ndows- x64\ apache-
tontat-8.5.27\bin

Stop the Apache server:

C:\tontat\apache-tontat - 8. 5. 27- wi ndows- x64\ apache-t ontat - 8. 5. 27/
bi n>shut down

2. Double click t ontat <ver si on_numnber >w. exe or run it from the command
line.

For example, if you have Tomcat version 8, double click or run
t ontat 8w. exe.

" Note:

If you are installing APM Agent on a TomEE server, select
TonEE. exe instead. If you have trouble using TomEE.exe, see
this troubleshooting tip, Unable to open TomEE service during
installation.

3. When the Properties window pops up, click the Java tab and add the
following line to the Java Options:

-javaagent: C:\tontat\ apache-tontat - 8. 5. 27- wi ndows- x64\ apache-
tontat-8.5. 27\ apmagent\ | i b\ syst em ApmAgent | nstrunentation. j ar
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2] catalina-taskssml

| £ comrmans-dagrmon.jar

2] commans-daemon-native tar.gz
configtest.bat

B configtest.sh

B daemon.sh

digest.bat

B digest.sh

service bat

setclasspath.bat
B setclasspath.sh
shutdown.bat
B shutdown.sh
startup.bat

B startup.sh

%] tenative-1.dIl

% torncatexe

ﬁ tomcati.exe

|2 tomcat-juljar

2] tomcat-native.tar.gz
tool-wrapper.bat
B tool-wrapper.sh

wersion.bat

B version.sh

4. Start your Apache server:

C:\tontat\apache-tontat - 8. 5. 27- wi ndows- x64\ apache-t ontat - 8. 5. 27/

bi n>startup

Chapter 4
Configure the APM Agent as a Windows Service

11872018813 P XML Document 2KB
11820 Ry Apache Tomcat 85 Properties -
111872
1718208 | General I Log On I Logging | Java |Startup | Shutdown |
1872 [ use default
R Java Yirtual Machine:
111820

Citomcatijdkl .8 0_151jre\bin|servertijvm, di
1718720 | |
11180 Java Classpath:
17187200 | C:\tnmcat\apache-tomcat-s.5.27-windows-x64\apache-tomcat-B.5.27\,b\‘
111872 Java Options:
1418720 -Djava.util. logging. manager=org.apache. juli.ClassLoaderLogManage |

-Dijava,util. logging, config, File=C:\tomcatapache-tomeat-8,5,27-winc

11802 —wgtomcat\apachaftnmcatfﬂ.5‘27fW|ndDws—x64'Lanactht
1418720 —— "
111872

Java 9 Options:
171820
1718724 =
1718/
1718724 -
1718720 Initial memory poal: 128 ME
17182 Maximum memory pool: | 255 MB
VIS Theadstacksze: [ |
1118720
1718720 Apply
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Install and Configure APM Java Agent on

JBOsSS

Here are the requirements and instructions to install APM Java Agent on JBoss.

JBoss: Requirements and Installation Instructions

ORACLE

Prerequisites for Deploying APM Java Agent on a JBoss Server

e Supported versions:

JBoss EAP 6.1.1+

Wildfly 9.0.2

» JDK version 1.7 or above. If you are using JDK 1.6, either use a JDK 1.6 that
supports TLS 1.2 security protocol, or connect to OMC through a Gateway.

» If the JDK version you are running doesn't support TLS 1.2 security protocol, refer
to My Oracle Support Doc ID 2703411.1 before proceeding with the APM agent
installation.

e Other considerations:

The machine hosting the JBoss Server should be able to establish an

HTTPS connection either directly or indirectly (using a proxy server or an
Oracle Management Cloud gateway) to Oracle Management Cloud. For more
information about Oracle Management Cloud gateway, see Install a Gateway.

The HTTPS connection must use TLS 1.2 security protocol.
The install user of APM Java Agent should be the same as the JBoss user.

The JBoss Server user should have read and write permissions to the
directories that host the APM Java Agent, as well as the JBOSS Home.

Set the JBOSS HOME Variable

Set the JBOSS_HOME variable to point to the JBoss home directory.

e If you're using a Bash shell:

export JBOSS HOVE=<JBoss hone directory>

e Ifyou're using a C shell:
setenv JBOSS_HOME "<JBoss hone directory>"

Deploy a Gateway (Optional)

Gateway is not a mandatory component while deploying Oracle Application
Performance Monitoring; you can use a gateway in the following scenarios:
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» If you have an application server that does not support Transport Layer Security
(TLS) protocol 1.2

» If you have older versions of Java Application Servers with JDK less than 1.7 (for
example, Oracle WebLogic 10.3.6)

For instructions on how to deploy a gateway, see Install a Gateway.

Set the Gateway Variables (Optional)
Set the values for Gateway host and port.

* If you're using a Bash shell:

export GW HOST=<Gat eway Host Nane>
export GW PORT=<Gat eway Port>

e Ifyou're using a C shell:

setenv GWHOST "<Gateway Host Nanme>"
setenv GV PORT "<Gateway Port>"

If you are using more than one gateway, use the - addi ti onal - gat eways option with
the provisioning script.

Download the APM Java Agent Software for JBoss

1. On the Oracle Management Cloud home page, click the Oracle Management
Cloud Navigation icon on the top-left corner to view the Management Cloud
navigation pane.

2. Select Administration and Agents.

3. On the Oracle Management Cloud Agents page, click the Action Menu on the top
right corner of the page and select Download Agents.

The Agent Software Download page is displayed.
From the Agent Type dropdown list, select APM Agent.
Click APM Java Agent.

Extract the contents of the installer ZIP file.

N o g &

Create a registration key that will be used during the time of installing a new agent.
Oracle Application Performance Monitoring Cloud Service verifies this key before
accepting any data sent by APM Java Agent deployed on your on-premises hosts.
For more information about creating a registration key, see Manage Registration
Keys in Installing and Managing Oracle Management Cloud Agents.

Install and Provision APM Java Agent on JBoss

- Before you install the APM Java Agent, log in to the machine running the
application server as a user who installed the application server.

e The application server user should have Read-Write access to the APM Java
Agent directories.

To install and provision the APM Java Agent:
1. Navigate to the directory where you downloaded the APM Java Agent software.

2. Run the provisioning script as per your installation preference:
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Installation Preference

Provisioning Script

Basic Installation

Silent Installation

With Gateway

If you are using more than one gateway, use the -
addi ti onal - gat eways option.

In a Proxy Environment

chnmod +x

Provi si onApmJavaAsAgen
t.sh

v

Provi si onApmJavaAsAgen
t.sh -d ${JBCSS_HOVE}
-no-wal | et

chrmod +x

Provi si onApmJavaAsAgen
t.sh

v

Provi si onApmJavaAsAgen
t.sh -d ${JBOSS_HOVE}
- no- pr onpt

chnod +x

Provi si onApmJavaAsAgen
t.sh

N

Provi si onApmJavaAsAgen
t.sh -d ${JBOSS_HOVE}
-no-wal | et -gateway-
host {gw_host val ue},

- gat eway- port
{gw_port _val ue},

-addi tional - gat eways
https://

<gw_host _1>:<gw port 1
> https://

<gw_host _2>:<gw port 2
>

chnmod +x

Provi si onApmJavaAsAgen
t.sh

v

Provi si onApmJavaAsAgen
t.sh -d ${JBCSS_HOVE}
-no-wal l et -ph
{http_proxy_host} -pp
{http_proxy _port} -pt
{http_proxy_auth_token

}

ORACLE
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* -dis the absolute path of the home directory of your JBoss installation. The
APM Java Agent will be installed under this directory.

e -ph {http_proxy_host} (Optional) — the proxy server’s host name.
o -pp {http_proxy_port} (Optional) — the proxy server’s port.

e« -pt {http_proxy_auth_token}(Optional) — the authorization token that the
agent will use if the proxy server requires authentication. This parameter will
be passed literally as the proxy authorization header to the proxy server.

If you are using HTTP Basic authentication, it is recommended that you

omit this parameter. For details on HTTP Basic authentication, see Generate
Proxy Token. You can also specify the proxy wallet entry or NTLM credentials
token in the following format: donai n/ user nane: passwor d. For example:
exanpl edomai n/ sanpl euser : wel come

The command line displays your tenant name and the value you specified.

3. When prompted, provide the value of the registration key that you've created or
downloaded earlier.

If you are running the provisioning script with the - no- pronpt option, create a text
file containing the value of registration key, and provide the path to the file.
Example: ./ Provi si onApmJavaAsAgent . sh -d nydir -no-pronpt < regkey.txt
where regkey. t xt contains a single line with the registration key.

4. Review the values and confirm. To change the values, enter n and run the script
again with new values.

5. To proceed with the installation, entery.
The APM Java Agent is installed.

Provisioning APM Java Agent with Offline Installer
You can install and provision the APM Java Agent from an offline installer that you
have received over email.

To install from the emailed ZIP, the provisioning script needs to download the
configuration file from Oracle Management Cloud. Specify these additional options
while running the provisioning script:

Option Description
-tenant-id The Oracle Management Cloud tenant name.
-ont-server-url The URL of the Oracle Management Cloud server. Example:

https://onthost: port

Modify the Startup Script of Your JBoss Server

Modify the startup script of your application server to invoke Oracle Application
Performance Monitoring, when you start your JBoss/WildFly server.

To modify the st andal one. conf script of your JBoss/WildFly server:

1. Make a copy of your st andal one. conf file:

% cd $JBOSS_HOVE/ bi n
% cp standal one. conf standal one. conf.orig
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2. Move to the end of the st andal one. conf file, and add the following Java option:

JAVA_OPTS="$JAVA_OPTS

Dj boss. modul es. syst em pkgs=or g. j boss. byt eman, oracl e. security. pki,ora
cl e. apmaas. agent, or acl e. apnaas. r epackaged"

JAVA_OPTS="$JAVA OPTS -j avaagent : $JBOSS_HOMVE/ apragent /| i b/ syst eml
ApmAgent I nstrument ation.jar"

3. Stop and restart the JBoss Server:

% cd $JBCSS_HOVE/ bi n
% ./jboss-cli.sh -c :shutdown
% nohup ./standal one.sh -b 0.0.0.0& startup.log &

You can check the entries present in the $JBOSS_HOWE/ st ar t up. | og file to verify
that the JBoss Server has started.

4. If you have any managed JBoss application servers, stop and restart them.

Install and Provision APM Java Agent on JBoss on Microsoft Windows

ORACLE

You can install and provision the APM Java Agent on your JBoss domain installed on a
Microsoft Windows machine.

Before you install:

* Log in to the machine running the application server, as the same user who
installed the application server.

e Ensure that the application server user has Read-Write access to the APM Java
Agent directories.

To install and provision APM Java Agent on JBoss Server on Microsoft Windows:
1. Run the following command to provision the APM Java Agent:

set the DOVAIN HOME : set JBOSS HOVE=<JBoss_ Home Pat h>
Provi si onApmlavaAsAgent. cnd /d %BOSS _HOVEY / no- wal | et

2. Provision the APM Java agent. This enables the APM Agent to be invoked when
you restart the JBoss Server.

a. Make a backup copy of your st andal one. conf. bat file:

%d % BOSS_HOVE% bi n
%p standal one. conf.bat standal one.conf.bat.orig

Edit the st andal one. conf . bat file, add the following lines at the end of the file:

set "JAVA OPTS=%JAVA OPTS% -
D boss. modul es. syst em pkgs=or g. j boss. byt eman, or acl e. security. pki,ora
cl e. apmaas. agent, or acl e. apmaas. r epackaged"
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set "JAVA_OPTS=%JAVA_OPTS% -j avaagent : % BOSS_HOMVE%
\apnmagent\ i b\ syst eml ApmAgent | nstrunentation.jar"

4. Stop and restart the JBoss Server:

% cd <JBOSS_HOVE>\ bi n
% ./ standal one.conf.bat -b 0.0.0.0

You can check the entries present in the <JBOSS_HOVE>\ st ar t up. | og file to verify
that the JBoss Server has started.

5. If you have any managed JBoss application servers, stop and restart them.

Verify APM Java Agent Installation

See Verify APM Java Agent Installation.
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Install and Configure APM Java Agent on

Jetty

Here are the requirements and instructions to install APM Java Agent on Jetty.

Jetty: Requirements and Installation Instructions

ORACLE

Prerequisites for Deploying APM Java Agent on a Jetty Server

e Supported versions:

Jetty Server 7, 8, and 9

» JDK version 1.7 or above. If you are using JDK 1.6, either use a JDK 1.6 that
supports TLS 1.2 security protocol, or connect to OMC through a Gateway.

« If the JDK version you are running doesn't support TLS 1.2 security protocol, refer
to My Oracle Support Doc ID 2703411.1 before proceeding with the APM agent
installation.

* You can install one APM Agent in one instance of Jetty.

e Other considerations:

The machine hosting the Jetty Server should be able to establish an

HTTPS connection either directly or indirectly (using a proxy server or an
Oracle Management Cloud gateway) to Oracle Management Cloud. For more
information about Oracle Management Cloud gateway, see Install a Gateway.

The HTTPS connection must use TLS 1.2 security protocol.

The install user of APM Java Agent should be the same as the Jetty Server
user.

The Jetty Server user should have read and write permissions to the
directories that host the APM Java Agent, as well as the Jetty Server Home.

Set the JETTY_HOME Variable

Set the JETTY_HOME variable to point to the Jetty destination directory.

e If you're using a Bash shell:

export JETTY HOVE=<Jetty destination directory>

e Ifyou're using a C shell:

setenv JETTY HOVE"<Jetty destination directory>"

Deploy a Gateway (Optional)

Gateway is not a mandatory component while deploying Oracle Application
Performance Monitoring; you can use a gateway in the following scenarios:
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» If you have an application server that does not support Transport Layer Security
(TLS) protocol 1.2

» If you have older versions of Java Application Servers with JDK less than 1.7 (for
example, Oracle WebLogic 10.3.6)

For instructions on how to deploy a gateway, see Install a Gateway.

Set the Gateway Variables (Optional)
Set the values for Gateway host and port.

* If you're using a Bash shell:

export GW HOST=<Gat eway Host Nane>
export GW PORT=<Gat eway Port>

e Ifyou're using a C shell:

setenv GWHOST "<Gateway Host Nanme>"
setenv GV PORT "<Gateway Port>"

If you are using more than one gateway, use the - addi ti onal - gat eways option with
the provisioning script.

Download the APM Java Agent Software for Jetty

1. From the main Oracle Management Cloud menu, navigate to Administration and
Agents.

2. On the Oracle Management Cloud Agents page, click the Action Menu on the top
right corner of the page and select Download Agents.

The Agent Software Download page is displayed.
3. From the Agent Type dropdown list, select APM Agent.
4. Click APM Java Agent.

5. Extract the contents of the installer ZIP file.

Install and Provision APM Java Agent on Jetty

- Before you install the APM Java Agent, log in to the machine running the
application server as a user who installed the application server.

e The application server user should have Read-Write access to the APM Java
Agent directories.

To install and provision the APM Java Agent:

1. Navigate to the directory where you downloaded the APM Java Agent software.

2. Run the provisioning script as per your installation preference:
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Installation
Preference

Provisioning Script

Basic Installation

Silent Installation

With Gateway

If you are using
more than one
gateway, use

the - addi ti onal -
gat eways option.

In a Proxy
Environment

chmod +x Provi si onApmJavaAsAgent . sh
. Provi si onApmlavaAsAgent . sh -d ${JETTY_HOME} -no-
wal | et

chmod +x Provi si onApmlavaAsAgent . sh
./ Provi si onApmlavaAsAgent . sh -d ${JETTY_HOVE} - no-
pr onpt

chnod +x Provi si onApmlavaAsAgent . sh

. Provi si onApmlavaAsAgent . sh -d ${JETTY_HOME} -no-
wal | et gat eway-host {gw host val ue}, -gateway-port
{gw port _val ue},

-addi tional - gat eways

https://<gw host 1>:<gw port 1> https://

<gw_host _2>:<gw port 2>

chmod +x Provi si onApmJavaAsAgent . sh

. Provi si onApmlavaAsAgent . sh -d ${JETTY_HOME} -no-
wal | et -ph {http_proxy_host} -pp {http_proxy_port}
_pt

{http_proxy_auth_token}

e -dis the absolute path of the home directory of your Jetty installation. The
APM Java Agent will be installed under this directory.

e -ph {http_proxy_host} (Optional) — the proxy server’s host name.

e -pp {http_proxy_port} (Optional) — the proxy server’s port.

o« -pt {http_proxy_auth_token}(Optional) — the authorization token that the

agent will use if the proxy server requires authentication. This parameter will
be passed literally as the proxy authorization header to the proxy server.

If you are using HTTP Basic authentication, it is recommended that you omit
this parameter. For details on HTTP Basic authentication, see Generating
Proxy Token. You can also specify the proxy wallet entry or NTLM credentials
token in the following format: domai n/ user name: passwor d. For example:
exanpl edonai n/ sanpl euser : wel come

The command line displays your tenant name and the value you specified.

When prompted, provide the value of the registration key that you've created or

downloaded earlier.

If you are running the provisioning script with the - no- pronpt option, create a text
file containing the value of registration key, and provide the path to the file.
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Example: . / Provi si onApmlavaAsAgent . sh -d mydir -no-pronpt < regkey.txt
where regkey. t xt contains a single line with the registration key.

4. Review the values and confirm. To change the values, enter n and run the script
again with new values.

5. To proceed with the installation, enter y.
The APM Java Agent is installed.

Install APM Java Agent on a Microservice

When running the APM Java Agent provisioning script on an application or
microservice using Dropwizard or similar embedded Jetty framework, the installation is
very similar to standalone Jetty. First, if your microservice does not have a standard
server home (DOMAIN_HOME, CATALINA_ HOME, etc.), you can simply choose an
empty directory for it. Once it's provisioned, add:

-j avaagent : <pat h-t 0- agent >/ apnagent / | i b/ syst em
ApmAgent I nstrument ation.jar

to the startup command line or script for your application or microservice.

Example:

java -javaagent:/u0l/apnmagent/|ib/systenm ApmAgent | nstrumentation.jar -
jar my-nicroservice-1.0.jar server config.yn

Provision APM Java Agent with Offline Installer
You can install and provision the APM Java Agent from an offline installer that you
have received over email.

To install from the emailed ZIP, the provisioning script needs to download the
configuration file from Oracle Management Cloud. Specify these additional options
while running the provisioning script:

Option Description
-tenant-id The Oracle Management Cloud tenant name.
-ont-server-url The URL of the Oracle Management Cloud server. Example:

https://onthost: port

Modify the Startup Script of Your Jetty Server

Modify the startup script of your application server to invoke the Oracle Application
Performance Monitoring Cloud Service configuration settings, when you start your
application server.

To modify the java -jar start.jar script of your Jetty server home:

1. Make a copy of yourjava -jar start.jar file:

% cd $JETTY_HOVE/ bin
%cp java -jar start.jar java -jar start.jar.orig
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2. Using a text editor, edit the original script to add the - j avaagent option. To send
the Jetty server data to APM Agent, append the following class path, along with
ApmAgent | nstrunent ation. j ar

java -javaagent:/u0l/apnmagent/|ib/systenl
ApmAgent I nstrunmentation.jar -jar start.jar

3. Restart the Jetty server.

Java Agent Installation

See Verifying APM Java Agent Installation.
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Install and Configure APM Java Agent on
Peoplesoft

Here are the requirements and instructions to install APM Java Agent on Peoplesoft.

Peoplesoft: Requirements and Installation Instructions

ORACLE

Prerequisites

PeopleSoft running on PeopleTools 8.55 with WebLogic container for PeopleSoft
Ul — PeopleSoft Internet Architecture (PIA)

If the JDK version you are running doesn't support TLS 1.2 security protocol, refer
to My Oracle Support Doc ID 2703411.1 before proceeding with the APM agent
installation.

The HTTPS connection must use TLS 1.2 security protocol.

Download the APM Java Agent software referring to the install instructions for the
APM Java Agent for WebLogic Server. See Install and Configure APM Java Agent
On Oracle Weblogic Server.

Install the APM Java Agent software.

After installing the APM Java Agent software, perform these steps to provision the
APM Java Agent on PeopleSoft:

1.

Navigate to the PIA Domain Administration Menu:

a. From the shell prompt, start the psadmin utility with the following command:
b. Select 4 for Web (PIA) Server.

c. Select 1 to administer a domain.

d. Select the PIA domain where to install the APM Agent.

Edit the configuration files:

a. View the list of configuration files to edit, by executing command 5.

b. Select 1 to edit the set Env file. The set Env file will open in a Vi editor.

c. Search for the corresponding JAVA OPTI ONS_<Qper ati ng Syst en® variable
and add the following option:

JAVA_OPTI ONS_<Operating Systenr="${JAVA OPTI ONS_<QOper ati ng
Systen} -javaagent: ${ DOVAI N HOVE}/ apmagent /| i b/ syst en
ApmAgent | nstrunmentation.jar" where <Operating Systenm> is the
operating systemthat PeopleSoft PIA runs on.

d. Save the changes made to the set Env file and exit the Vi editor, to see the list
of configuration files.
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Type q to exit this menu, and to see the PIA Administration menu.

3. Reboot the PIA domain:

a.
b.
c.

d.

Navigate to the PIA Domain Administration menu. Refer to step 1.

Select 2 to shut down the domain.

Select 3 to get the status of the domain to check if it is still running.

Select 1 to boot this domain to complete the restart of the PIA domain.

Peoplesoft: Custom Instrumentation Set Up for Tuxedo

You can set up custom instrumentation to add monitoring capabilities to Peoplesoft.

To set up custom instrumentation for Tuxedo in Peoplesoft, do the following:

* Create a file named custom-pointcuts.properties with the following entries:

#Poi ntcut for JOLT

poi
poi
poi
poi
poi
poi
poi

ntcut-jolt.
ntcut-jolt.
ntcut-jolt.
ntcut-jolt.
ntcut-jolt.
ntcut-jolt.
ntcut-jolt.

class = bea.jolt.Jolt RemoteService

met hod = cal |

paranTypes = bea.jolt. Transaction
paransTypes = bea.jolt. Transaction

val ue.exit.jolt-service.path = this.getNane()
operationName = Tuxedo {val ue.jolt-service}
tier = external

Save the custom-pointcuts.properties file under the configuration directory

for the specific WebLogic Server in the apmagent directory. For

example, configuration directory: <psft _home>/ psadn®/ psft/ pt/ 8. 56/ webser v/
peopl esof t / apmagent / confi g/ Pl A/

e Update file: Agent St art up. properties located under <APM agent _instal | _dir>/
confi g directory and add entry:

oracl e. apmaas. agent . probe. cust om enabl eMet hodl nvocati on = true

» Restart the application server for the configuration changes to take effect.

After the pointcut is enabled, the Tuxedo wait time (the time it takes the Tuxedo
servers to request and get the data from the database) will be marked as external.
It will be visible in the server request list and detail pages, and also in the topology
views. In addition, the name of the requested Tuxedo service will be available in the
aggregated call stack view.

For more details, see Set Up Custom Instrumentation from Using Oracle Application
Performance Monitoring.

ORACLE
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Install and Configure APM Java Agent on
Oracle E-Business Suite

You can monitor the performance of Oracle E-Business Suite applications using
Oracle Application Performance Monitoring.

Oracle E-Business Suite: Requirements and Installation

Instructions

You can install Oracle APM Java Agent to monitor Oracle E-Business Suite (EBS)
applications.

Prerequisites for Deploying APM Java Agent on Oracle E-Business Suite

The machine hosting Oracle E-Business Suite should be able to establish an
HTTPS connection either directly or indirectly (using a proxy server or an Oracle
Management Cloud gateway) to Oracle Management Cloud. For more information
about Oracle Management Cloud gateway, see Install a Gateway.

The HTTPS connection must use TLS 1.2 security protocol.

If the JDK version you are running doesn't support TLS 1.2 security protocol, refer
to My Oracle Support Doc ID 2703411.1 before proceeding with the APM agent
installation.

The install user of APM Java Agent should be the same as Oracle E-Business
Suite install user.

The Oracle E-Business Suite user should have read and write permissions to the
directories that host the APM Java Agent.

Download the APM Java Agent Software for Oracle E-Business Suite

1.

From the Oracle Management Cloud menu, navigate to Administration and
Agents.

On the Oracle Management Cloud Agents page, click the Action Menu on the top
right corner of the page and select Download Agents.

The Agent Software Download page is displayed.
From the Agent Type dropdown list, select APM Agent.
Click APM Java Agent.

Extract the contents of the installer ZIP file.

Install and Provision APM Java Agent on Oracle E-Business Suite

ORACLE

Before you install the APM Java Agent, log in to the machine running the
application server as a user who installed the application server.
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* The application server user should have Read-Write access to the APM Java
Agent directories.

To install and provision the APM Java Agent:
1. Navigate to the directory where you downloaded the APM Java Agent software.

2. Run the provisioning script:

chmod +x Provi si onAPMJavaAsAgent . sh
$ ./ ProvisionApmlavaAsAgent . sh -d <PATH TO fs_ne> -no-wal | et

» -dis the absolute path of the home directory of the WebLogic Server domain.
The APM Java Agent will be installed under this directory.

e <PATH_TO fs_ne> is the full path for the non edition directory. For
example: / u0l/ ebs122/ fs_ne/ . Alternatively, any other non edition location
can be used (i.e., not under fsl or fs2).

* Note the installation shown here is for an environment without a gateway or a
proxy.

3. When prompted, provide the value of the registration key that you've created or
downloaded earlier.

4. Review the values and confirm. To change the values, enter n and run the script
again with new values.

5. To proceed with the installation, entery.

The APM Java Agent is installed.

Enable the APM Java Agent in the WebLogic Managed Servers

To enable the access to Oracle E-Business Suite from Oracle Application Performance
Monitoring, JVM configuration changes must be made to the WebLogic Managed
Servers. Perform the following steps on each of the managed servers of the oacore,
oafm, forms and forms-c4ws services:

1. Log in to the WebLogic Server Administration Console as a user with admin
security role. By default, it's the user webl ogi c.

2. Click Servers. The WebLogic Administration Server and Managed Servers
summary page is displayed.

3. Choose the managed server for which to change the configuration - oacore,
oafm, forms or forms-c4ws. If you need to monitor the Java applet traffic in
Oracle E-Business Suite Forms Applications then also include the forms server
and then refer to Deploy the APM Java Agent with Oracle Forms Monitoring.

4. A page containing various tabs for the settings of the managed server appears.
Click Server Start tab.
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In the Change Center, click Lock and Edit. Update the Arguments field with the
parameters required for Oracle Application Performance Monitoring. Ensure that
the existing arguments are not altered.

-j avaagent : <PATH TO fs_ne>/ apmagent /| i b/ system
ApmAgent I nstrument ation. jar

Click Save.

In the Change Center, click Activate Changes to activate the changes.

Repeat all the above steps for each of the managed servers of the oacore,
oafm, forms and forms-c4ws services, till each managed server has the JVM
arguments updated.

Restart the managed servers using the script available at $ADM N_SCRI PTS_HOME in
the Oracle E-Business Suite environment for stopping and starting the managed
servers.

Once you have successfully installed an APM Agent, you can enable End User
Monitoring in an Oracle E-Business Suite environment by configuring browser agents
with Reference injection type for APM Agents related to oacore managed servers.
See Enable and Configure End User Monitoring.

Configure User Name Reporting for Oracle E-Business

Suite

ORACLE

To configure user name reporting for Oracle E-Business Suite, do the following:

1.

Create a file in the $OA_HTM. directory on the EBS server. For example
onc_user nane. ht m

Insert one of the javascript tags described under get username from EBS
Username on Configure User Name Reporting.

The exact tag to be used depends on details of your EBS deployment.

For example, you can insert the following javascript snippet:

<head>

</ head>
<body>

<script type='text/javascript' charset="UTF-8' >
var nanefronCooki e = apnmeum util . get Cooki e(' EBSUSERNAME' ) ;
i f (namefronCookie != null && namefronCookie.length > 0) {
apnmeum user name = narmef r onCooki e;
} else {
var spanListl
var spanList2

document . get El ement sByd assName("x1f");
document . get El enent sByd assName(" x2u");
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if (spanListl !'= null && spanListl.length > 0) {
var | ogi nNanme = spanList1[0].innerHTM;
apnmeum user name = | ogi nNarre. repl ace(' wel come ',"'");

} else if (spanList2 !'= null && spanList2.length > 0) {
var | ogi nNanme = spanList2[0].innerHTM;
apneum user narme = | ogi nNarre;

}

}

</script>
</ body>

The above javascript snippet captures the EBSUSERNAME EBS user name value and
stores it into a cookie in case there are pages where the EBS user name variable
isn't present, but you still require the value of the EBS user name.

3. Loginto EBS as the SYSADMIN user and select the Functional Administrator
Responsibility option.

4. Navigate to Personalization tab and enter the path / or acl e/ apps/ f nd/ sso/ | ogi n/
webui and click Go to retrieve the document.

5. Select the Personalize Page icon for the MainLoginPG document.

6. Accept the defaults on the Choose Personalization Context screen and
click Apply. Note that the scope is now / or acl e/ apps/ f nd/ sso/ | ogi n/ webui /
Mai nLogi nPG.

7. Select the Complete View option under Personalization Structure, and click on
the Create Item icon for the Page Layout row.

8. On the Create Item form, do the following:
* Set Item Style to URL include.
» Enter a name for the ID, for Example OMC_USERNAME.

e Set Source URI to/ QA HTM./ ont_user nane. ht m (This is the file created in
Step 1).

* Click Apply to save changes.

On the Personalization page you will see the "include url" item added using the
steps above.

9. Verify in a new browser window that the name is captured and showing up as
a cookie, as well as in the information send via a POST command to the OMC
collector.

Deploy the APM Java Agent with Oracle Forms Monitoring

You can deploy APM Java Agent with Oracle Forms Monitoring in Oracle E-Business
Suite.

Prerequisites
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Oracle Forms server needs to be configured in servlet mode: A Java servlet,
called the Forms Listener servlet, manages communication between the Forms
Java client and the OracleAS Forms services.

To check if Oracle Forms server is running in servlet mode, do the following:

— Set the environment variables for Oracle E-Business Suite using the script
EBSapps. env.
For example: source /u01/instal | / APPS/ EBSapps. env run

— Check if servlet mode is configured by inspecting the value of connect Mode
parameter from the Forms configuration file.

$ grep connect Mode $FORMS VEEB CONFI G _FI LE
connect Mbde=ser vl et

For more information about checking if Oracle Forms server is running in
servlet or socket mode, see Checking Socket and Servlet Mode.

Ensure that the Forms Server is sending the For m Nane inside the Forms protocol.

In order to do that, you need to configure the parameter
FORMS_RUEI _SEND_FORM NAME=TRUE in the def aul t . env file or the $APPL_TOP/
APPS<S_CONTEXTNAME>. env file.

Ensure that Forms is patched by checking if parameter:
FORMS_RUEI _SEND_FORM NAME is available.

If the following command returns FORMS_RUEI _SEND FORM NAME then the Forms
environment is patched.

$ strings $ORACLE HOME/lib/libiffw so | grep RUEl
FORVS_RUEI _SEND_FORM NAME

Check if Forms server is running and the environment is set correctly by running
the following command:

$ strings /proc/$(pgrep -x frmweb)/environ | grep RUE
FORMS_RUEI _SEND FORM NAVE=TRUE

If the command returns: strings: '/proc//environ': No such file thenthe
fr mveb process is not running and you need to start it to make sure that it is
running. You may need to have a LIVE applet session running in order for this
process to exist.

Deploy the APM Java Agent with Oracle Forms Monitoring

1.

Follow the instructions for Download the APM Java Agent Software for Oracle
E-Business Suite and Install and Provision APM Java Agent on Oracle E-Business
Suite.

Follow the instructions for Enable the APM Java Agent in the WebLogic Managed
Server and deploy the APM Java Agent to the managed server. The Forms
managed server is usually called forms_serverl.

Start the managed server: forms_serverl.
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4. Verify that the last line in <domai n- home>/ apmagent /| ogs/ f or ns_ser ver 1/
Agent St art up. | og looks similar to the following:

0xd<2019- 03- 20T11: 37: 18. 800- 0700> | NFO <STARTUP> Agent startup
successfully conpleted - the agent is now operational and
monitoring traffic

APM Java Agent supports Oracle Forms monitoring only with Oracle E-Business Suite
release 12. Older releases are not supported.
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Topics:

* Agent Requirements and Installation Instructions
*  Verify the APM .NET Agent Installation

* Configure APM .NET Agents

Agent Requirements and Installation Instructions

Prerequisites

*  Windows Server 2008 and above

* .Net Framework 3.5 and above

" Note:

If your APM is installed on .Net Framework 3.5 Classic, then, APM
does not monitor the static file request page. The .Net Framework 3.5
Integrated and other higher versions of the .Net framework supports
static file request monitoring by APM.

e Java Application Servers with JDK version 1.7 or above. If you are using JDK 1.6,
either use a JDK 1.6 that supports TLS 1.2 security protocol, or connect to OMC
through a Gateway.

e If the JDK version you are running doesn't support TLS 1.2 security protocol, refer
to My Oracle Support Doc ID 2703411.1 before proceeding with the APM agent
installation.

e For monitoring of .NET applications on Windows, only one APM product should be
configured on a system at a time.

»  Other considerations:

— The machine hosting the IIS Server should be able to establish an HTTPS
connection either directly or indirectly (using a proxy server or an Oracle
Management Cloud gateway) to Oracle Management Cloud. For more
information about Oracle Management Cloud gateway, see Install a Gateway.

— The HTTPS connection must use TLS 1.2 security protocol.

— The users that run applications in IIS should have Read and Write
permissions to the .Net agent log directories. By default, the log directory is
C:.\ ProgranDat a.

— The user should have Administrator Access to the machine where APM .Net
Agent will be deployed.
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— The user should have the ability to restart IIS.

Set the Registration Key

After creating or downloading a registration key, set the REG_KEY variable to the
registration key.

set REG KEY=<Regi stration Key>

Deploy the Gateway (Optional)

A gateway is not a mandatory component while deploying Oracle Application
Performance Monitoring. Use the gateway in the following scenarios:

e If you have an application server that does not support Transport Layer Security
(TLS) protocol 1.2.

e If you have older versions of .NET IIS servers and Java Application Servers with
JDK less than 1.7 (for example, Oracle WebLogic 10.3.6)

For instructions on how to deploy the gateway, see Instal a Gateway in Installing and
Managing Oracle Management Cloud Agents.

Set the Gateway Variables (Optional)

Set the values for Gateway host and port.

set GWHOST "<Gateway Host Nane>"
set GWN PORT "<Gateway Port>"

Download the APM .NET Agent Software

1. From the main Oracle Management Cloud menu, navigate to Administration and
Agents.

2. On the Oracle Management Cloud Agents page, click the Action Menu on the top
right corner of the page and select Download Agents.

The Agent Software Download page is displayed.

From the Agent Type dropdown list, select APM Agent.
Click APM .Net Agent.

Extract the contents of the installer ZIP file.

Click Done after the download is complete.

N o g ;@

Create a registration key that will be used during the time of installing a new agent.
Oracle Application Performance Monitoring Cloud Service verifies this key before
accepting any data sent by APM .Net Agent deployed on your on-premises hosts.
For more information about creating a registration key, see Manage Registration
Keys in Installing and Managing Oracle Management Cloud Agents.

8. Enable the performance counters of the IIS application you wish to monitor. For
this, the application pool user must be a member of the 'Performance Monitor
Users' group. Refer to the Microsoft [IS documentation for detailed instructions.

Install the APM .NET Agent Software

To install the APM .Net Agent on your IIS server:
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Make a backup of the following system configuration files:

* C\Wndows\ Syst enB2\i net srv\ config\applicationHost.config

e C\Wndows\ M crosoft. NET\ Framewor k\ v4. 0. 30319\ Confi g\ web. config

e C\Wndows\ M crosoft.NET\ Framewor k\ v2. 0. 50727\ CONFI G web. confi g

e C\Wndows\M crosoft.NET\ Framewor k64\ v4. 0. 30319\ Confi g\ web. config
C\Wndows\ M crosoft.NET\ Framewor k64\ v2. 0. 50727\ CONFI G web. confi g
Stop the IIS server.

iisreset /stop

Execute the APM .Net Agent installer.

Ensure that the Agent Confi g. i nf o file is in the same directory as the
ApmAgent . nsi file.

Run the ApmAgent . nsi executable. The APM .Net Agent installation wizard guides
you through the installation process.

The Installation wizard performs a check of these pre-requisites before proceeding
with the installation:

a. User without administration privileges
b. IflISis installed
c. IflISis installed without ASP .Net

d. If the user does not have the permission to access this path —
"C:\ W ndows\ Syst enB2\i net srv\ confi g\ applicationHost. config"

A warning is displayed if any of the pre-requisites are not met.
* Choose No to exit the installation.
* Choose Yes to proceed anyway.

However, if you proceed without all the pre-requisites in place, the installation of
the APM .Net Agent will not be successful.

Specify the installation directory.

Optionally, select Configure Proxy and specify the proxy information. The
password that you specify here is encrypted to enhance security.

Optionally, select Configure Gateways and specify the Gateway information.

In the Set Registration Key field, provide the Registration Key. You can get this
from the Registration Keys tab in the Oracle Management Cloud Agents page.

In the Set Host Name field, review the default host name, and modify if required.

Select the applications to be monitored in the Monitored Application
Configuration screen. You can choose to monitor all applications on the IIS
server, or manually select specific applications from the list.

You can change this list of applications to be monitored anytime after the
installation. See Enable Monitoring of Specific Applications.

Click Install.
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14. For Silent Installation, run this command:

nsi exec /i <nmsi file name> /quiet /log <log name to redirect
the installation output> REG STRATI ON KEY=<reg key val ue>
AGENTCONFI GEXI STS=1

" Note:

For a silent mode install with proxy, run this command instead:

msi exec /quiet -i <msi file name> SERVER URL=<t he server
url > TENANT | D=<t he tenant | D> REG STRATI ON_KEY=<reg

key val ue> PROXY_ENABLE=1 PROXY_ HOST=<t he proxy url>
PROXY_PORT=<t he proxy port> PROXY_USER=<proxy user name>
PROXY_PASSWORD=<t he proxy password>

15. Start your IS server.

iisreset /start

< Note:

APM .NET Agent uses .NET Profile API like most of the 1IS monitoring tools.
This might lead to potential conflicts when APM .NET Agent is installed
alongside another 1IS monitoring tool. As a result, both APM .NET Agent

and another tool may not be able to detect or correctly monitor IIS application
that needs to be monitored.

Enable Monitoring of Specific Applications

You can configure APM .Net Agent to monitor specific applications installed on your IIS
server. You can choose the applications to be monitored during the installation. You
can also choose to add a new application to be monitored, or stop monitoring some
applications after the installation.

To manually configure applications to be monitored by APM .Net Agent:
1. Disable monitoring globally for the APM .Net Agent.

a. Inthe installation directory, check the global Agent Confi g. i ni file. By default,
the installation directory is C.\ Program Fi | es\Oracl e APM . NET Agent.

b. Disable global monitoring for all applications with this setting:
oracl e. apmaas. agent . di sabl e=true

2. Enable monitoring for a specific application.

a. Navigate to the Agent’s instance directory:
C:\ ProgranDat a\ Oracl e\ ApmAgent\ confi g\ <webSi t e><webAppl i cati on>.
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b. Edit the Agent Confi g.ini file and enable monitoring with this setting:

oracl e. apmaas. agent . di sabl e=f al se

Repeat this for every application to be monitored.

Verify the APM .NET Agent Installation

Use the Oracle Application Performance Monitoring Web Console

Examine the APM .Net Agent logs located at
C:\ ProgranDat a\ Oracl e\ ApmAgent\ | ogs\ <site>\.

Note that the log files are not initially created, even if the installation of APM was

successful. The log files get created and populated only when the application you
are monitoring is running, and shows some activity which results in data depicted
on the Oracle Application Performance Monitoring Web UI.

» If the agent logs are empty without any data, check the Windows Event
Viewer for any possible problems with the agent installation. (See Custom
Views and select Administrative Events.)

* If you see the following message

The underlying connection was closed: Could not establish trust relationship
for the SSL/TLS secure channel

in the agent logs, it means that the Oracle Management Cloud

certificate was not provisioned since the certificate was not available.

Add the root certificate ents. cer to the trusted root certification

authorities on your local machine. See https://technet.microsoft.com/en-in/
library/cc754841.aspx#BKMK _addlocal.

Configure APM .NET Agents

You can configure deployment parameters of your APM .Net Agent to control the
monitoring of applications.

ORACLE

APM .Net Agent Installation Directories
Configuration Directory

Logs Directory

Important Considerations
Configuration Settings

Proxy and Gateway Settings

Disable Browser Agent Monitoring by APM .Net Agent

APM .Net Agent Installation Directories

The APM .Net Agent installation directory has an installation directory, configuration
directory and logs directory.
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The agent installation directory is specified by the environment
variable ORACLE_APM AGENT_HOME, which gets automatically set by the installer. Each
agent instance contains configuration directory and logs directory.

Examples:

Installation Directory: ¢:\ Program Fil es\Oracl e APM . Net Agent
Configuration directory:c: \ Progr anDat a\ Or acl e\ ApmAgent \ conf i g\ <appName>
Logs directory: c: \ ProgranDat a\ Or acl e\ ApmAgent \ | ogs\ <appName>

Configuration Directory

By default, the agent configuration directory for a monitored application is
c:\ ProgranDat a\ Or acl e\ ApmAgent \ confi g\ <appName>.

You can customize the configuration of an APM .Net Agent instance by adding an
Agent Confi g.ini file to the configuration directory. By customizing the configuration
you can disable or turn log traces for a specific agent.

After you have made the configuration changes, only the agent instance using this
configuration directory will detect the configuration change and restart. If several
agent instances are monitoring the same replicated application, all agent instances
will detect the configuration change and restart.

Logs Directory

The APM .Net Agent logs directory contains three log files: Agent Start up. | og,
Agent St at us. | og and Agent . | og.

e Agent Startup. | og contains the agent logs related to startup. You can verify if the
agent started up correctly from this file.

* Agent. | og contains all agent logs, including the logs found in Agent St art up.

The change the level of logging in these files, see Configuration Settings.

Important Considerations
Some important considerations before configuring the parameters:

1. Any change to the installed configuration files (Agent Confi g.ini and OMC. i ni ),
applies to all agent instances running on the machine.

2.  An agent automatically detects any change to any of its configuration files. When
this happens an agent restarts, making any new setting immediately active. If a
change is made to the installation directory configuration files (Agent Confi g. i ni or
OWLC. i ni ), all agents on the machine restart reading the changed configuration files
as they start up. If a specific Agent Confi g. i ni configuration file gets changed (for
example, from an agent instance configuration directory), only the specific agent
restarts.

Configuration Settings

Property Description

oracl e. apmas. agent . di sabl e Defaults to Fal se when not specified. If
set to Tr ue, the agent is disabled (agent
instance is shutdown).

9-6



ORACLE

Chapter 9
Configure APM .NET Agents

Property

Description

oracl e. apmaas. agent . trace. boot strap.

[imtoracle. apmaas. agent.trace. boots

trap.rotation

oracl e. apmaas. agent.trace. startup. i
m t

oracl e. apmaas. agent . trace. startup.ro

tation

oracl e. apmaas. agent.trace. status.lim

it
oracl e. apnmas. agent . trace. st at us. r ot
ation

oracl e. apmaas. agent.trace. limt
oracl e. apmaas. agent.trace.rotation

oracl e. apmaas. agent.trace. <area> =
<l evel >

oracl e. apmaas. agent.trace = <l evel >

oracl e. apmaas. agent.trace. flow =
ver bose

oracl e. apmas. agent . trace. overhead =
verbose | all

Agent Boot st rap log file settings —

* Rotation default is 2

e Limit default is 20 Mb

e Limit indicated in Mbs (Example: 10 for
10 Mb)

Agent St art up log file settings —

*  Rotation default is 2

e Limit default is 20 Mb

e Limit indicated in Mbs (Example: 10 for
10 Mb)

Agent St at us log file settings —

* Rotation default is 2

e Limit default is 20 Mb

e Limit indicated in Mbs (Example: 10 for
10 Mb)

Agent log file settings —

* Rotation default is 2

e Limit default is 20 Mb

e Limit indicated in Mbs (Example: 10 for
10 Mb)

area: Instrumentation, Startup,

H tp, MetricsProcessor, Sanpling,
Handl er, Transport, Config,

I nternal Metrics, Sql Server,
Uility, Injection level: verbose,
all, off

Al trace areas
| evel : verbose, all, off

When the trace area flow is enabled with
the level ver bose, detailed traces of the
flow processor are logged in a file named
Agent Fl owTr ace. | 0g. See section below
for details.

Enable this to get a dedicated log file named
Agent Over headSt at us. | og created. The
file contains metrics on probe, transport
(ver bose) and optionally JSON, core
runtime (all) internal processing overhead
metrics, and some memory metrics. These
metrics can be used to get the time that
the agent adds (overhead) to the monitored
application, in microseconds. Note that
fetching these metrics also adds overhead,
so the real overhead is few microseconds
less than the logged overhead.
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Property

Description

oracl e. apmas. agent . trace. over head. f or

mat = csv | json

oracl e. apmaas. agent . trace. observati o

ns = verbose

oracl e. apmaas. agent .t est ServerUr|l =
file | url

OR

oracl e. apmaas. agent . trace. observatio

ns.locationWl = file | ur

oracl e. apmaas. agent . i dentity. concurr
ent . max

Set this property value to CSV to

get a Comma Separated Values output
format instead of a user readable

text format (this applies to the

Agent Over headSt at us. | og file). Set this
value to j son to create separate JSON
files. If the j son format is specified,

the file Agent Over headSt at us. | og is not
created.

Set this property to log all observations sent
by the agent in a local file, within the agent
log directory. By default, the file name is
(bservati ons. | 0g. Use one of properties
below instead of this one to specify a
different file name.

Set any of these properties to a file name to
log observations within the specified file
name in the agent log directory. If a URL is
specified (typically the URL Agent CLI
listens on), observations will be sent to the
specified URL. If the agent is setup to
communicate with cloud services,
observations will be sent both to cloud
services and to the specified URL. To
disable communication with cloud services
and only have the agent communicate with
the specific URL, set the property

oracl e. apmas. agent . t est. ski pC oud
Startup=true

Note that if you log observations within a
file, you can also use the following setting:

oracl e. apmaas. agent . trace. observ
ations. naxSi zeMB (sanme as

limt, defined for Java cross

pl atform conpatibility)

oracl e. apmaas. agent . trace. observ
ations.limt (same semantic as
linit described above)

oracl e. apmaas. agent . trace. observ
ations.rotation (sane senantic
as rotation described above)
oracl e. apmaas. agent . trace. observ
ations.prettyPrint (set it to
true, to pretty print |ogged
observati ons)

Maximum number of agents allowed
to run concurrently (should be equal
to max_wor ker _proecess defined in
Appl i cati onPool .

The default value is 1.
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Property Description

When all agent identities are being used,
oracl e. apmaas. agent. | ock.identity.wa this property defines how long (in ms)
it]nMs the .Net Agent will wait before trying to

retrieve agent identity again.

The default value is 10 seconds.

When all agent identities are being used
oracl e. apmaas. agent. | ock.identity.wa andthe .Net Agentis trying to retrieve agent
it Ti mesToWi teLog identity again, this property defines after

how many times of trying, the .Net Agent will

write a log to inform user that it is still trying.

The first trying will always be logged.

The default value is 120.

Proxy and Gateway Settings

If you are installing and provisioning the APM .Net Agent in environments that
require the use of proxy servers, use these additional options. Contact your network
administrator for these values.

Proxy Parameters

Option Description

oracl e. apmas. agent . pr oxyHost The proxy server’s host name. This is an
optional parameter.

oracl e. apmaas. agent . proxyPort The proxy server’s port. This is an optional
parameter.

oracl e. apmaas. agent . pr oxyAut hUser This is the user name the agent will use if the

proxy server requires authentication.

oracl e. apmaas. agent . proxyAut hPasswor | This is the password required if the proxy
d server requires authentication.

oracl e. apmaas. agent . pr oxyAut hDomai n | This is the name of the domain if the proxy
server requires authentication.

If you are installing and provisioning the APM .Net Agent in environments that require
the use of Gateway, use these additional options. Contact your network administrator
for these values.

Gateway Parameters

Option Description
oracl e. apmaas. agent . upl oadRoot The APM agent's root directory.
oracl e. apmaas. agent . col | ect or Root The APM agent's collector root.

Disable Browser Agent Monitoring by APM .Net Agent
In the APM .Net Agent’s configuration file, make the following settings:

» To disable monitoring: or acl e. apmaas. agent . enabl eBr owser Agent =f al se

» To disable specific URLSs:
oracl e. apmaas. agent . j si nj ecti on. di sabl eRegex=<r egex>
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e Addoracl e. apmaas. agent . browser. observati ons
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Install and Configure APM Node.|s Agent

Topics:

* Agent Requirements and Installation Instructions
»  Verify APM Node.js Agent Installation

e Configure APM Node.js Agents

* Enable APM Node.js Agent

Agent Requirements and Installation Instructions

ORACLE

Prerequisites
* Any unzip utility.

*  The machine where you install the APM Node.js Agent should be able to establish
an HTTPS connection either directly or indirectly (using a proxy server or an
Oracle Management Cloud gateway) to Oracle Management Cloud. For more
information about Oracle Management Cloud gateway, see Install a Gateway.

e The HTTPS connection must use TLS 1.2 security protocol.

* The install user should have read-write access to the directories that host the APM
Node.js Agent (<NCDE_HOME/ | i b/ node_nodul es>) and to the STAGE_DI R (directory
where the APM Node.js Agent installer ZIP file is extracted).

Set the NODE_PATH Variable
Set the NODE_PATH variable to point to node_nodul es:

e On Linux:

<Node Installation Directory>/lib/node_nodul es
*  On Windows:

<USER_HOVE>\ AppDat a\ Roani ng\ npm node_nodul es

Set the Proxy Variables (Optional)

If you are trying to deploy the APM Node.js Agent over a proxy server, then you need
to set the proxy variables: htt p_proxy and htt ps_proxy on the host where you are
deploying the agents.

If you are using a Bash shell:
e export http_proxy=http://ww hostnane. abc. com <port >/

e export https_proxy=http://ww hostname. exanpl e. com <port >/

If you're using a C shell:
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setenv http_proxy “proxy”

Deploy the Gateway (Optional)

A gateway is not a mandatory component while deploying Oracle Application
Performance Monitoring. Use the gateway in the following scenarios:

e If you have an application server that does not support Transport Layer Security
(TLS) protocol 1.2

e If you have older versions of .NET IIS servers and Java Application Servers with
JDK less than 1.7 (for example, Oracle WebLogic 10.3.6)

For instructions on how to deploy the gateway, see Installing a Gateway in Installing
and Managing Oracle Management Cloud Agents.

Set the Gateway Variables (Optional)
Set the values for Gateway host and port.

* If you're using a Bash shell:

export OGN HOST=<Gat eway Host Nane>
export GWN PORT=<Gateway Port>

» Ifyou're using a C shell:

setenv GW HOST "<Gat eway Host Nane>"
setenv GW PORT "<Gateway Port>"

Download the APM Node.js Agent Software

1. On the Oracle Management Cloud home page, click the Oracle Management
Cloud Navigation icon on the top-left corner to view the Management Cloud
navigation pane.

2. Select Administration and Agents.

3. On the Oracle Management Cloud Agents page, click the Action Menu on the top
right corner of the page and select Download Agents.

The Agent Software Download page is displayed.
4. From the Agent Type drop-down list, select APM Agent.
5. Click APM Node.js Agent.
This downloads the agent software ZIP file to the selected location.

6. Create a registration key that will be used during the time of installing a new
agent. Oracle Application Performance Monitoring Cloud Service verifies this
key before accepting any data sent by APM Node.js Agent deployed on your
on-premises hosts. For more information about creating a registration key, see
Manage Registration Keys in Installing and Managing Oracle Management Cloud
Agents.

7. Extract the contents of the installer ZIP file to an empty directory (for example,
STAGE_DI R).
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Install and Provision APM Node.js Agent

1. Navigate to the directory where you downloaded the APM Node.js Agent software

(STAGE DIR).

2. Execute the APM Node.js Agent installer.

(01 Example

On Linux: chnod +x Provi si onApmNodeAgent . sh
. I Provi si onApmNodeAgent . sh

On Windows: Provi si onApmNodeAgent . cnd

3. The APM Node.js Agent installer prompts for the registration key. Provide the
registration key and press Enter. The APM Node.js Agent gets installed.

For a list of options supported by the APM Node.js Agent provisioning script use:

Example:

(013 To get help

On Linux: . I Provi si onApmNodeAgent . sh -hel p
On Windows: Provi si onApmNodeAgent . cnd / ?

4. The Provisioning script will compute a default host nane and use that as one

of the ID attributes. To override the default, run the provisioning script with the
ORACLE_HOSTNAME argument.

Example:

(013 To override the default hosthame

On Linux: . I Provi si onApmNodeAgent . sh -h <host name>
On Windows: Provi si onApmNodeAgent . cnd / h <host name>

host name will be one of the identity parameters of APM Node.js Agent which will

be visible on the Oracle Management Cloud Application Performance Monitoring
ul.
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5. If you are installing and provisioning the APM Node.js Agent in environments
that require the use of proxy servers, use these additional options. Contact your
network administrator for these values.

./ Provi si onApnNodeAgent . sh [-ph <proxy host>][-pp <proxy port>][-pt
<proxy token>]

Proxy Option Description

-ph The proxy server host name. This is an optional parameter.
Example: - ph myproxyhost. exanpl e. com

-pp The proxy server port number. This is an optional parameter.

Example: - pp 80

- pt This is the authorization token that the agent will use if the proxy
server requires authentication. This is an optional parameter that
will be passed literally as the proxy authorization header to the
proxy server.

6. If you are installing and provisioning the APM Node.js Agent with a gateway, use
these additional values.

. I Provi si onApmNodeAgent . sh [ - gat eway- host <gat eway host>] [ -
gat eway- port <gateway port>] -additional-gateways <additional

gat eways>

Gateway Option Description

- gat eway- host The gateway host through which the APM Node.js Agent
communicates with the Oracle Management Cloud server.
Example: - gat eway- host mygat eway. exanpl e. com

- gat eway- port The gateway agent port number. This is an optional parameter.
Example: - gat eway- port 4459

-additional - Comma separated list of gateway

gat enays URLs. Example: - addi ti onal - gat eways
https://mygat eway?2. exanpl e. com 1896, https://
nygat eway 3. exanpl e. com 1897

Also see Additional Gateway Options on Microsoft Windows
7. If you are installing APM Node.js Agent using a silent installation (unattended)
option, use the following command:.

/ Provi si onApmNodeAgent . sh -regkey-file <regkey file> [-tenant-id
<tenant nane>] -no-pronpt

Silent Installation Option Description
-regkey-file <regkey The registration key information where <r egkey fil e>
file> is the filename of the registration key file.

-tenant-id <tenant name> | The tenantid information where <t enant name> is the
tenant name.

- no- pr onpt No user interaction is required.

Provision APM Node.js Agent with Offline Installer

ORACLE 10-4



Chapter 10
Agent Requirements and Installation Instructions

You can install and provision the APM Node.js Agent from an offline installer that you
have received over email.

To install from the emailed ZIP, the provisioning script needs to

download the configuration file from Oracle Management Cloud. The

Downl oadApmNodeAgent Confi gurati on. sh script downloads the latest configuration
from Oracle Management Cloud and generates the APM Node.js Agent configuration
file oracl e-apm config.j son.

Specify these additional options while running the provisioning script:

Option Description
-tenant-id The Oracle Management Cloud tenant name.
-ont-server-url The URL of the Oracle Management Cloud server. Example:

https://onthost: port

Additional Gateway Options on Microsoft Windows

ORACLE

This version of APM Node.js Agent does not support Gateway options over Microsoft
Windows.

If you are installing APM Node.js Agent over Microsoft Windows, follow these steps to
configure additional gateways:

1. Ensure that the APM Node.js Agent is provisioned with Oracle Management
Cloud/primary gateway successfully using the above steps.

2. Verify the installation. See steps below.

3. Manually copy the additional gateway/s certificates into the folder which has the
extracted agent zip file.

4. To provision the additional gateway/s certificates, execute the below command:

cp "${CERT_FILE}" "<CERT_FI LE_NAME>". der
oracl e-apm keyt ool der2pem "<CERT_FI LE_NAME>". der "<CERT_FI LE_NAME>"
oracl e-apm updat e data "<CERT_FI LE NAME>"

5. Navigate to the Node.js application home and execute the below commands to get
the value of the current upl oadRoot :

nkdir -p oracle-apm config

oracl e-apmconfig init
oracl e-apm confi g get upl oadRoot

The value of the current upl oadRoot is displayed as below. The new upl ocadRoot
will be displayed with the existing value, and the new URLs, separated by
commas.

oracl e-apm config set upl oadRoot <New val ue for upl oadRoot >

6. To confirm that the new value has been updated, run

oracl e-apm confi g get upl oadRoot
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Verify the Installation:

1.

Ensure that the or acl e- apmdirectory is created in the node_nodul es directory of
your Node installation as below.

On Linux: $NODE_HOVE/ | i b/ node_nodul es
On Windows: <USER_HOVE>\ AppDat a\ Roam ng\ npm node_nodul es

In the node_nodul es directory within or acl e- apm a folder called dat a is created
with the following files:

* oracle-apmconfig.json
e enmas. cer
e Gateway certificates, if the agent is provisioned with the gateway.

Example: t rust Cert Gat eway. cer

Troubleshooting
If you see this error — npm ERR! code 1 - error, itis an indication that or acl e- apm
agent was not installed previously. You can proceed with the installation.

Verify APM Node.js Agent Installation

To verify if the installation of Oracle Application Performance Monitoring is successful:

1.

Examine the APM Node.js Agent logs located at <APP_HOVE>/ or acl e- apni | ogs.

Note that the log files are not initially created, even if the installation of APM was

successful. The log files get created and populated only when the application you
are monitoring is running, and shows some activity which results in data depicted
on the Oracle Application Performance Monitoring Web UI.

Look for expected Directories and Files

Once your Node.js application is started, the following directories and files are
available under the folder that contains your main module ( NODE_APP_HOME) :

e oracle-apm
| ___ config
| __ oracle-apmconfig.json
| identities
| Agentldentity_server.json
| logs
| Agent_server.log

» The confi g folder contains just one file - or acl e- apm confi g. j son that has
configuration information to connect to Oracle Management Cloud.

« Theidentities folder contains the agent identity. This will have as many
files as the number of main modules in your current NODE_APP_HOME. The
files will be named as Agent | dentity_<mai n_nodul e>. j son. Thus if you
have two main modules, server.js andclient.js, inyour current
NODE_APP_HOME, this folder will have files Agent | dentity_server.json and
Agentldentity client.json.
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< Note:

If this folder is deleted or if the files in this folder are deleted or
edited, then, the application will take on a new agent identity on
startup.

e Thel ogs folder contains one log file per main module. Log files will be named
in the format Agent _<nai n_nodul e>. | og . Thus, if you have two main modules,
server.jsandclient.js, inyour current APP_HOME, this folder will have files
Agent _server.|log and Agent _client. | og.

Look for successful Agent Start-up message in Agent _<nai n_nmodul e>. | og

After a successful start-up, the following message should be found in the Agent
log file:

I NFO Agent with agentld (hex) {Agent_ID} successfully registered with
the security service and retrieved its managed entity Id {M_I D}

Check for Errors/Warnings in Agent log file
On starting the application for the first time after the deployment, the following
messages are expected in the log:

WARNI NG Unabl e to | oad json data fromfile <identity file_name> :
Error: ENCENT, no such file or directory <identity file_name>

WARNI NG Status 404 , nessage: Not Found ,data received: Cannot
recover the agent as the, given agent cannot be found in QODS,
request Details: hostnane:...

Use the Oracle Application Performance Monitoring Web Console

Configure APM Node.|s Agents

You can use the APM Node.js Agent configuration tool to configure the APM agent in
the user's application.

ORACLE

Prerequisites

Ensure that the APM Node.js Agent is provisioned with Oracle Management Cloud
successfully.

Navigate to the Node.js application home and confirm that the following directory
exists: <appl i cati on_hone>/ or acl e- apni confi g.

If the directory does not exist then run the following command to create it under
the <appl i cation_hone>: nkdir -p oracle-apn config.

Initialize the agent configuration tool
To initialize the or acl e- apmagent configuration tool in the directory of the Node.js
application home, run the following command:

cd <application_home>
oracle-apmconfig init
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As a result, two configuration files will be generated: or acl e-apm confi g. j son and
url-normalizer-pattern.json under the directory: <appl i cati on_hone>/ or acl e-
apm confi g which is the default configuration directory for the APM Node.js agent.

List the configuration properties

* To list the description of all the configuration properties, run the following
command:

oracle-apmconfig listall

» To list the current values of the configuration properties set in the Node.js
application, run the following command:

oracl e-apmconfig |ist

Check a specific configuration property value
To check the value of a specific configuration property, run the following command:

oracl e-apm config get <config_property_nanme>

Example:

oracl e-apm confi g get injectionType

Update a specific configuration property value
To update the value of a specific configuration property, replacing the old configuration
property value with a new one, run the following command:

oracl e-apmconfig set <config_ property nane> <config _property val ue>

Example:

oracl e-apmconfig set injectionType reference

Enable APM Node.js Agent

ORACLE

To enable APM Node.js Agent, the following line must be inserted as the first line in
the monitored application's main module:

require(' oracl e-apm);

10-8



Install and Configure APM Ruby Agent

Topics:
* Requirements and Installation Instructions
»  Verify the APM Ruby Agent Installation

Requirements and Installation Instructions

ORACLE

Prerequisites

»  Supported versions of the application server:
— Ruby 2.X and Rails 3.2
— Ruby 2.X and Rails 4.2
— Ruby 2.X and Rails 5.X

» If the application server you are running doesn't support TLS 1.2 security protocol,
refer to My Oracle Support Doc ID 2703411.1 before proceeding with the APM
agent installation.

e Other considerations:

— The machine hosting the application server should be able to establish an
HTTPS connection either directly or indirectly (using a proxy server or an
Oracle Management Cloud gateway) to Oracle Management Cloud. For more
information about Oracle Management Cloud gateway, see Install a Gateway.

— The HTTPS connection must use TLS 1.2 security protocol.

— The install user of APM Ruby Agent should be the same as the application
server user.

— The application server should have read and write permissions to the APM
Ruby Agent | og and conf i g directories.

Deploy the Gateway (Optional)

A gateway is not a mandatory component while deploying Oracle Application
Performance Monitoring. Use the gateway in the following scenarios:

» If you have an application server that does not support Transport Layer Security
(TLS) protocol 1.2.

* If you have older versions of .NET IIS servers and Java Application Servers with
JDK less than 1.7 (for example, Oracle WebLogic 10.3.6)

For instructions on how to deploy the gateway, see Installing a Gateway in Installing
and Managing Oracle Management Cloud Agents.
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Set the Gateway Variables (Optional)

Set the values for Gateway host and port.

If you're using a Bash shell:

export GW HOST=<Gat eway Host Nane>
export GW PORT=<Gat eway Port>

If you're using a C shell:

setenv GWHOST "<Gateway Host Nanme>"
setenv GV PORT "<Gateway Port>"

If you are using more than one gateway, use the - - addi t i onal - gat eways option with
the provisioning script.

Download the APM Ruby Agent Software

1.

8.

On the Oracle Management Cloud home page, click the Oracle Management
Cloud Navigation icon on the top-left corner to view the Management Cloud
navigation pane.

Select Administration and Agents.

On the Oracle Management Cloud Agents page, click the Action Menu on the
top right corner of the page and select Download Agents. The Agent Software
Download page is displayed.

From the Agent Type dropdown list, select APM Agent.

Click APM Ruby Agent to start downloading the installer to a local or shared
directory in your data center.

Create a registration key that will be used during the time of installing a new agent.
Oracle Application Performance Monitoring Cloud Service verifies this key before
accepting any data sent by APM Ruby Agent deployed on your on-premises hosts.
For more information about creating a registration key, see Manage Registration
Keys in Installing and Managing Oracle Management Cloud Agents.

Click Done after the download is complete.

Extract the contents of the installer ZIP file.

Install and Provision APM Ruby Agent

After you have downloaded and extracted the installer, install and provision the APM
Ruby Agent on your Rails application server.

ORACLE

To install the APM Ruby Agent:

1.

Navigate to the directory where you downloaded and extracted the APM
Ruby Agent software. This directory contains a ruby gem called or acl e_apm
<versi on>. gem

Install APM Ruby Agent Gem
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Install the gem to the Ruby installation your application will use:

geminstall oracle_apm <version>. gem
Example:
geminstall oracle_apm1.36.0.gem

Provision Ruby Agent

a.

The same download directory contains the file provi si on_ruby_agent.rb.
Run the following command, using the Ruby installation that your application

will use:

ruby provision_ruby agent.rb --help

This should print out the script's help message, which lists all the parameters

the script uses.

Run the provisioning script as per your installation preference:

Installation Preference

Provisioning Script

Basic Installation

ruby provision_ruby agent.rb -
d {rails_app_directory}

With Gateway.

If you are using more than one gateway,
use the - - addi ti onal - gat eways
option

ruby provision_ruby agent.rb -
d {rails_app_directory}
--gat eway- host $
{GW HCST} --gateway-port $
{ GWV PORT}
r uby
provi sion_ruby_agent.rb -
d {rails_app_directory} --
gat eway- host ${ GV HOST} --
gat eway- port
${GW PORT} --additional -
gat eways
https://{gw_host_2}:
{gw_port_2},https://
{gw_host 3}:{gw port 3}

Silent installation

ruby provision ruby agent.rb -

d {rails_app_directory}
--no-pronpt --regkey-file

{registration key file_path}
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Installation Preference Provisioning Script

With Proxy ruby provision_ruby agent.rb -
d {rails_app_directory}
--ph {http_proxy_host} --

pp {http_proxy_port}

e -dis the absolute path of the Ruby on Rails application directory. This
is the directory that contains directories such as confi g and | og for the
application.

e --ph {http_proxy _host} (Optional) - the proxy server's host name
e --pp {http_proxy_port} (Optional) - the proxy server's port

e --pu {http_proxy_user} (Optional) - Authentication user for the http
proxy if needed (if needed)

e --ppw {http_proxy_password} (Optional) - Authentication password for
the http proxy (if needed)

c. When prompted, provide the value of the registration key that you've created
or downloaded earlier. If you are running the provisioning script with the - - no-
pronpt option, create a text file containing the value of the registration key,
and provide the path to the file.

Example:

ruby provision_ruby agent.rb -d sanple rails_app --no-pronpt --
regkey-file regkey.txt

(where regkey. t xt contains a single line with the registration key.)

4. Enable the APM Ruby Agent for your application: To have the APM Ruby
Agent monitor your Ruby on Rails application, add the APM Ruby Agent gem to
the application Genfil e.

a. Update the Gemfile of the application by adding gem 'oracle_apm'. Here is
an example:

source 'https://rubygens.org'

gem 'oracl e_apm

# Bundl e edge Rails instead: gem'rails', github: 'rails/rails'
gem'rails', '4.2.6

# Use sqglite3 as the database for Active Record

gem'sqlited

5. Restart the Ruby on Rails Application. The next time your application is started,
the APM Ruby Agent will start monitoring your application.

Provision APM Ruby Agent with a standalone installer

A standalone APM Agent installer is obtained when the Agent zip file is received via
email, FTP or similar means (that is, when the agent zip file was not downloaded from
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an OMC server). To install using the standalone agent installer specify these additional
parameters when running the provisioning script:

Oprion Description

--tenant-id The Oracle Management Cloud tenant name.
You can get this value from the Agent
Download page.

e Script for v1 tenant: r uby
provision_ruby agent.rb -d
{rails_app_directory} --tenant-
id {tenant} --ont-server-url
{ont_server _url}

¢ Script for v4 tenant: r uby
provision_ruby agent.rb -d
{rails_app_directory} --tenant-
id {service-tenant} --ont-
server-url {ont_server url}

--ont-server-url The URL of the Oracle Management Cloud
server. If you are using gateways and have
specificed - - gat eway- host and - - gat eway-
port, you do not need - - onc- server-url .

Verify the APM Ruby Agent Installation

You can verify if the deployment of the APM Ruby Agent is successful by examining
the logs and verifying that the user interface displays the application.

APM Ruby agent logs are located in the Rails application log directory, within the
apm agent directory: <rails_app>/1 og/ apm agent.

As the Rails application starts up, the agent creates three log files:
e agent.log

e agent_startup.!log

e agent _status.log

The agent _st art up. | og contains startup logs and will eventually log the following
“Agent startup successfully completed”.

The agent _st at us. | og file contains a summary of internal agent metrics showing
the amount of traffic monitored, number of observations sent, and number of warnings
or errors encountered among other data.

Verify Installation for multiple APM Ruby Agents:

If multiple servers are started for this Rails application, you can see a set of logs for
each APM Ruby Agent. The first agent will look like the example above, and additional
agents will have a number appended to the file name. For example:

e agent_2.log
e agent _startup_2.1og

e agent_status_2.1o0g
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Install and Configure APM Agents on
Containers

Topics:
* APM Java Agent on Docker: Installation and Verification Instructions
* APM Node.js Agent on Docker: Installation and Verification Instructions

*  APM Ruby Agent on Docker: Installation and Verification Instructions

APM Java Agent on Docker: Installation and Verification
Instructions

Reference topic:

e Install and Configure an APM Java Agent

To install APM Java Agent in a Docker container:

1. Install the desired application server on the container.

2. Provision APM Java Agent in the container.

Provi si onApmiavaAsAgent . sh -h do-not - use

By default, the provisioning script can determine the machine hostname. By using
the -h do- not - use parameter, you can override this default behavior and delay

hostname determination until the application server starts up. Any value other

than do- not - use will hardcode a hostname which it's typically undesirable for a
container environment. An exception might be if there is a one-to-one mapping

between apm agents with an assigned hostname and app server listen ports.

3. Modify the startup script of your application server to include the - j avaagent

property.
4. Build the image of the container.

5. Within the container, run the application and Application Performance Monitoring

to monitor the performance of the application.

For an example of APM Java Agent on Docker using Kubernetes, see https://
docs.oracle.com/en/solutions/monitor-applications-on-kubernetes/index.html.

ORACLE
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APM Node.js Agent on Docker: Installation and Verification

Instructions

Reference topics:

Install and Configure APM Node.js Agent

To set up APM Node.js Agent within a Docker container, follow these additional steps
apart from the ones listed in Agent Requirements and Installation Instructions.

1.

ORACLE

After you have downloaded the APM Node.js Agent installation software and
extracted it, copy the software into your Docker container.

Run the provisioning script to install the agent in the container. See Install and
Provision APM Node.js Agent.

Copy the application files into the container. This is the application that will be
monitored by Application Performance Monitoring.

Expose the required ports and start your Node.js application.
Build the image of the container.

Here’s an example of a docker file ready to install APM Node.js Agent:
COPY ./ <Stage_ DI R>/ usr/src/provision

ENV NCDE_PATH /usr/local /1i b/ node_nodul es

RUN / bi n/ bash Provi si onApmNodeAgent . sh -h <host >

COPY ./<your application>/usr/src/<application fol der>
WORKDI R /usr/src/<application fol der>

EXPCSE 3000

RUN npm -g list --depth=0
CMD [ "npnt, "start" ]
Spawn a new docker container:

sudo docker run -h <host> -p <port>:3000 -d node-web-app
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< Note:

The parameter - h is essential for the hostname validation to succeed
during provisioning the agent. This is required if your container is not
able to resolve the / et ¢/ host s file. By default, the provisioning script can
determine the machine hostname.

By using the - h do- not - use parameter, you can override this default
behavior.

Verifying the Installation

To verify the installation of the APM Node.js Agent in your container:

1.

View the list of containers running on the host and get the ID of your container
using this command:

sudo docker ps

Login to the container using this command:

sudo docker exec -it <container id> /bin/bash

Navigate to the or acl e- apmfolder of your application. Check the folder containing

the cont ai ner i d to locate the Agent’s configuration and log folders. Verify the log
contents are similar to the agent deployed on any other normal host.

APM Ruby Agent on Docker: Installation and Verification

Instructions

ORACLE

Reference topic:

Install and Configure APM Ruby Agent

Verifying the Installation

To verify the installation of the APM Ruby Agent in your container:

1.

Check the agent _start up. | og file to see if the APM Ruby Agent is running within
the container:

| NFO <CONFI G CS Container information: type=docker, identity=<long
identity of the container>

In the startup. | og, the Host discovery type has two new fields —
osCont ai ner Type and osCont ai ner | d.

Example

25c4188 <2016-04-12T12: 26: 13: 468> | NFO <STARTUP>
#<Oracl eAPM : Host | nf 0: 0x0000000411f 428 @ost Name="nyvm jc",

@sName="11i nux-gnu", @sVersion="", @rchitecture="x86_64-1inux",
@r ocessor Count =4, @sCont ai ner Type="docker", @sCont ai ner|d="<l ong
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identity of the container>", @gentl|dKey="<agent id>=",
@gent Ver Key="<agent version key>", @dKey="<identity key>",
@er Key="<ver si on key>>
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Troubleshoot the Deployment of
Application Performance Monitoring

e Troubleshoot APM Java Agent Deployment
e Troubleshoot APM Node.js Agent Deployment
e Troubleshoot APM .NET Agent Deployment
e Troubleshoot APM Ruby Agent Deployment

Troubleshoot APM Java Agent Deployment

ORACLE

Installation Issues

Connection Exception
During installation, the APM Java Agent issues several network requests.

Sometimes, on the first network request, you might get this below error:

Error while accessing the server: java .net.Connect Exception:
Connection tinmed out
ERROR: Agent configuration downl oad failed

This error message indicates that the installer tried to issue a request to the OMC
server or gateway, but did not receive any response. Usually the reason for that is
that network traffic to the server should go through a proxy. The APM Java Agent
Installer takes proxy settings from the following parameters: - ph, -pp, -pt. Note that
the APM Java Agent Installer does not take into account environment variables like
HTTP_PROXY_HOST, etc.

Troubleshooting — Agent Startup

APM Java Agent reports Remote certificate is not trusted

When installing the APM Java Agent, if the agent reports that the remote certificate is
not trusted, create and add a remote certificate.

The remote certificate is the certificate presented to the agent, usually by Oracle
Management Cloud, during the agent's attempt to establish an SSL connection.
However, if the agent traffic goes through an intermediary, then, it is the certificate
of the intermediary (for example, proxy) that might run into this error.

The certificate is included in the agent log information, and can be used to create
a.cer file.

If the Java Agent's logs contain the SEVERE message Remote certificate is not
trusted, AND if the Java agent's traffic goes through a proxy which presents a
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certificate not signed by a well-known certification authority, then, add the proxy's
certificate(s) to the agent's trust list:

1. Edit your Agent Start up. properti es file which it's located under <APM agent
install dir>/config folder.

2. InthepathToCertificates property, add the full path to your proxy certificate . cer
file.

3. Save the file.
4. Restart your application server.

If you don't have the proxy certificate handy, you could also copy it from the agent's
log:

1. From the agent’s log file, copy the block of lines starting with the line

and ending with the line

----- END REMOTE CERTI FI CATE- - - - -

2. Delete the word REMOTE (along with the trailing space) from both the BEG N line and
the END line.

3. Delete lines 2-6 (the information that describes the certificate).

01 01:02:03 BST 2016]

01 09:05:06 PST 2026]

6 [SerialNumber = 566b0b296ea40aa0foc50084ecc6893d]

7 MIAC+AEW/MDCxw43uuPudRVT]Ot/yGt4mTd2 4mtw+JPTIY4ASEVEynETRqwJ12p3zTRIYYKZPQr67bEQotnxxTue VHMNAWGiWVdg /MI299koSbQi OrkTgWr 1 2Mt rTMTdDYLWEPTTY4ASEVEynsh
HDfXavgld11NwnEJKIBsZCCARWCEJNETYEAZOUT GIWOBAQEFHYKCGYEAGE1LCTOKEDV 615 8XACNOT1XkMY D rDKv £GOLNCDIKavgldl 1NwnZ0uT ybtyeXplgAROS JQRWOR
27LuNAVKE SWSDEq) Cri2g JCEHYUXRn  gEL tCTOKBLV 96158 X0XGD Jn¥2x1LuNERn] 1iN0X4ZRYGRITKCO LWy 6VEmaFWO VNI ExMI EXE JKIBSZCCARWCE hET YERMTUSMZ
FalBoxGDAWBGHNVE; Jn¥2x] LulivbTC G9wOBAQEFARCB) QAwgYkCgLiNOX 4zRyGnITKCcglwy6vEmSb—

4. Save the file as a. cer file.

The contents of the . cer file will look like this:

----- BEG N CERTI FI CATE- - - - -
certificate base64 content
----- END CERTI FI CATE- - - - -

Check for Agent trace in your Container log

If you have correctly provisioned the APM Agent on your container, the following
traces should be visible in your container's log at startup.

Oracle WebLogic:

1. Check the container console log for the following lines:
APM agent - preprocessing initialized
APM agent - log directory location is /Users/JC Oracle/w s12130/
user _proj ect s/ domai ns/ agent Domai n/ apmagent / | ogs/ Admi nSer ver

2. Check if the agent log files (For example, Agent St art up. | og) are being created.
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If the above tasks are not being performed, verify your agent installation. Check if the
APM Agent is added to the server startup script.

For the server JVM to start with the APM Agent runtime, the container startup script
should typically contain something similar to this:

JAVA OPTI ONS="${JAVA OPTI ONS} -j avaagent: $DOVAI N HOVE/ apmagent / | i b/
syst eml ApmAgent I nstrument ation.jar"

If the above lines are missing, add them to the container startup script and restart.
Apache TomCat:

1. Check if the file cat al i na. out contains lines similar to the following:

APM agent - preprocessing initialized
APM agent - log directory location is /scratch/toncat/apache-tonee-
plus-1.7.2/ apmagent /| ogs/toncat _i nstance

2. Ensure that the - j avaagent parameter is passed at startup. To do that, check if the
file cat al i na. sh contains the following lines:

CATALI NA_OPTS="${ CATALI NA_OPTS} -javaagent: ${ CATALI NA_HOVE}/
apmagent/ | i b/ system ApmAgent I nstrumentation.jar”

Container does not start

The APM Agent waits for the container to be ready to start its initialization sequence.
Although rare, it could be that the container is never ready, or takes a long time to
reach a ready state. You can check this in the Agent St art up. | og file.

0xb<2015- 06- 25T14: 08: 10. 169+0200> | NFO <STARTUP> The container is stil
initializing and is therefore not ready for observation processing
0xb<2015- 06- 25T14: 08: 10. 169+0200> | NFO <STARTUP> Anot her nmessage wil |
get |ogged once thecontainer is ready and agent initialization can
start

0xb<2015- 06- 25T14: 08: 10. 169+0200> | NFO <STARTUP> |f you do not see such
a nessage, pleasecheck the container startup |ogs.

These traces will be followed by a message explaining the container status. If there
is any container startup issue, the container output logs (and not the agent logs) will
contain information about the problem. If the container waits too long to start, the
agent fails its initialization sequence.

By default, the APM Agent waits a maximum of 10 minutes for

the container to be ready. You can increase this time by changing

the system property or acl e. apmaas. agent . cont ai ner. st art up\Wai t Ti me in the
AgentStartup.properties file. This property is specified in seconds.
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SSL connection fails

If the remote server certificate is not trusted, an explicit message gets logged, along
with the remote certificate content:

0xb<2015- 06- 25T15: 17: 04. 968+0200> | NFO <common. agent ToEngi ne. t ransport >
Read customcertificate from/var/opt/ ORCLemaas/ sec/ cert. cer

0xb<2015- 06- 25T15: 17: 04. 968+0200> WARNI NG

<common. agent ToEngi ne. transport> Renmbte certificate is not trusted

[ Subj ect DN=CN=*. exanpl e. conj

[1ssuerDN = CN=*. exanpl e. conj

[ Not Before = Thu May 21 22:43:40 CEST 2015]

[Not After = Sun May 18 22:43:40 CEST 2025]

[ Serial Nunber = b5d3145ced001866f 475ecdded4cbd58] <Ref:

GBI ZRBMPLYN3AVXZWNIDUTSJ BI NCBRQ >

0xb<2015- 06- 25T15: 17: 04. 969+0200> | NFO <common. agent ToEngi ne. t ransport >

----- BEG N CERTI FI CATE-- - - -

M | Bsz CCARWCEQC10xRc 7QAYZvR17N3k TL1YMAOGCSqGSI h3DQEBOWUANMBOX GDAVIBgNVBAVM
DyoudXMub3JhY2x!| Lm\vbTAeFwOxNTALM Ey MDQz NDBaFwOy NTAL

MT gy MDQz NDBaMBox GDAVIBg NVBAMVDy oud XMub3JhY2xI LniNvbTCBnz ANBgk ghki GOWOBAQEF
AAOB] QAwgYKCgYEAI / Y/ 58x4NGCeToi Hn7b+T/ § pGrZut Alby3x

f 71Y8qvvFDO7 ADLVsr G464 Ykaui nR/ DQOCovhv Xwy YE

HnRE2SCVS9nOTot ve37QaD92Bs6M 0Gkul/ 2X3HYa6Jxj Q+l 4Viwrhl t YFEMPM e0ZH Qoz+4
4psXxCS1

r TA02EI AODs CAWEAATANBgkghki GOWOBAQs FAAOBgQAQBSXi p3+yj X3j 5gk40But P8h9S3Qb
| 1pR1KwWM 22 NCu SW a8KL 3C+BPQPt ROYpxxgMCAF/ VOGKEKOBr j Y

mG7f ULYUBS 7ab8ck6oHHdI OCPzt p/

mxRDpWSi zBNKI UCSThxKqv SVEt EZr sh5zhn0Vof i Rl bZwZBW14C5Chbj vZ8i w==

----- END CERTI FI CATE- - - - -

This enables you to compare the remote certificate with the trusted certificate(s) used
by the APM Agent. If you can trust the remote certificate, and want to bypass the trust
check, define the property or acl e. apmaas. conmon. t r ust Renot eSSLHost , and set it to
true in the Agent St art up. properti es file.

Unsupported Cryptographic Protocol

OMC uses TLS 1.2 for SSL cryptographic protocol. An INFO message is logged with
the cryptographic protocols support by the current JVM.

0xb<2018- 02- 21T19: 49: 53. 007+0000> | NFO <common. agent ToEngi ne. t ransport >
Supported crypto protocols: [TLSv1]

If supported protocol does not have TLSv1.2, and Oracle Gateway is not used, the
following or a similar message is logged.

0xb<2018- 02- 21T19: 49: 54. 852+0000> WARNI NG
<common. agent ToEngi ne. transport> Error connecting to https://
<Oracle_cloud_host _nane>/static/regmanager/agents

Unabl e to establish SSL connection to destination server. The
current Java version may not support TLS 1.2 cryptographic protocol.
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(set -Djavax.net.debug=ssl to confirmthis, since this exception
coul d happen for other reasons too)

If confirmed, the solutionis to either update Java to a version
that supports TLS 1.2 (Java 1.6.0_121 or later) OR

send the agent traffic through an Oracle Gateway Agent

<j avax. net.ssl. SSLHandshakeException: Received fatal alert:
handshake_fail ure> <Ref: LW7DYU6HP2DVWY4EQN) X7ZZI ASSM.5A>

There are 2 ways to allow Agent to communicate with OMC:
1. Upgrade Java to at least Java 1.6.0_b121
2. Route Agent traffic through an Oracle Gateway Agent.

Communication fails

If there is any communication failure, it gets logged as a WARNING, for example:

0xb<2015- 06- 25T14: 08: 26. 407+0200> WARNI NG <agent ToEngi ne. enaas>
Response NOT OK Servicelnfo: RegistryService - agent: null ,tenant:
apm testtenantxl serviceNane: DataReceiver.storage ,version: null
Transport info: HITP method: GET , URL: https://abc.com 4443/ registry/

i nst ances?st at us=UP&ser vi ceNane=Dat aRecei ver. st orage , response st at us:
503 ,response headers: null=HTTP/1.1 503 Service Unavailable ,
X-92eeb115-f a68- 449e- 9df 7- c2d3ec508ca0l- rerout e= , Content - Language=en ,
Access- Control - Al l ow Header s=0ri gi n, X-Requested-Wth, Content-Type,
Accept, X- USER- | DENTI TY- DOVAI N- NAME, Aut hori zati on, x-sso-client , X
ORACLE- DV5- ECI D=0056LPv4of AEWNI _| p\WByf 0002M*0000_d , Access-Control -
Allow Origin=* , Date=Thu, 25 Jun 2015 12:08:26 GMI , Content-
Length=0 , Set-

Cooki e=_W._AUTHCOOKI E_EMCS_JSESSI ONI D=l NpT3Z9FK9OghZ2l SqQS; pat h=/
registry; secure; HtpOnly

EMCS_JSESSI ONIl D=WUYgnnu9LFdZXm Wil LknPsGKOpl P_T1QaFgvNvPol 0Jwr e8QJt F! - 11
21177946; expires=Thu, 25-Jun-2015 12:08:36 GWI; path=/registry;
secure; HtpOnly , Access-Control-All ow Met hods=GET, OPTIONS, HEAD ,
Connection=cl ose , Content-Type=application/json; gs=1 <Ref:

| QW EECVYYI RYOFGEHDJI UJW3RYOTUA WS

Also, additional messages that are more user-friendly, might get logged:

0xb<2015- 06- 25T14: 08: 26. 408+0200> WARNI NG <PRCCESSI NG> The regi stry
service replied to the agent with an error code. Please

check the Iog and service status for nore information. <Ref:

74RXY6! PUAFSBWSROR2VXMEGIRI 7HEI U>

0xb<2015- 06- 25T14: 08: 26. 408+0200> WARNI NG <PROCESSI NG The agent
coul d not get a data receiver address fromthe

registry service location 'https://abc.com4443/registry/'. <Ref:
Z5GXI KFE6 C52 BKKWHGXOQYQVCGCEY(QB3 >
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If the agent cannot connect to the remote services, the agent cannot complete its
initialization and will keep retrying until communication channels are working.

0x37<2015- 06- 25T15: 17: 04. 983+0200> WARNI NG <STARTUP> No managed entity
Id could be retrieved fromthe target nmodel and security service

Since the agent needs a neld to be operational, the agent wll

now keep trying to | ookup a value. A message will get |ogged

once it succeeds. No traffic will get monitored until then. <Ref:
MX5B6MBD4UJ | VP2J DFJ UNUG5AHHAAFLE>

0xb<2015- 06- 25T15: 17: 05. 984+0200> | NFO <STARTUP> Agent startup is
waiting for the full initialization of its comunications with renote
services, and successful delivery of its core observations. Another
nmessage will get |ogged when the agent is operational and its
initialization conplete

0x37<2015- 06- 25T15: 22: 30. 751+0200> | NFO <boot st rap> Agent still trying
to | ookup an managed entity id value fromthe target nodel and security
service. Agent still not operational

0x37<2015- 06- 25T15: 28: 05. 325+0200> | NFO <boot st rap> Agent still trying
to | ookup an managed entity id value fromthe target nodel and security
service. Agent still not operational

0x37<2015- 06- 25T15: 33: 40. 481+0200> | NFO <boot st rap> Agent still trying
to | ookup an managed entity id value fromthe target nodel and security
service. Agent still not operational

0x37<2015- 06- 25T15: 39: 17. 542+0200> | NFO <boot strap> Successful |y | ooked
up a managed entity Id: 63EB5524C11743EEA47C09C3CBBI4CB6
0x37<2015- 06- 25T15: 39: 17. 542+0200> | NFO <boot st rap> Agent core

di scovery observations successfully sent
0x37<2015- 06- 25T15: 39: 17. 542+0200> | NFO <boot st rap> Agent startup
successfully conpleted - the agent is now operational and nonitoring
traffic

RegistrationKey not correct

The agent might start by trying to get its existing managed entity ID, assuming that it
already registered during a prior startup (bold INFO log below). If it fails or if the agent
just notices that it needs to perform an initial registration, it tries to register. A failure to
register (read INFO below), is the sign of an invalid registration key.

0xb<2015- 06- 26T15: 20: 09. 134+0200> WARNI NG <agent ToEngi ne. emaas>
Response NOT K Servicelnfo: SecurityServiceRegister

- agent: null ,tenant: apmtesttenantxl ,registrationKey:

pTaz5U PcLbnKvxyVayD4V , entityName: null ,clientld: null Transport
info: HITP method: POST ,URL: https://abc.com 4443/ m croservice/
96122404- 13cf - 46¢cd- a9f b- af deb4aldf 21/ agents , response status

404 ,response headers: null=HTTP/1.1 404 Not Found , Content-
Language=en , X- ORACLE- D\V5- ECl D=0056M PMKr WDGF Q | _T4i f 0006dN00003u

Tr ansf er - Encodi ng=chunked , Date=Fri, 26 Jun 2015 13: 20: 08

GMI , Keep-Alive=tineout=5 max=100 , Connection=Keep-Alive , Content-
Type=application/json Transport content: Received status 404

from dependent service http://abc.com 7001/ client services-persistence/
registration = 404, Check service logs for string =CS-1435324808534 for
more details <Ref: 37DZJ3LK64ACGZONPFFBNFFPFYJ5UXSC>
0xb<2015- 06- 26T15: 20: 09. 135+0200> | NFO <agent ToEngi ne. emaas> The agent
could not get a managed entity ID value fromthe Security Service
(returned status: 404) - the agent mght not be registered. Trying to
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regi ster now

0x1c<2015- 06- 26T15: 20: 09. 325+0200> | NFO <ACTI ON. JAXWS> JAXWS pr obe
addi ng server side handl er

0xb<2015- 06- 26T15: 20: 09. 565+0200> WARNI NG <agent ToEngi ne. emaas>
Response NOT K Servicelnfo: SecurityServiceRegister

- agent: null ,tenant: apmtesttenantxl ,registrationKey:

pTaz5U PcLbnKvxyVayD4V ,entityName: null ,clientld: null

Transport info: HITP method: POST ,URL: https://abc.com 4443/

m croservi cel 96122404- 13cf - 46cd- a9f b- af deb4aldf 21/ agents , response
status: 500 ,response headers: nul | =HTTP/ 1.1 500

Internal Server Error , Content-Language=en , X- ORACLE-DMG5-

ECI D=0056M PPl RxDG Q | _T4i f 0006dN00003v , Transf er-Encodi ng=chunked |,
Date=Fri, 26 Jun 2015 13:20:09 GMI , Connection=cl ose , Content-
Type=application/json Transport content: Received status 400 from
dependent service http://abc.com 7001/t ar get nodel / api / v1/ dat a/ mes,
Check service logs for string =CS- 1435324809465 for nmore details <Ref:
NEXSTWGNGQTZNVFAUTPADPONI Y1 LI XUB>

0xb<2015- 06- 26T15: 20: 09. 565+0200> | NFO <agent ToEngi ne. emaas>

Regi stration attenpt to the Security Service did not return a nmanaged
entity ID. WIIl keep retrying.

0xb<2015- 06- 26T15: 20: 09. 565+0200> WARNI NG <PROCESSI NG> The agent fail ed
getting a managed identity Id - please check the [ogs for additional
information. <Ref: P223WCKDF6KETCRSVCFVTWES6ZO2MA2 Q>

The registration key is specified in the Agent St art up. properti es file, and you can
change its value if the registration key is not correct.

Invalid credentials

If credentials to authenticate OMC are not correct, a transport message WARNING
gets logged, and HTTP 401 status is returned. Depending on your setup,

the credentials will be either located within a wallet or encrypted within

the Agent Ht t pBasi c. properti es file.

0xb<2015- 06- 27T06: 38: 49. 697+0200> WARNI NG <agent ToEngi ne. enaas>

Hitp credentials were not authorized to access

the service. WIIl attenpt to read credentials

again Servicelnfo: RegistryService - agent: null ,tenant:

apm testtenantxl serviceNane: DataReceiver.storage ,version: nul
Transport info: HITP method: GET , URL: https://abc.com 4443/ registry/

i nst ances?st at us=UP&ser vi ceNane=Dat aRecei ver. st orage , response status
401 ,response headers: null=HTTP/ 1.1 401 Unauthorized , Content-
Language=en , WAV Aut henti cat e=Basi ¢ real m="webl ogi ¢" , Date=Sat, 27
Jun 2015 04:38:49 GV , Content-Lengt h=1468 , Keep-Alive=timeout =5,
max=100 , Connection=Keep-Alive , Content-Type=text/htm; charset=UTF-8
<Ref: DPKGOBGY2GWNI MOOV7FLSKTMQCLU2FGU>
0xb<2015- 06- 27T06: 38: 49. 699+0200> WARNI NG <PROCESSI NG The agent coul d
not authenticate to the registry service. Make sure that the
credentials specified are correct. There is no need to restart the
container if you update the agent credentials as the agent will keep
trying to connect until it succeeds, using the nore recent set of

avail abl e credentials. <Ref: XD2BEOVFLOGTE5XK6PH3HFBNUPWYX6EF>
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Note that the remote service might have a lockout period. Fixing credentials to the
correct values might not be sufficient to reconnect immediately. Wait for the lockout
period to expire before the agent can reconnect.

OSGi (Open Services Gateway initiative) property setting

If the application you would like to monitor has a dependency on OSGi, make these
manual settings to ensure proper framework boot delegation so that the application
that is being monitored does not break.

*  WebLogic Server: On your WebLogic Server, ensure the monitored OSGi
framework instances have the Java system property, or acl e. apnmaas. * added to
the Framewor k Boot del egati on property as follows:

- Dorg. osgi . f ranmewor k. boot del egat i on=or acl e. apnmaas. *

Refer to the WebLogic documentation on ways to change the WebLogic OSGi
settings.

» Atlassian JIRA Felix OSGi container (Tomcat): Add the following option to the
JIRA container's startup options:

Dat | assi an. org. osgi . framewor k. boot del egati on=or acl e. apmaas. *, sun. *, 0
rg. apache. xerces, or g. apache. xerces. *, or g. apache. nani ng, or g. apache. na
m ng. *, org. apache. catal i na, org. apache. catal i na. *

Logs not created

If APM Agent logs are not created even when the application is running, check if
the - j avaagent option for ApmAgent I nstrument at i on. j ar was added correctly to the
server startup command.

Security Access errors while starting APM Java Agent

If you run the APM Java Agent with a Java security manager and see an error
message with the following content:

java. security. AccessControl Exception: access denied()
or
access denied()

add the following block to the Java security policy file:

grant codeBase "file:<path_to>/apmagent/-" { perm ssion
java.security. Al Perm ssion; };

Unable to open TomEE service during installation

While configuring APM Agent as a Windows Service on TomEE, and you run
TonEE. exe and see the following error:

The specified service does not exist as an installed service. Unable to open the
service 'TomEE".
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This means that the Windows service name is not the default value, that is, TomEE.

Workaround: Specify the exact service name you have provided for TOmEE in the
command prompt:

TonEE. exe/ | ES/ / <servi ce_nane>

Unable to get OAuth Token from IDCS Server

If the agent startup log shows that it cannot get the initial OAuth authentication token,
preceded by a warning showing a failure to reach the IDCS server, check to ensure
that there is no firewall blocking access to the IDCS server. If there is a firewall, you
will need to allow access to the IDCS server.

Trust Manager or Trust Anchor related errors

If you see any of the below errors in the APM logs:

javax. net.ssl.SSLException: java.lang. RuntimeException: Unexpected
error:

java.security.lnvalidAl gorithnParamet er Exception: the
trust Anchors paraneter nmust be

non-enpty

then, the trust store may be invalid.

Workaround: Check if the property j avax. net. ssl . trust St or e is being passed. If
yes, check that the full path to the trust store is specified. If yes, check the trust store's
validity using the JDK Keytool utility.

Could not Generate DH Keypair

If APM Java agent provisioning fails with an SSL exception with the error Could not
generate DH keypair, this issue could be due to a JDK bug that has been fixed. Check
the version of your JDK, and update your JDK to a patch level that resolves this issue
(for example, this problem happens with JDK 1.7.0_65, and updating to 1.7.0_201
fixes the issue).

Websphere Application Server doesn't start after uninstalling APM Agent

If after uninstalling APM Agent from your Websphere Application Server, the
application server does not start, follow these steps to check if - j avaagent is specified
correctly:

1. In an editor, open the file $WAS_HOVE/ confi g/ cel | s/ <cel | | - nanme>/ nodes/ <node-
name>/ server s/ <server - name>/ server. xn .

2. Search for generi cJvmAr gunent s and look for the -j avaagent option.
3. Remove the -j avaagent option, and save the file.

4. Replace the current server. pol i cy startup script of your WebSphere server with
the original one you had before installing the APM agent.

5. Restart the Websphere server.
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Oracle Forms monitoring is not working after deploying APM Java Agent

If Oracle Forms monitoring is not working after deploying APM Java Agent, you can
check the log file: Agent Errors. | og and look for the following errors:

Connect timed out message:

Unabl e to POST to col lector due to | OException: connect timed out
Exception in thread "nmain" java.net. Socket Ti meout Excepti on: connect
timed out

This error message indicates that you might need a proxy server. To fix it, add the
following parameters to the file Agent St art up. properti es which it's located under
<APM agent install dir>/config folder.

or acl e. apmaas. conmon. pr oxyHost
or acl e. apmaas. conmon. pr oxyPor t

ny- proxy. exanpl e. com
80

Handshake failure message:

Unable to POST to collector due to | OException: Received fatal
al ert: handshake failure

Exception in thread "main" javax.net.ssl.SSLHandshakeExcepti on:
Received fatal alert: handshake failure

This error message indicates that you might be running an older JDK version.
Collector needs you to use TLSv1.1 or TLSv1.2 to connect it. Please ensure that
your JDK support any of these TLS versions and then set it up doing the following:

oracl e. apmaas. agent. forns.tlsProtocol = TLSvl.2

No valid certificate message:

Unabl e to POST to coll ector due to | OException:
java.security.cert.CertificateException: No valid server
certificate found

Exception in thread "main" javax.net.ssl.SSLHandshakeExcepti on:
java.security.cert.CertificateException: No valid server
certificate found

This error message indicates that you do not have the correct collector certificate
inthe certificates folder. Try downloading the certificate from the collector and
place it in the folder: apmagent/ confi g/ certificates.

You can download the certificate via a browser by navigating to the collector URL
and saving it as a DER encoded binary file.

If Forms Name is not configured then the Agent Errors. | og file reports the
following error:

0x4b<2019- 11- 27T05: 59: 50. 304- 0800> WARNI NG <HANDLER. FORMS>
<005a5Hcz 7E2Dg"0_r x9Di YO00571 000k D>
For MW ndow Message detected w thout | NDEX FORM MODULE property.
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Pl ease enable the Oracle Forns to send forms name by setting its
property

FORMS_RUEI _SEND FORM NAME=TRUE in your Oracle Forns environnent.
This can be set in file

"default.env' by your Forns Adnministrator. Please refer to APM
agent documentation for nore

info on this configuration <Ref: ZHZDUUVYBRU7XVFZGR5LF64QBJIM CAF>

Spring Boot 2.2 with Tomcat is not being detected by APM Agent

The APM Agent is not visible in the console and the APM Agent log has the following
message:

<2020- 05- 19T21: 11: 56. 478+0000> SEVERE <STARTUP> Failed to get
container information after waiting for 600 seconds <Ref:

WZ7 PXNQDOUY5PK4 YAL TWGAZ4 UHVLWUKG>

<2020- 05- 19T21: 11: 56. 487+0000> SEVERE <STARTUP> Agent failed to start
<Ref: ZQNZ2FKNI JJCZTD4DUMDCAXKKNE4WBZS>

To resolve it, try the following:

If you are using Spring Boot 2.2 with Tomcat, enter the following two properties in
the application.properties file:

spring.jmx. enabl ed=true
server.toncat. nbeanregi stry. enabl ed=true

By default, the application.properties file is located inside the spring-boot app
executable jar, under the BOOT- | NF/ cl asses directory. Spring boot allows you to
have many locations for this file and multiple formats. For more details, see Spring
Boot Application Property Files.

For information about the Spring Boot 2.2, see Spring Boot 2.2 Release Notes.

If you are using other Application Server, you can force the APM Agent to use a
specific application server name by setting the custom value provided using the
Custom AppServer feature.

To activate the Custom AppServer feature, do the following:

1. Set up the following Java system property in the Java startup argument:

oracl e. apnaas. agent . cust om appser ver . name

When or acl e. apnmas. agent . cust om appser ver. nane property is specified,
Java APM Agent will look for the custom-appserver.properties file in

the server config directory such as apnmagent / confi g/ <di r _name>/ cust om
appserver. properties.

2. Create the cust om appserver. properti es file if it doesn't already exist.

If cust om appserver. properties file exists, Java APM Agent uses it to
populate the app server container details, and discovers the app server based
on the provided details.
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If cust om appserver. properties file does not exist, Java APM Agent
assumes this is a J2SE application with default properties and a J2SE app
server will be discovered.

The cust om appser ver. properti es file should be created manually before
Java APM Agent is run.

custom-appserver.properties file

The cust om appserver. properti es file has the following properties:

Property Name Defaults for J2SE Defaults fro custom-
appserver.properties file

type "Java SE" No default

name System.getProperty(“"oracle. No default

apmaas.agent.custom.appse
rver.name") + "(" +
System.getProperty(“user.dir

"4y
version RuntimeMXBean.getSpecVer

sion()
vendor RuntimeMXBean.getVmVend

or()
path System.getProperty("user.dir System.getProperty("user.dir
ports
sslPorts

Sample of cust om appserver. properti es file

type=Jetty

nane=My Jetty Sandbox
version=9.2.5
vendor =Ecl i pse

port s=8080

ssl Port s=8443

Troubleshoot APM Node.js Agent Deployment

ORACLE

Installation Issues

Certificate log errors while deploying APM Node.js Agent

If you see a warning message in the logs with the following content, then delete the file
encs. cer from NODE_PATH oracl e_apni dat a/ .

Warning:

Failed to call hostnane:

<registry _server>, port: <path>l, path: /registry/instances?

st at us=UP&ser vi ceNanme=Securi t yServi ce&ver si on=1. 0%2B, method: GCET,
header: X- USER- | DENTI TY- DOVAI N- NAME=<t enant _i d>, header: Content-
Type=application/json ,failure message: certificate not trusted
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Unable to get OAuth Token from IDCS Server

If the agent startup log shows that it cannot get the initial OAuth authentication token,
preceded by a warning showing a failure to reach the IDCS server, check to ensure
that there is no firewall blocking access to the IDCS server. If there is a firewall, you
will need to allow access to the IDCS server.

Troubleshoot APM .NET Agent Deployment

ORACLE

Installation Issues

Cannot find the folder c:\ProgramData
If you cannot find the Pr ogr anDat a folder, do one of the following:

1. Check if the ProgranDat a folder is in the Hidden Folders.

2. Open the command prompt, and input set, and then check for the environment
variable Progr anDat a.

C.\ User s\ m nu>set

ProgranDat a=C: \ Pr ogr anDat a

Progranfi | es=C:\ Program Fi | es

Progranti | es(x86)=C:\ Program Fil es (x86)
Programi6432=C.\ Program Fi | es

Syst enRoot =C. \ wi ndows

TEMP=C: \ User s\ m nu\ AppDat a\ Local \ Tenp
TMP=C: \ User s\ mi nu\ AppDat a\ Local \ Tenp

Error while adding collection entry

The following error is displayed while trying to add collection entry with unique key
attribute nane setto Oracle APM | I'S Modul e.

Error: Cannot add duplicate collection entry of type '‘add' with unique key attribute
'name’ set to 'Oracle APM 1IS Module'

Here’s how to fix this:

1. Open Windows file explorer, and browse to
C:\ W ndows\ Syst enB2\ i net srv\confi g.

2. Make a backup copy of the file appl i cati onHost . confi g.

3. Openthe applicationHost. confi g with Notepad. (We recommend the use of
Notepad here.)

4. Search for Oracle APM IIS Module, and remove the duplicate entries.
5. Save the applicationHost. confi g file.

Try adding the collection entry again.

Troubleshooting — Agent Startup
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Ensure that the Instrumentation is working

You can check if the instrumentation is working by following these steps:

1.

Open command prompt and check the environment variables:

C.\>set cor
COR_ENABLE_PROFI LI NG=1
COR_PROFI LER=0r acl e. apmAgent

Check the environment variables of w3wp.exe process.

a. Resetyour IIS server.

b. Inthe Process Explorer, open the application being monitored.

c. Locate the w3wp.exe process, and view the Properties.

d. Open the Environment tab, and check for the environment variables.

Checkregistry: regedit

HKEY_ CLASSES ROOT\ or acl e. apmAgent\ CLSI D

(Defaul t)={15837040- 7ECA- 4B70- AEBO- EBLADC26960D}
HKEY_CLASSES_ROOT\ CLSI D\ { 15837040- 7ECA- 4B70- AEBO- EBLADC26960D}
\'I nprocServer 32

(Default)=C:\Program Fil es\Oracl e APM . NET
Agent\ Or acl eAPM nstrunent er 64. dl |
HKEY_CLASSES_ROCT\ Ww6432Node\ CLSI D\ { 15837040- 7ECA- 4B70- AEBO-
EB1ADC26960D}\ | npr ocSer ver 32

(Default)=C:\Program Files (x86)\Oracle APM.NET
Agent\ Or acl eAPM nstrunent er 32. dl |
HKEY _LOCAL_MACHI NE\ SOFTWARE\ Cl asses\ CLSI D\ { 15837040- 7ECA4- 4B70- AEBO-
EB1ADC26960D}\ | npr ocSer ver 32

(Default)=C:\Program Fil es\Oracl e APM . NET
Agent\ Or acl eAPM nstrument er 64. dl |
HKEY_LOCAL_MACHI NE\ SOFTWARE\ Cl asses\ Ww6432Node\ CLSI D\ { 15837040- 7EC4
- 4B70- AEBO- EB1ADC26960D}\ | npr ocSer ver 32

(Default)=C:\Program Files (x86)\COracle APM.NET
Agent\ Or acl eAPM nstrument er 32. dl |
HKEY_LOCAL_MACHI NE\ SOFTWARE\ Wow6432Node\ Cl asses\ CLSI D\ { 15837040- 7EC4
- 4B70- AEBO- EB1ADC26960D}\ | npr ocSer ver 32

(Default)=C:\Program Files (x86)\COracle APM.NET
Agent\ Or acl eAPM nstrument er 32. dl |

Check the Windows event viewer to see if there are any errors regarding CLR
profiling.

Use a process exploration tool to check if Oracl eAPM nst rurent er 64. di |
or Oracl eAPM nstrunent er 32. dl | is loaded.

Example: You can use Procexp. Go to Find Module and search for OracleAPM.

You can install a simple sample on the problematic environment and see if
the Oracl eAPM nstrunent er 64. dl | can be loaded.
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HTTP Request Error

If you find a HTTP request error after enabling End User Monitoring, disable the
offending URLs through configuration. See Disabling Monitoring by APM .Net Agent,
and use the Disable specific URLSs option.

Intermittent HTTP Request Failures

If there are intermittent HTTP request failures after installing the APM .NET Agent,
check the performance monitor and find out the resource bottleneck. If there are
gueued requests, that could mean that the threadpool was initialized with less threads
than needed. In this case, they can set up thread pool to have sufficient initial worker
threads.

Edit the machi ne. confi g files with below configuration:

<configuration>
"<syst em web>"
<processhdel autoConfig="true" m nWrkerThreads="30" />
</ syst em web>
</ configuration>

The machi ne. confi g files include:

*  C:\Windows\Microsoft. NET\Framework64\v4.0.30319\Config\machine.config
*  C:\Windows\Microsoft. NET\Framework\v4.0.30319\Config\machine.config

Unable to get OAuth Token from IDCS Server

If the agent startup log shows that it cannot get the initial OAuth authentication token,
preceded by a warning showing a failure to reach the IDCS server, check to ensure
that there is no firewall blocking access to the IDCS server. If there is a firewall, you
will need to allow access to the IDCS server.

Error indicating lIS is not installed

While installing the APM .Net Agent, if you see an error that says IIS is not installed,
follow these steps:

1. Through the File Explorer, access this file:
c: \wi ndows\ syst enB2\i net srv\config\applicationHost.config

2. In the confirmation box, confirm that you want to access the folder that contains
the above file.

3. Click OK. Ensure that the file appl i cati onHost . conf i g exists, and then try to run
the APM .Net installer again.

Windows Event Viewer reporting Event ID 1022 as an error

You might see Event ID 1022 flagged as an error in Windows Event Viewer. This event
is signaling that the APM Agent profiler loading failed. This event entry is expected and
can be ignored.

By design, the APM Agent decides to only monitor IS worker processes, and not to
monitor other processes. Whenever the APM Agent decides not to monitor a process
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- therefore any non IS worker process - the APM Agent profiler is not loaded and this
event gets logged in Event Viewer.

APM .NET Agent might not work due to conflicts with .NET Profile API

APM .NET Agent might not work correctly if other software that uses .NET Profile API
is installed on the same machine. In most cases, this would be another monitoring tool
such as Microsoft Monitoring Agent, AppDynamics, New Relic, etc.

This conflict usually results in the lack of reported events in the APM Ul despite the
fact that APM .NET Agent is successfully deployed, connected and reporting. In this
situation it is advisable to use Microsoft Process Explorer (https://docs.microsoft.com/
en-us/sysinternals/downloads/process-explorer) to examine the environment variables
of one of the w3wp. exe processes. In case COR_PROFI LER variable is defined and its
value is not or acl e. apmAgent , the conflict described above is likely to occur.

The resolution is to uninstall both APM .NET Agent and the conflicting software, reboot
the machine and then reinstall APM .NET Agent.

Troubleshoot APM Ruby Agent Deployment

ORACLE

Installation Issues

Check for the Startup files

To check if the APM Ruby Agent is properly installed and started, locate the agent’s
log directory and look for the agent _startup. | og file. If the agent is installed for

a Rack-base application like Rails, the log directory will be located in the directory

| og/ apm agent under the application root directory. If the agent home directory was
specified (ORACLE_APM RUBY_ AGENT HOME), the log directory will be located within the
agent home directory, under | ogs/ <appnane>.

If the agent _startup. | og file is not present, this means that the agent startup
sequence was not triggered or that an early error happened. You might want to check
the following:

1. Check if Gem is installed:

Verify that the or acl e_apm gemis present in the gem library.

$ gemlist oracle_apm

should display the agent gem version you expect to run. If it is not present, install it
using the gem install command. If more than one version is present, make sure to
specify the right version in the Gemfile definition.

2. Check the Gem definition:

If the gem is present in the gem library, ensure that it is correctly referenced in the
application Gemfile. For example: gem 'oracl e_apni, '~> 1.27.1

If there is no Gemfile for the Ruby process to monitor, ensure that the oracl e_apm
gem gets loaded. For example, adding arequire ‘oracl e_apni statement to the
bootstrap sequence of your application.

3. Agent home
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If the log directory or file cannot be found under the Rails log directory, check
that the ORACLE_APM RUBY_AGENT_HOME is defined. This is where the log would be
located.

4. Console log

You can force the agent bootstrap logs to be logged to the console (st dout)

by setting the environment property ORACLE_APM RUBY_AGENT_CONSOLE_LOGto any
value (example: true). If you do not see anything logged as you restart your
application, this means that the gem was not loaded. Check that the gem is
correctly defined in the Gemfile or properly loaded by your application.

Initialization Process

As the agent starts up, it logs in detail, its initialization sequence in the log file named
agent _startup. | og. Once the agent is initialized and ready to monitor traffic, it logs
the following line:

| NFO <STARTUP> Agent startup successfully conpleted - the agent is now
operational and monitoring traffic

1. Configuration

If there is a typo in the YAML agent configuration file, agent startup might fail.
Because configuration is processed early on during the agent startup, you might
need to use the environment property ORACLE_APM RUBY_AGENT_CONSOLE_LOG
mentioned above, to force initial logging to go to the console. If there is any typo in
the configuration file, error parsing the YAML configuration file will indicate which
line caused the problem.

2. SSL

The agent communicates securely to OMC through SSL. If there is any problem
establishing a secured connection, reasons will get logged in the startup log file.

If you need to add a new certificate as a trusted server certificate, you can add

the certificate in the agent configuration directory, in DER or PEM format with

the . cer file extension. Upon restart, the agent will use this additional certificate as
a trusted certificate.

Unable to get OAuth Token from IDCS Server

If the agent startup log shows that it cannot get the initial OAuth authentication token,
preceded by a warning showing a failure to reach the IDCS server, check to ensure
that there is no firewall blocking access to the IDCS server. If there is a firewall, you
will need to allow access to the IDCS server.
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Set Up End User Monitoring

After you have deployed the APM Agent, follow these steps to set up End User
Monitoring.

e Enabling and Configuring End User Monitoring

e Configuring Attributes for End User Monitoring

e Monitoring End User Monitoring through Browser Injection
e Enabling End User Monitoring in Siebel Environment

e Configuring User Name Reporting

e Transferring EUM Data to OMC Collectors

e Troubleshooting End User Monitoring

Enable and Configure End User Monitoring

You can enable End User Monitoring and configure the type of Browser Injection from
the APM UI.

By default, End User Monitoring will be set to OFF, and the browser injection type
set to Correlation. You can change this to other injection types. You can change the
injection type of an application server, only if the APM Agent installed is version 1.21
or higher.

To configure the default browser injection type for an application server:

1. From the APM left navigation menu, select APM Admin and select Browser
Agent.

2. In the Configure End User Monitoring Injection Type Property section, all the
application servers are listed. Optionally, click the Filter icon to search for the
required application server.

3. Select the application server to modify, and click the Edit icon in the Injection
Type column, and select the required injection type.

» Reference: This injects the both the javascript and the correlation cookie
automatically, using a reference to a central javascript library.

»  Correlation: This injects only the correlation cookie. You can manually inject
the javascript to the pages you want to monitor.

* None: No automatic injection is done.

*  Full: This injects the full reporting javascript and the correlation cookie, and is
not a recommended option.

Configure Attributes for End User Monitoring

ORACLE

You can configure Application Performance Monitoring to report on additional
attributes, to enable better classification of different end user activities. The values
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for these attributes will be reported in various pages of APM, and provide a closer
perspective of application performance on the user’s site.

The newly added attributes are displayed on reports on Page list, Page details, Ajax
Call list, Ajax Call details, and Session Detail pages. You can configure how the
attributes should be populated. These functions will be executed when an Ajax Call
or a click is detected. For best results, use attributes to report more details of the
application area or application state where an action occurred.

To add attributes to report on:

® In the pages you want to be monitored, include the following Javascript code:

apmeum udf Attributel = function()

{
[l return desired value of attribute 1
return "Attribute value 1";

|

apmeum udf Attribute2 = function()

{
/1l return desired value of attribute 2
return "Attribute val ues 2";

|

These attributes will be included in the reports generated on the monitored pages.
By default, at t ri but el will be populated with the top level directory of the URL
and att ri but e2 will remain empty.

Example: In the URL ht t ps: // ww. sanpl e. conf cal endar/render, attributel
would be populated with the string calendar.

By default, the document title of the application page is captured as page title,

but can be redefined by setting the apmeum udf At t ri but eDt attribute. In context
reporting, the data in attri but el is most generic, udf Attri but eDt is more specific
(page level) and apmeum udf Attri but e2 is assumed to point / describe roughly the
area on a screen that is active during an AJAX call or the area that is clicked.

Example:

apmeum udf AttributeDt = function()

{
Il return desired value of page title
return "New Page Title";

b

Monitor End User Performance with Manual Browser

Injection

ORACLE

You can monitor the experience of your user with your application without the use of
an APM Agent.

Browser injection happens automatically if the APM Agent is configured accordingly,
but can also be done manually. Manual injection should be used in the following
scenarios:
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*  When there is no APM Agent available for your application server or when you
want to monitor static pages. In this case, manual injection will still allow you to
see and alert based on page performance. You can see user sessions, and all
instances of pages being visited.

*  Where automatic injection as performed by the APM Agent does not provide
desirable results (for example, when you want a different injection location). In that
case, configure the APM Agent for correlation mode. Along with manual injection,
the complete functionality available with APM will be available.

If you configure your application to perform manual browser injection and an APM
Agent is already present, then you can use one of the following options:

1. Configure the Agent to perform correlation by setting
oracl e. apmaas. agent . browser. i nj ecti onType=correl ation. This is the
preferred option.

2. Use no injection by setting or acl e. apmaas. agent . br owser . i nj ecti onType=none.
However, this could result in navigation limitations.

The following sections describe how to configure and use manual injection.

*  Obtain the Collector URL
*  Check Browser Agent Rewrite Rules for Manual Injection
*  Manual Injection of APM Javascript Page Tag

» Parameters for Automatic Browser Injection

Obtain the Collector URL

Before you can manually inject the Javascript, you need to obtain the Collector URL
that will be used as part of the static script that will be injected.

1. Inthe left navigation pane, click APM Admin and select Browser Agent.

2. The Collector URL is listed in the Browser Agent screen.

To configure APM to use a different col | ect or Url and to transfer data through reverse
proxy, see Transferring EUM Data to OMC Collectors.

Check Browser Agent Rewrite Rules for Manual Injection
To check the default value for the Browser Agent Rewrite Rules, do the following:

1. Inthe left navigation pane, click APM Admin and select Browser Agent.

2. Scroll down to the Browser Agent Rewrite Rules section from the Browser Agent
page to view the default value for the Browser Agent Rewrite Rules.

Manual Injection of APM Javascript Page Tag

In some environments it is not possible to use the automatic Javascript injection
functionality to monitor end user performance of web pages. Static Javascript
monitoring is useful for environments like Siebel, CDN, or when no agent is available
for your application server platform.

In may application frameworks or content managements systems it will be sufficient to
change a few page templates to change all application pages. In such cases, you can

manually inject the APM Javascript page tag into your HTML to monitor end user page
performance, without having the APM Agent installed.
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When you use this option the page data cannot be correlated to specific server
request data. Correlation to server requests is possible only if the agent is configured
for correlation mode.

# Note:

The details of where and how to manually inject the Javascript page tag are
specific to the application, OS Platform and Application Server platform.

Insert the static Javascript manually in a HTML page:
1. Inthe left navigation pane, click Administration and select Browser Agent.

2. Copy the Javascript for agentless End User Monitoring provided in the right
pane.

3. Open the HTML page you want to set End User Monitoring for, in Page Source
mode.

4. Insert the copied script after the closing </ head> tag. Ensure that you do not add
the code within another <scri pt > tag.

Insert the static Javascript manually in a PHP page:

If the web page to which you want to manually add the Javascript is a PHP page
without HTML tags, add the EUM Javascript at the end of the PHP source code. Here
is an example:

<?php

phpi nfo();
?>

<scri pt>

wi ndow. apmreum || (apneum = {});

apmeum cust oner | d=' emaast esttenant 1';

apnmeum baseCol | ector Url =" htt ps://abcl. exanpl e. com 4443/ APMaaSCol | ect or/
external /col l ector?';

</script>

<script async

crossori gi n="anonymus" src="https://abcl. exanpl e. com 4443/

APMaaSCol | ect or/ external /col I ector/staticlib/apmeum js"></script>

To optimize performance for users of the monitored application an alternative CDN-
backed location of the Javascript library can be specified as follows:

<script async crossorigi n="anonynmous" src="https://
static.oracle.confcdn/apni 1. 47. 0/ apmeum j s" ></scri pt>

Parameters for Automatic Browser Injection

Here are the fields that are configured for browser injection during automatic injection:
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Area

Sample Initialization

Default Value

Description

Collector root

Collector URL

Javascript Library URL

Influence observations

Disable injection
completely

oracl e. apmaas. age
nt. col | ect or Root =
https://
custoner.iton?. na
nagenent . ppl. orac
| ecl oud. com

oracl e. apmaas. age
nt.collectorUrl=h
ttps://
customer.iton?. ma
nagenent . ppl. orac
| ecl oud. conml
APMnaSCol | ect or/
external /

col l ector?

oracl e. apmas. age
nt.jsLibraryUrl=h
ttps://
customer.iton?. ma
nagenent . ppl. orac
| ecl oud. coml
APMnaSCol | ect or/
external /

col l ector/
staticlib/
apmeumjs

oracl e. apmas. age
nt.browser.settin
g="*(click;off),
firefox(ajax:off,
click:off)"

oracl e. apnaas. age
nt . enabl eBr owser A
gent =true

Based on values
received during
provisioning of the
agent.

Based on

col | ect or Root
(appending that with
APMnaSCol | ect or/
external /

col l ector)

Relative to collector
URL. Replace the ?
with / staticlib/
apmeumjs

true

This is the basic
collector url that

is suffixed with
APMnaSCol | ect or/
external /

col | ect or to get the
collector url, and with
APMaaSCol | ect or/
external /

col l ector/
staticlib/
apmeumj s to

get jsLibraryPath.

The default location to
send observations to.
If this is not set, it

is initialized relative to
collector Root.
Override this value
only when using
reverse-proxy.

The injected

reference . j s file.
This option should

be used if you

want to host the

APM Javascript library
locally for any reason.

The APM Agent
monitors observations
that are enabled for
the site. This can be
configured globally or
per browser.

The goal is to
continue monitoring
data from the server-
side only. If this
option is combined
with manual injected
Javascript, the only
missing part is

the relation/correlation
between browser side
and server side
monitoring.
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Area Sample Initialization Default Value Description

Type of injection oracl e. apmaas. age reference This allows customers
nt. browser.inj ect to change the way
i onType="ful|" the agent injects data.

The available values

are:

e full for agents
that allow full
injection of
Javascript

- reference used
to indicate
injection with
reference to the
central library

- correlation
used to
indicate injection
using correlation
information like
adding operation
ID into Response
Cookie header.

Customer tenant ID oracl e. apmaas. age The tenant ID to use
nt.tenant =fixedte for reporting
nant

Enable End User Monitoring in Siebel Environment

You can enable end user monitoring in a Siebel environment through manual
instrumentation.

To enable end user monitoring in a Siebel environment:

1. Inthe Siebel installation folder, navigate to ses/ si ebsr vr/ webt enpl / oui webt enpl .

2. Open the HTML source of the login page, SYELogi n. swt and insert the APM
Javascript manually to the page.

3. Open the HTML source of the container page, ccpagecont ai ner. swt and insert
the APM Javascript manually to the page.

4. Configure the Manifest Administration to enable manual injection of the APM
Javascript in sections such as View and Applet.

a. Create afile, for example, get Si ebel Vi ewNane. | s.

b. Populate the file with the following code:

i f (typeof (Siebel AppFacade. APMIracker) == "undefined") {
Nanespace(' Si ebel AppFacade. APMIT acker');
(function(){

Si ebel App. Event Manager . addLi st ner ( "post| oad",
TrackAPMNVi ewLoad, this );
function TrackAPMNVi ewload( ){

try{
wi ndow. apmeum | | (apmeum = {});
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apmeum event Attri but es. get PageName = function() {
i f( Siebel App. S App &&
Si ebel App. S_App. Get ActiveView) ){
return
Si ebel App. S_App. Get ActiveVi ew() . Get Name();
} else {
return "Unable to determne active view';

}
}
apnmeum event Attributes.getAttrl = function() {
i f( Siebel App. S App &&
Si ebel App. S_App. Get Acti veBusQbj () ){

return
Si ebel App. S_App. Get Acti veBusQbj (). Get Name() ;
} else {
return "Unable to determine active Business
oj ect”;
}
}
[l Use 'full nane' to identify user
var un = Siebel App. S App. GetProfileAttr("Full Name");
/1 DEBUG consol e.l og(' Tracking info is:'+un);
if (! w ndow. apmeum hasOmProperty("usernanme")) {
w ndow. apmeum user nane = un;
}
}
catch(error)
{
Il No-Op
/'l consol e.log("OOPS check ApnEumlrackUserld |ogic:
"+error)
}
}
1))
}

Using the Siebel console, add the file to the Manifest Administration View in
the folder Appl i cati on/ Common/ Pl at f or m | ndependent .

See Siebel documentation for how to add the file you created to the Siebel
environment.

Restart all the Siebel servers.

i. Navigate to ses/ gt wysrvr/ bi n and run these commands:
e Stop the server:./stop_ns
e Startthe server:./start_ns

ii. Navigate to ses/ si ebsrvr/bi n and run these commands:
e Stop the server:./stop_server all
e Startthe server:./start_server all

iii. Navigate to web/ Oracl e_WI'l/i nstances/i nstancel/ bi n and run these
commands:

e Stop the server:./opmct!| stopall
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e Startthe server:./opmct| startall

You can now monitor the required pages in the Siebel environment with the help of
the injected APM Javascript.

Configure User Name Reporting

ORACLE

Application Performance Monitoring can provide reports on user names.

Application Administrators can configure Application Performance Monitoring to create
reports on user names by following these steps:

1. Identify the original source of the user nane. This depends on the monitored
application and authentication mechanism used.

2. Embed scripting in the application pages (or the application landing page). Assign
the user name value to the apmeum user nane variable. This makes the user name
available for reporting.

For user names to be reported by APM they have to be made known to APM by
setting the apneum user nanevariable. The original source of the username depends
on the monitored application and authentication mechanism used. Below are a few
examples of how user name can be collected in different types of environments:

1. Get the username from Windows in Internet Explorer:

var WnNetwork = new ActiveXQbj ect ("Wscript. Network");
wi ndow. apmreum || (apnmeum = {} );
apmeum username = W nNet wor k. User Nane

2. Get the username logic from PHP code:

wi ndow. apmreum || (apneum = {} );
apneum username = '<?php echo $username; ?>';
3. Get the username from the page:

You can use this if the page is using DOM, and the page contains something like
<div id="wel comeMsg">Wel come <user> (last visit <nm-dd-yyyy>)</div>.

var Logi nnane = docunent. get El ement Byl d("wel comeMsg"). i nner HTM. ;
var end = Logi nname. i ndexCOf ("(");

var nanmeOnly = Logi nnane. substring(8, end);

wi ndow. apmeum || (apneum = {} );

apmeum user name = nanmeOnl y;

4. Get the username from EBS username:

You can extract username from your Oracle E-Business Suite (EBS) site.

a. Loginto the EBS site, and navigate to a page where your log-in name is
visible.

b. Using an editor, view the source of this page. It is recommended that you use
an editor that shows the source code without formatting or rendering.

c. Search for your username in the code. Here are some examples of how you
may see the username:
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Pattern 1:

[...]
<td wi dth="100% >
<hl class="x1f" type="O aHeader">
Wl come <USER NAME>, <DATE>
</ hl>
</td>

[...]
Pattern 2:

[...]
<td class="x8¢">
<span cl ass="x2v">Logged In As </span>
<span cl ass="x2u"><USER NAME> </ span>
</td>

[...]

d. For the 2 patterns mentioned above, you can use the Javascript code shown
below to extract user names. Add this snippet just before the end of the
<body> section.

<head>

</ head>
<body>

<script type='text/javascript' charset="UTF-8'>
var nanefronCooki e = apnmeum uti |l . get Cooki e(' EBSUSERNAME' ) ;
i f (namefronCookie != null && namefronCookie.length > 0) {
apneum user name = namef r onCooki e
} else {
var spanlListl = docunent. get El ement sByC assName("x1f");
var spanList2 = docunent. get El ement sByC assName("x2u");
if (spanListl !'= null && spanListl.length > 0) {
var | ogi nName = spanList1[0].inner HTM.
apneum username = | ogi nNane. repl ace(' wel come ',"'");
} else if (spanList2 != null && spanList2.length > 0) {
var | ogi nName = spanList2[0].inner HTM.
apneum username = | ogi nNarre;
}
1

</script>
</ body>

Tip: Inspect the HTML page's session cookies — In Firefox, you can see this in the
Tools menu, Web Developer option, Storage Inspector. Verify that a cookie containing
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the username is present. If the username is different from the EBSUSERNAME, use the
observed name.

Transfer EUM Data to OMC Collectors

ORACLE

APM supports different deployment scenarios for transfer of EUM data to OMC. Listed
here are different deployment scenarios and related configuration options.

Determine configuration scenario for your deployment

Scenario 1: If your company allows full internet access to all users, EUM data will be
sent to OMC without any special configuration, without a proxy setup.

Scenario 2: If your company limits internet access, but would still like complete EUM
data to be sent to OMC, then you should configure your existing firewall or proxy to
permit requests to be sent to OMC. See Transferring EUM Data through a Proxy.

Scenario 3: If there are special security or administrative requirements, you can
configure a reverse proxy or proxy in front of existing proxies or firewalls. See
Transferring EUM Data through a Reverse Proxy.

Transfer EUM Data through a Proxy

In cases where internal users of an enterprise web application have access to that
application, but not to the internet in general, proxy rules should be adapted to allow
access to the APM collector for all users. In that way, you can send EUM performance
data to the APM collector even if users do not have access to the collector otherwise.

You can see the details of the APM collector endpoint to be configured in the
APM Ul by selecting APM Admin and then Browser Agent. Enable access to the
collectorURL. Configuration of a proxy is vendor specific, see the documentation
provided by the proxy vendor for configuration details.

Transfer EUM Data through a Reverse Proxy

The reverse proxy technique allows browsers to find a way through the customer
firewall that is open for access only to the OMC Collector. The browser will find the
reverse proxy and interact with it like the Oracle cloud end point. You can configure
reverse proxy by following these steps:

e Configure APM Agent to use a different collectorUrl
e Configuring a Reverse Proxy

e Collecting Internal IP Addresses

Configure APM Agent to use a different collectorUrl

The APM Agent should override the end point it receives from Oracle cloud with the

local end point of the reverse proxy. This can be done by configuring the property for
col lectorUl in Agent Startup. properti es file. This setting will override the default
value that is retrieved from Oracle cloud through service registry. When there are no
htt ps sites that require monitoring, set the col [ ect or Ur| to htt p instead of htt ps.

Here is an example of the setting:

oracl e. apmaas. agent. col | ector Url =htt ps:// nyproxy. exanpl e. com 4443/
APMaaSCol | ect or/ external / col | ect or
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In the example above, replace mypr oxy. exanpl e. comand the port number 4443
with the hostname and the port number of the machine where the reverse proxy is
installed. Once the col | ect or Ur| is updated, bounce the application server(s).

Configure a Reverse Proxy

You can configure a reverse proxy using any reverse proxy configuration tools like
NGINX, Squid or WebLogic ProxyPlugin.

g o W D

" Note:

If you have an Oracle HTTP Server setup, skip steps 1-6. If you are using a
trusted certificate, skip step 7.

Navigate to http://www.oracle.com/technetwork/middleware/webtier/downloads/
index.html

Accept the license agreement.
Scroll to Oracle WebTier 12cR2 and Oracle HTTP Server 12.2.1.1.
Select Linux-64 bit and download the installer.

Follow the documentation to install Oracle HTTP Server at https://
docs.oracle.com/middleware/1213/index.html.

# Note:

The above document assumes that OHS is installed at / Or acl e.
Start the nodemanager .

# export DOMAIN HOMVE=<W.S Domai n hone>
# cd $DOVAI N_HOVE/ bi n
# nohup ./startNodeManager.sh > nmout &

Example:

# export DOMAIN HOME="/Oracl e/ M ddl ewar e/ Oracl e_Home/ user _proj ects/
domai ns/ base_domai n"

# cd $DOVAI N HOVE/ bi n

# nohup ./startNodeManager.sh > nmout &

Add the HTTP Server certificate to wallet.

a. Prepare the wallet:

# export DOMAIN HOMVE=<W.S Domai n hone>
# cd $DOVAI N_HOMVE/ confi g/ f mmconfi g/ conmponent s/ OHS/ i nst ances/ ohs1/

keystores

# nkdir proxy

# SDOMAIN_HOME/ .. /.. /..l oracl e_comon/bin/orapki wallet create -
wal let . -auto_login_only
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Example:
# export DOMAIN HOME=/ Oracl e/ M ddl ewar e/ Or acl e_Hone/

user_proj ect s/ domai ns/ base_donai n
# cd $DOVAI N_HOVE/ confi g/ f mmconfi g/ conponent s/ OHS/ i nst ances/ ohs1/

keyst ores

# nkdir proxy

# SDOMAIN HOME/ . ./../../oracle_comon/bin/orapki wallet create -
wal et . -auto_login_only

b. Get the Certificates and add to the wallet:
Method 1:
# echo -n | openssl s_client -connect <OMC collector URL>: <port>

| sed -ne '/-BEG N CERTIFI CATE-/, /- END CERTI FI CATE-/p' > /tnp/
proxy certificate.cert

Method 2:

i. Install (or update) the CA certificates:

# yum update ca-certificates

ii. Split the bundle CA root file containing all certificates into separate files.
(orapki cannot handle a bundle.)

# awk "BEG N {c=0;} /BEG N CERT/{c++} { print > "cert." ¢
".pent'}' < [etc/pki/tls/certs/ca-bundle.crt

iii. Load the individual certificates into the OHS proxy wallet.

# for i in  Is cert.*.pem; do / Oacle/Mddl eware/
Oracl e_Hone/ oracl e_common/ bi n/ orapki wal l et add -wallet . -
cert $i -trusted cert -auto_|login_only; done

Retrieve the APM col | ector Ul .

In the left navigation pane on the APM UlI, click Administration and select
Browser Agent. The col | ector Url is displayed in the Browser Agent screen. .

Configure HTTPS reverse proxy with Oracle HTTP Server.
a. In an editor, open the ssl . conf file located in the folder ohs1.

# export DOVAIN_HOVE=<W.S Donmin home>
DOVAI N_HOVE/ conf i g/ f mrconfi g/ conponent s/ CHS/ i nst ances/ ohs1

Example:

# export DOMAIN HOME="/Oracl e/ M ddl ewar e/ Or acl e_Home/

user_proj ect s/ domai ns/ base_donai n"

# vi $DOVAI N_HOWVE/ confi g/ f maconfi g/ conmponent s/ OHS/ i nst ances/ ohs1/
ssl . conf
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Configure the SSL reverse proxy in an existing virtualhost definition section.

Example:

<Virtual Host *:4443>
<I f Modul e ossl _nmodul e>
# SSL Engine Switch:
# Enable/Disable SSL for this virtual host.
SSLEngi ne on
SSLPr oxyEngi ne on

SSLProxyWal | et "${ ORACLE | NSTANCE}/ confi g/ f maconfi g/ conponent s/ $
{ COVPONENT_TYPE}/ i nst ances/ ${ COVPONENT_NANE} / keyst or es/ pr oxy"
SSLProxyVerify none
ProxyPass "/ APMaaSCol | ector" "https://cloud APM Col | ector/
APMaaSCol | ect or"
ProxyPassReverse "/ APMaaSCol | ector" "https://
cl oud_APM Col | ect or/ APMaaSCol | ect or"
ProxyPreserveHost On
ProxyRequests of f

</ Vi rtual Host >

Replace the URL htt ps://cl oud_APM Col | ect or/ APMaaSCol | ect or with the
actual collector URL on Oracle cloud from step 8.

# Note:

To use HTTP communication between browser and Reverse Proxy,
comment out the SSLEngi ne on line.

Start ohs1 component.

# export DOMAI N HOMVE=<W.S Domai n hone>
# cd DOMAI N_HOWE/ bi n
# ./start Conponent.sh ohsl

Example:

# export DOMAI N _HOME=/ Oracl e/ M ddl ewar e/ Or acl e_Hone/
user_proj ect s/ domai ns/ base_donmai n

# cd DOMAI N_HOWE/ bi n

# ./start Conponent.sh ohsl

Collect Internal IP Addresses

In internal company networks that are monitored with EUM, you can view the client IP
addresses by making these configurations.

Configure your proxy or gateway device to add the X- ORACLE- CLI ENT- | P header.

Populate this header with the real IP address of the client.
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Configuration details depend on the device or software being used.

# Note:

Reporting on geographic locations is currently not supported for internal 1P
addresses.

Troubleshoot End User Monitoring

If you run into problems while using End User Monitoring (EUM), here are some tips to
troubleshoot the issues.

ORACLE

EUM Data not Appearing in the APM Ul

If the EUM data is not appearing in the APM UlI, follow these steps to ensure that the
data is getting collected.

1. Check Injection Type.

Check if you have enabled Javascript injection for the APM Agent. Starting
with Oracle Management Cloud 1.21, the default injection type is Correlation
— which means that Javascript does not get injected automatically to every
page, but agents have to be actively configured to perform Javascript injection.
To change the injection type, see Enable and Configure End User Monitoring.

Alternatively, ensure that the Javascript is manually added to the required
application pages. See Monitor End User Performance with Manual Browser
Injection.

Select Reference as the Injection Type.

2. Check if Javascript is injected.

After checking the injection type as listed above, check if the Javascript is
getting injected into the application pages.

If the EUM data is still not appearing, check the HTML source of the
application page that should be monitored, to validate that the Javascript is
present. In Firefox and Chrome, right click on the page, and select View Page
Source. In Internet Explorer, right click and select View Source.

In the HTML source, search for the string baseCol | ect or Ur | . If you cannot
locate the string, then the Javascript is not correctly injected. This could be
because of any of these factors:

— EUM JavaScript will be injected by APM agents only if the Injection
Type is configured for Full or Reference mode. For further information
see, Enabling and Configuring End User Monitoring. If you prefer
manual instrumentation of application pages, then leave Injection Type
configured as Correlation. See Monitoring End User Performance through
Manual Browser Injection for details.

— If Javascript does not appear in the application pages once APM agents
are configured as described above, then verify that the APM agents are
deployed to all application servers delivering application pages.
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For static HTML pages, make sure that the pages cached via content delivery
networks (CDN) or content management systems are refreshed.

If the Javascript was manually injected, ensure that all the application pages
are properly instrumented, by ensuring that the Javascript is identical with the
Javascript snippet shown in the Oracle Application Performance Monitoring Ul.
(In the UI, click APM Admin, and select Browser Agent.)

<script>
wi ndow. aprmreum || (apmeum = {});
apneum cust oner | d=' <t enant id>";
apnmeum baseCol | ectorUrl =" https://<tenant id> <data center
speci fic>. oracl ecl oud. com APMaaSCol | ect or/ ext ernal / col | ector?';
</script>
<script async src="https://<tenant
i d>. <data center specific>. oraclecl oud. com APMaaSCol | ect or/
external /col l ector/staticlib/apmeumjs"></script>

If Javascript is correctly injected, but the EUM data is still not visible, then
proceed to check for issues with collector availability, as described below.

If manual injection is used for an application where the back-end is monitored
by APM Agents, and there are no server requests shown for pages and Ajax

calls, then check if agents are configured for injection type correlation. This is
required for pages and Ajax calls to be associated with server requests.

3. Is the collector Javascript downloaded and executed?

By default, the Javascript will be downloaded from the collector
location https: //<tenant id> <data center specific>. oraclecloud. con
APMaaSCol | ect or/ ext ernal / col | ector/staticlib/apmeumjs.

Some sites have additional protection against remote hosted Javascript to
prevent cross-site-scripting. In this scenario, copy the script and host it locally.
Configure the or acl e. apnaas. agent . j sLi braryUr| setting in the apmagent
properties file.

Edit the apmagent properties file, and add the location of the locally hosted
apneum j s file:

oracl e. apmaas. agent . jsLibraryUrl =htt ps:// <ww. exanpl e. con»/
apnBtaticJS/ apneumjs))

Usually, browsers report blocked Javascript executions in the web console as
a warning. Check the web console to spot the issue. See more information

on the internet about Content Security Policy. For example you can search for
Content Security Policy (CSP) in Mozilla Developer Network.

4. Is the collector reachable?

Ensure that the EUM events are being sent to the ApnCl i ent Col | ect or. This
is a pre-requisite for the EUM data to be displayed in the APM Ul. You can
check this by starting the Developer Console.

In most browsers, you can start the Developer Console by pressing the F12
key, and selecting the Network tab.
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* Inthe Network tab, load or reload one of the application pages to be
monitored by APM. The requests shown should now contain requests to the
collector.

Example: https://<tenant>. <data center specific>.oraclecloud.con
APMaaSCol | ect or/ ext ernal / col | ect or

* If you don't see a 200 or 204 HTTP response code for requests to the
collector, then that browser isn't able to access the collector. This could be
caused by network configuration that limits internet access. When the internet
access for users is limited, a reverse proxy may have to be set up inside the
network to allow EUM events to be sent to Oracle Management Cloud. See
Transferring EUM Data to OMC Collectors.

* In some cases, the CSP policy blocks interaction with collector, and is usually
reported in the web console as warnings.

Static content is not monitored by default.

Server requests for pages that are considered as static content are not
monitored by default. File types considered as static content are the following:

n . brrpll , n . CSS" , n . pngll , n . SM" , n . j ar n , n . ht ml , n . ht m n , n X dt dll ,
" npeg", ".jpg", ".dat", ".npg", ".nmid", ".properties", ".js", ".ico",
".class", ".tif", ".gif", ".jpeg", ".swf", ".cur", ".woff".

To change this configuration, see Monitoring a Web Application through Servlet
Monitoring.

Browser Agent Interfering with the Monitored Application

Sometimes, enabling EUM can interfere with the smooth functioning of your
application.

If Javascript is available in HTML pages as described above, and EUM metrics are
visible in the APM Ul, but instrumentation results in issues with functionality of the
monitored application, try these tips:

For manual injection, check where the Javascript is placed. The script should be
placed directly after the closing </ head>tag or at the very end of the page. Ensure
that it is not placed within another <scri pt > tag.

When the Javascript is interfering with specific pages only, then turn off the
Javascript injection for affected pages.

To disable Javascript injection for a specific URL pattern (Example: / t est/

nmysanmpl e):

1. Edit apmagent/conf/ Browser Agent . j son

2. Add the following section. The change will be effective after about 30 seconds,
without a restart of the application server.

"url Configs": [

{
"patternString" : "/test/nysanple",
"config" : {
"extensi onG oup” : "default"”,
"patternhatching" : [{
"patternString" : "/test/nysanple",

"excluded" : true,
"includeQueryString": false
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1

]

In some cases the interaction between the APM Javascript and the application’s
Javascript causes problems. On Internet Explorer, you can resolve this by disabling
the tracking of particular events from the browser.

Edit the apmagent properties file by adding the browser setting property:

oracl e. apmas. agent . browser. setting=i e(ajax: off, click:off)

Validating Customizations

You can customize the data that your application sends to Oracle Management Cloud.
Validate the customization you've done through these steps:

* Validating apmeumobject
e Verify user name property across multiple browsers
* Validating information sent to Oracle Management Cloud

Validating apneumobject:

After you have added the customization code, the apmeumobject will be updated. Use
the developer tools of your browser to validate the contents of the user nane property.
The below verification is applicable to most of the browsers.

Verify user nane property across multiple browsers:

To validate the user name property, in the developer tools window of your browser,
enter:

w ndow. apmeum user nane

If the customization code has not been updated correctly, you will see the following
message:

wi ndow. apmeum user name
undef i ned

If the customization code has been updated correctly, the user name is displayed as
below:

w ndow. apmeum user nane
<user nang>

Validating information sent to Oracle Management Cloud

The information from apneumobject and the metrics are combined into messages
that are sent to the apm col | ect or in Oracle Management Cloud. This is visible

in browsers by requests that are made to / APMaaSCol | ect or/ ext ernal / col | ect or
URLs.
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You can view this information in the Network tab of the Developer Tools in most
browsers. To validate, check the request body to ensure that the specific test is listed.
You can also filter the URLSs to view only the relevant ones.

Data in End User Monitoring Reports

Application Performance Monitoring collects different data from end user monitoring

and presents it in reports.

Through End User Monitoring, there are three categories of dimensions available for

reporting - for sessions, pages and Ajax calls.

Table 14-1 Data dimension in End User Monitoring

APM Object, Category Dimension
Pages > Geographic information derived from +  Continent
IP addresses - Country

* Region

City (City information is exposed in
session diagnostics only)

ISP (ISP information is exposed in
session diagnostics only)

IP (IP information is exposed in session
diagnostics only)

Pages > Client information derived from user-
agent HTTP header

Browser type (Firefox, IE, etc)
Browser version

Device type (desktop, mobile)
OS (Windows, MacOS, etc.)
OS Version

Screen size

Pages > Application related dimensions

URL (with URL parameters and ID values
removed)

Domain name

Page title

Attribute 1

By default, it is the top level URL directory.
Attribute 2

By default,empty.

Attribute 1 and attribute 2 can

be populated via JavaScript of the
applications.

Sessions Additional attribute user nane that can
be populated with additional JavaScript
instrumentation. For details, see Configure
User Name Reporting.

Ajax Calls The HTTP status code is available as an

additional reporting dimension.

ORACLE
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Table 14-2 Metrics available in End User Monitoring data

_______________________________________________________________________|
APM Object and Category Dimension

Pages > Counts .

Number of page views

Number of 'frustrating' page views
Number of 'tolerable’ page views
Number of 'good' page views

For 3 counts and above, page views
are categorized based on configurable
response time thresholds.

Number of page clicks
Number of Ajax calls
Number of Ajax call errors
Number of JavaScript errors

Pages > Metrics .

Load time

(Based on W3C Navigation Timing,

| oadEvent End. )

Interactive time

(Based on W3C Navigation Timing,
dom nteracti ve - indicates when page
becomes usable.)

First Byte time

(Based on W3C Navigation Timing,
responseSt art . For aggregated data,
min and max values available for 3
metrics and above.

Viewing time

Ajax Calls > Counts .

Number of Ajax Requests

Number of ‘frustrating’ Ajax calls
Number of 'tolerable' Ajax calls
Number of 'good' Ajax calls

For the 3 counts and above page views
are categorized based on configurable
response time thresholds.

Number of related page views
Number of related page clicks
Number of Ajax errors

Ajax Calls > Metrics .

Load Time
Fetch Time
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Configure Data Collection and Privacy
Controls

Application Performance Monitoring allows you to configure privacy settings and
control data collection.

This chapter talks about the tools within Application Performance Monitoring that
enable you to comply with local regulations with respect to privacy, data collection
and processing and storage of data. Using these tools you can control how much of
your users’ personal data is collected, stored and viewed, thereby complying to the
applicable legal requirements.

*  Configure Do Not Track Settings

»  Configure Privacy Settings

Configure Do Not Track Settings

ORACLE

Administrators can provide an option to users of Application Performance Monitoring
to disable tracking.

Users of an application are tracked in order to provide useful and reliable reporting.
But users may want to opt out of tracking for reasons of privacy or due to regulatory
requirements. Administrators can provide a choice, and enable users to choose their
privacy settings.

Administrators can add applicable business logic in their application so that the value
of the parameter wi ndow. apneum obs can be determined as per the user’s preference.
Through this parameter, APM allows the user to choose to be or not to be tracked. If
the user chooses not to be tracked, the value of the parameter wi ndow. apmeum obs will
be set to 0.

The following is an example of how the parameter wi ndow. apmeum obs can be used in
the apmeum j s file.

<htm >
<head>

/1 function to get cookie

function get Cooki e(cnane) {
var name = cnhanme + "=",
var decodedCooki e = decodeURI Conponent ( docunent . cooki e) ;
var ca = decodedCookie.split(';");

for(var i = 0; i <ca.length; i++) {
var ¢ = cali];
while (c.charAt(0) ==" ") {
c = c¢.substring(1);

}
if (c.indexOf(nane) == 0) {
return c.substring(nane.length, c.length);
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)
} nn

return ,

}

[Ithis method is for recording user's preference of being
tracked
function set CbsTriggered(doNot Track, exdays/*expires day*/){
i f (doNot Track != undefi ned){
i f(doNot Track == true){
w ndow. apmeum = wi ndow. apmeum || {};
apmeum obs = 0;
}
[lcalcul ate expires date
var d = new Date();
d.set Tinme(d.getTinme() + (exdays*24*60*60*1000));
var expires = "expires="+ d.toUTCString();

/Iset path=/ so that all pages under a web project
can access the doNot Track cookie if avaiable
docunent . cooki e = "doNot Track=" + doNot Track + ";"
; path=/;"
}

+ expires +

}

function doNot TrackPronpt () {
var r = confirm"Can | track your behaviour data for
hel ppi ng i nprove user experience?");
if (r ==true) {

set CbsTri ggered(true, DEFAULT_EXPI RE_DAY _FOR DO NOT_TRACK) ;
} else {

set CbsTri ggered(fal se, DEFAULT _EXPI RE_DAY_FOR DO _NOT_TRACK) ;

}
}

function isDoNot TrackSet (){
/Icheck if cookie doNotTrack is available to adjust
observation state(i.e. apmeumobs) for current page
var doNot Track = get Cooki e("doNot Track");

i f (doNot Track != undefined &% doNot Track !'= "'"){
i f(doNot Track == "true'){
w ndow. apmeum = wi ndow. apmeum | | {};
apmeum obs = 0;

}

return true;

}

el se return fal se;

}

$(docunent) . ready(function(){
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i f(!isDoNot TrackSet()) //if doNotTrack is not set yet,
a pronpt will be popped up.

doNot TrackPronpt () ;
IOF
</script>
</ head>
<body>
<l--
Cient's page.
-->
</ body>

</htnm >

In the above scenario, if the main page of a website records a Do Not Track, the same
value is carried forward to its child pages too. If a user chooses Do Not Track for

ww. sanpl epage. com the same preference would be applied for ww. sanpl epage. com
cart.

Configure Privacy Settings

ORACLE

Administrators can provide an option to users of Application Performance Monitoring
to configure privacy preferences.

You can configure privacy settings in Application Performance Monitoring to comply
with legal requirements.

1. From the APM left navigation menu, select APM Admin and select Privacy
Settings .

2. Select the privacy option as per your requirement:

Privacy Setting Description

Discard IP addresses, obtain geo- [This is the default selection. Select this
location data option to mask users’ IP addresses and also
discard the IP address data. APM Ul will
display the IP address as —.

Retain IP addresses and obtain Select this option to retain users’ IP
geo-location data addresses.

Discard IP addresses and do not  [Select this option to discard both IP address
obtain geo-location data and geo-location data of all the users.

3. Personal Identifiable Information: To avoid storing any personally identifiable
information (PIl), you can select if you want to store private information such as full
URLSs, page titles and click names as per your requirement. Note that this does not
affect Web Application data.

Privacy Setting Description
Store full URLS, not only the Check this option to store full URLs.
domain
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If you check this option, APM Ul will display
htt ps://<domai n name>: <port>/<Directory
Pat h...>/ <File Path>in Page, Ajax and
Session pages.

If you don't check this option, APM UI will
display only htt ps://<domai n nanme>: <port >
in Page, Ajax and Session pages.

By default, this option is unchecked if you did
not use APM before.

Store page titles and click names

Check this option to store page titles and
click names.

If you don't check this option, APM Ul won't
collect the page titles.

By default, this option is unchecked if you did
not use APM before.

Click Save.
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Upgrade APM Agents

A user with Application Performance Monitoring administrator role can update to the
latest version of the Agent.

Topics:

Upgrade APM Java Agent
Upgrade APM .Net Agent
Upgrade APM Node.js Agent
Upgrade APM Ruby Agent

Upgrade APM Java Agent

This section discusses how you can upgrade the APM Java Agent.

ORACLE

Upgrade APM Java Agent

1.

5.

Stop the server where the APM Java Agent to be upgraded is installed. Ensure
you are logged in as the same user that installed the initial APM Java Agent.

Download the agent install software. See the install instructions for the relevant
APM Java Agent.

Optionally backup the existing APM Java Agent. Note that the apmagent / confi g
and aprmagent /| i b folders will be backed up automatically during the upgrade.

Install and provision the APM Java Agent for your administration server. Provision
the new APM Java Agent to the same destination.

The provisioning script will search for domai n hone/ apmagent (where domai n hone
is the directory the user specified in the —d parameter.) You will be prompted to
Overwrite, or Upgrade existing APM Java Agent.

a. o — Overwrite - New APM Java Agent will be installed over the existing one.

b. u— Upgrade - The APM Java Agent is upgraded to new version, and all
customized properties are retained. Upgrade does the following:

e Old agent i bs will be backed up: apmagent/1i b into apmagent /
I'i b. backup

e Old agent |i bs will be backed up: apmagent/ confi g into apnmagent /
config. backup

* New agent files will be extracted into apnmagent, but apnmagent/confi g files
will not be replaced.

e Certain parameters in the apmagent / confi g files will still be updated
according to the new installation settings (like server URL, etc.)

c. g— Quit - The script exits without modifying the installed APM Java Agent.

Start the application server.
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Upgrade APM .Net Agent

This section discusses how you can upgrade APM .Net Agents.

Upgrade APM .Net Agent

Before upgrading the APM .Net Agent, make sure you take a backup of the following
system configuration files:

C:\ W ndows\ Syst enB2\i net srv\ confi g\ applicationHost.config

C.\W ndows\ M crosof t. NET\ Fr amewor k\ v4. 0. 30319\ Confi g\ web. config
C:\ Wndows\ M crosof t. NET\ Fr amewor k\ v2. 0. 50727\ CONFI G web. confi g
C:\ W ndows\ M crosof t. NET\ Fr amewor k64\ v4. 0. 30319\ Confi g\ web. config
C.\W ndows\ M crosof t. NET\ Fr amewor k64\ v2. 0. 50727\ CONFI G web. confi g

To upgrade the APM .Net Agent:

1.

Stop the IIS server.

iisreset /stop

Execute the APM .Net Agent installer.

a.

b.

d.

e.

Ensure that the OVC. i ni file is in the same directory as the ApmAgent . nsi file.

Run the ApmAgent . nsi executable. The APM .Net Agent installation wizard
guides you through the installation process.

Specify the installation directory. You can use the same directory used for the
previous installation, or specify a new one.

Specify the host name.
Click Install.

Start your IS server.

iisreset /start

Upgrade APM Node.js Agent

This section discusses how you can upgrade APM Node.js Agent.

ORACLE

Upgrade APM Node.js Agent

Prerequisites:

Ensure that the environment variables are set appropriately.

Ensure that none of the files in the node_nodul es/ or acl e- apmfolder are open.

Stop all the APM Node.js Applications.

Ensure you are logged in as the same user that installed the initial APM Node.js
Agent.

To upgrade APM Node.js Agents:
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Download the latest APM Node.js Agent software and extract the contents of the
ZIP file to a local or shared directory.

Install the APM agent install software.

For information on the above steps 1 and 2, see Install and Configure APM
Node.js Agents.

Optionally, backup the existing APM Node.js Agent from $NODE_PATH.
Install and provision the APM Node.js Agent by running the provisioning script.

APM Node.js Agent displays the list of changes made by the upgrade process,
and prompts for confirmation. On confirmation, the APM Node.js Agent is
upgraded to the new version, and all customized properties are retained. The
or acl e- apmdirectory and the or acl e-apm confi g. j son file in $NODE_PATH are
backed up to ${ STAGE_DI R}/ t enp.

< Note:

Review the host Nane property, since this value will overwrite the
host Name which was used by the agent prior to upgrade.

The upgrade computes a default host nane and uses the same. To
override this default, rerun the provisioning script with ORACLE_HOSTNAME
argument.

The following changes occur when you choose to upgrade APM Node.js Agent:

1.

A new version of APM Node.js Agent software will be installed in the node-
modul es folder.

Updated or acl e- apm confi g. j son will be copied over from STAGE_DI Rto node-
modul es/ or acl e- apnt dat a folder. Existing file will be backed up with a . backup
extension. Custom properties edited previously like proxy par ams etc will be
copied over to the new file.

All . cer certificate files will be converted into the correct format and copied over to
node- modul es/ or acl e- apni dat a folder.

Start the Node.js applications. The required confi g files will be copied to the
respective NODE_APP_HOWE/ or acl e- apm dat a folder.

Troubleshooting Upgrade Issues

The upgrade overwrites or acl e- apmagent files in the ¥NODE_PATH%folder. If any
file from this folder (for example, or acl e-apm confi g. j son file) is open during the
upgrade, the following npmerror occurs, and the upgrade process stops.

npm ERR! code EPERM
npm ERR' errno -4048
npm ERR! syscal | renane

npm ERR! Error: EPERM operation not pernmitted, renane ' %NODE _PATH%
\oracl e-apnt -> ' %\NODE_PATHA . or acl e- apm DELETE'

With the above error, the or acl e- apmfolder is deleted and hence, a rerun of the script
is treated as a new install. Any locally modified properties are lost due to the rerun.
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Workaround

Follow this workaround before attempting a rerun of the provisioning script:

1.

The backup copy of the old or acl e- apmfolder is available in the backup folder - $
{STAGE DI R}/ t enp (on Linux) and %'EMP% f ol der (on Windows). Copy this folder
into node_nodul es.

Ensure that none of the files from the node_nodul es/ or acl e- apmfolder are open,
and rerun the provisioning script.

Upgrade APM Ruby Agent

Follow these steps to upgrade the APM Ruby Agent.

ORACLE

Upgrade APM Ruby Agent

1.
2.

Download the latest APM Ruby Agent from the Oracle Management Cloud Ul.

Install the new agent gem.
geminstall oracle_apm 1. xx.Xx.gem
Verify that it has been added to the gem library:
gemlist oracle_apm
oracle_apm (1l.yy.y) # other old version(s)
oracl e_apm (1. xx.x) # new version
Edit the application’s Gemfile and update the agent gem version specifier

gem 'oracle_apm, '~> 1.xx.X’

Restart your application server.
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Uninstall APM Agent

A user with Application Performance Monitoring administrator role can uninstall the
APM Agent.

Topics:

e Uninstall APM Java Agent

e Uninstall APM .Net Agent

e Uninstall APM Node.js Agent
e Uninstall APM Ruby Agent

» Disable and Remove Agents for Licensing Purposes

Uninstall APM Java Agent

ORACLE

This section discusses how you can uninstall APM Java Agents.

* Remove APM Java Agents from Oracle WebLogic Server
* Remove APM Java Agents from WebSphere

* Remove APM Java Agents from Apache Tomcat

* Remove APM Java Agents from JBoss

*  Remove APM Java Agents from Jetty

Remove APM Java Agents from Oracle WebLogic Server

To disable and remove APM Java Agents from a WebLogic domain, complete the
following tasks:

1. Task 1: Disable the APM Java Agent in the WebLogic Server Domain
a. Stop the WebLogic Server:

% cd $DOMAI N_HOWE/ bi n
% ./ st opWebLogi c. sh

b. Remove the edited version of the st art WebLogi c. sh script, and replace it
with the original script that was backed up before you installed the APM Java
Agent:

% mv startWebLogic.sh.orig startWbLogic.sh

c. Restart the WebLogic Server:

% cd $DOMAI N_HOVE
% nohup ./startWbLogi c.sh >& startup.log &
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< Note:

Note that in the above script you are using the $DOVAI N_HOVE
version of st art WebLogi c. sh, even though you had earlier edited
the $DOMAI N_HOVE/ bi n version. Invoking this script from one level
higher will in fact invoke the script from a lower level.

2. Task 2: Delete the APM Java Agent Software from the WebLogic Server
Domain

a. Remove the directory where the APM Java Agent files were extracted:

% cd $DOMAI N_HOMVE
%rm-r apmagent

b. Remove the directory where you initially extracted the APM Java Agent
installation software.

3. Task 3: Remove APM Java Agent References from Oracle Management
Cloud

a. On the Oracle Management Cloud Agents page, click APM Agents on the
left navigation pane.

b. Onthe APM Agents page, select the APM Java Agent that you want to
remove. Use the Search feature to search for a specific APM Java Agent.

c. On the right side of the page, click the Actions menu and select Remove.

Remove APM Java Agents from WebSphere Server

To disable and remove APM Java Agents from your WebSphere application server,
complete the following tasks:

1. Task 1: Disable the APM Java Agent in the WebSphere Server

a. From your WebSphere Admin console, click the Servers tab and select the
server on which you want to provision the APM Java Agent.

b. Expand Java and Process Management tab and select Process Definition.
c. Under Additional Properties tab, select Java Virtual Machine.
d. Inthe Generic JVM arguments field, remove the following line:

-j avaagent : \ $WAS_HOMVE/ apmagent / | i b/ syst enl
ApmAgent I nstrunent ation. jar -Dws.ext.dirs=\$WAS HOVE/ apmagent/|ib/
agent/ ApnEunfil ter.jar

e. Remove the edited version of the server. pol i cy file, and replace it with the
original script that was backed up before you installed the APM Java Agent:

% nv server.policy.sh.orig server.policy.sh
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f. Restart the WebSphere Server:

% cd $WAS_HOME/ bi n
./ stopServer.sh <servernane>
./startServer.sh <servernane>

" Note:

Note that in the above script you are using the $WAS_HOME version

of the server. pol i cy file, even though you had earlier edited

the $WAS_HOME/ bi n version. Invoking this script from one level higher
will in fact invoke the script from a lower level.

2. Task 2: Delete the APM Java Agent Software from the WebSphere Server
a. Remove the directory where the APM Java Agent files were extracted:

% cd $WAS_HOME
%rm-r apmagent

b. Remove the directory where you initially extracted the APM Java Agent
installation software.

3. Task 3: Remove APM Java Agent References from Oracle Management
Cloud

a. On the Oracle Management Cloud Agents page, click APM Agents on the
left navigation pane.

b. Onthe APM Agents page, select the APM Java Agent that you want to
remove. Use the Search feature to search for a specific APM Java Agent.

c. On the right side of the page, click the Actions menu and select Remove.

Remove APM Java Agents from Apache Tomcat

To disable and remove APM Java Agents from your Apache Tomcat application server,
complete the following tasks:

1. Task 1: Disable the APM Java Agent in the Apache Tomcat Server

a. Stop the Apache Tomcat Server:

% cd $CATALI NA HOWVE/ bin
% ./ shut down. sh

b. Remove the edited version of the cat al i na. sh file, and replace it with the
original script that was backed up before you installed the APM Java Agent:

% nv catalina.sh.orig catalina.sh
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c. Restart the Tomcat Server:

% cd $CATALI NA HOVE/ bin
% . / shut down. sh
% ./startup.sh

" Note:

Note that in the above script you are using the $CATALI NA HOVE
version of the cat al i na. sh file, even though you had earlier edited
the $CATALI NA_HOWE/ bi n version. Invoking this script from one level
higher will in fact invoke the script from a lower level.

2. Task 2: Delete the APM Java Agent Software from the Tomcat Server

a. Remove the directory where the APM Java Agent files were extracted:

% cd $CATALI NA_HOMVE
%rm-r apmagent

b. Remove the directory where you initially extracted the APM Java Agent
installation software.

3. Task 3: Remove APM Java Agent References from Oracle Manhagement
Cloud

a. On the Oracle Management Cloud Agents page, click APM Agents on the
left navigation pane.

b. Onthe APM Agents page, select the APM Java Agent that you want to
remove. Use the Search feature to search for a specific APM Java Agent.

c. On the right side of the page, click the Actions menu and select Remove.

Remove APM Java Agents from JBoss

To disable and remove APM Java Agents from your JBoss application server,
complete the following tasks:

1. Task 1: Disable the APM Java Agent in the JBoss Server

a. Stop the JBoss Server:

% cd $JBOSS_HOVE/ bi n
% ./jboss-cli.sh -c :shutdown

b. Remove the edited version of the st andal one. conf file, and replace it with the
original script that was backed up before you installed the APM Java Agent:

% mv standal one. conf. orig standal one. conf
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c. Restart the JBoss Server:

% cd $JBCSS_HOVE/ bi n
% ./jboss-cli.sh -c :shutdown
% nohup ./standal one.sh -b 0.0.0.0& startup.log &

# Note:

Note that in the above script you are using the $JBOSS_HOME version
of the st andal one. conf file, even though you had earlier edited

the $JBOSS_HOME/ bi n version. Invoking this script from one level
higher will in fact invoke the script from a lower level.

2. Task 2: Delete the APM Java Agent Software from the Tomcat Server

a. Remove the directory where the APM Java Agent files were extracted:

% cd $CATALI NA_HOMVE
%rm-r apmagent

b. Remove the directory where you initially extracted the APM Java Agent
installation software.

3. Task 3: Remove APM Java Agent References from Oracle Management
Cloud

a. On the Oracle Management Cloud Agents page, click APM Agents on the
left navigation pane.

b. Onthe APM Agents page, select the APM Java Agent that you want to
remove. Use the Search feature to search for a specific APM Java Agent.

c. On the right side of the page, click the Actions menu and select Remove.

Remove APM Java Agents from Jetty

To disable and remove APM Java Agents from your Jetty application server, complete
the following tasks:

1. Task 1: Disable the APM Java Agent in the Jetty Server
a. Stop the Jetty Server.
Remove the edited version of the java -jar start.jar file, and replace it
with the original script that was backed up before you installed the APM Java
Agent:

%nv java -jar start.jar.orig java -jar start.jar

b. Restart the Jetty Server.
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< Note:

Note that in the above script you are using the $JETTY_HOVE version
ofthejava -jar start.jar file, even though you had earlier edited
the $JETTY_HOMWE bi n version. Invoking this script from one level
higher will in fact invoke the script from a lower level.

2. Task 2: Delete the APM Java Agent Software from the Jetty Server

a.

Remove the directory where the APM Java Agent files were extracted:

% cd $JETTY_HOME
%rm-r apmagent

Remove the directory where you initially extracted the APM Java Agent
installation software.

3. Task 3: Remove APM Java Agent References from Oracle Management
Cloud

a.

On the Oracle Management Cloud Agents page, click APM Agents on the
left navigation pane.

On the APM Agents page, select the APM Java Agent that you want to
remove. Use the Search feature to search for a specific APM Java Agent.

On the right side of the page, click the Actions menu and select Remove.

Uninstall APM .Net Agent

This section discusses how you can uninstall APM .Net Agents.

ORACLE

Remove APM .Net Agent

An administrator can remove APM .Net Agents by completing the following tasks:
e Task 1: Remove APM .Net Agent

e Task 2: Remove APM .NET Agent References from Oracle Management Cloud

Task 1: Remove APM .Net Agent

1. Stop the IIS server.

iisreset /stop

2. You can remove APM .Net Agent in any of the following ways:

Navigate to the installation directory and run
the ApmAgent . nsi executable. The APM .Net Agent uninstallation wizard
guides you through the uninstallation process.

OR
Navigate to the Control Panel and remove Oracle APM .NET Agent.
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For silent uninstallation, run the following command from the installation directory:

msi exec /quiet /log uninstall.log /x ApmAgent. nsi

If you did not stop the 1IS server before you started the uninstallation, the
uninstallation wizard displays a message that the APMAgent \ conf i g folder and
the related . j son files have not been deleted. Delete this folder and the . j son
files manually to remove all the configuration settings. If the folder is not deleted,
these configuration settings will be used the next time you install Application
Performance Monitoring.

Task 2: Remove APM .NET Agent References from Oracle Management Cloud

1.

On the Oracle Management Cloud Agents page, click APM Agents on the left
navigation pane.

On the APM Agents page, select the APM .Net Agent that you want to remove.
Use the Search feature to search for a specific APM .Net Agent.

On the right side of the page, click the Actions menu and select Remove.

Uninstall APM Node.js Agent

This section discusses how you can uninstall APM Node.js Agents.

ORACLE

Upgrade APM Node.js Agent

Prerequisites:

Ensure that the environment variables are set appropriately.
Ensure that none of the files in the node_nodul es/ or acl e- apmfolder are open.
Stop all the APM Node.js Applications.

Ensure you are logged in as the same user that installed the initial APM Node.js
Agent.

To upgrade APM Node.js Agents:

Download the latest APM Node.js Agent software.
Extract the contents of the ZIP file to a local or shared directory.
Download the agent install software.

For information on the above steps 1 to 3, see Installing and Configuring APM
Node.js Agents.

Optionally, backup the existing APM Node.js Agent from $NODE_PATH.
Install and provision the APM Node.js Agent by running the provisioning script.

APM Node.js Agent displays the list of changes made by the upgrade process,
and prompts for confirmation. On confirmation, the APM Node.js Agent is
upgraded to the new version, and all customized properties are retained. The
or acl e- apmdirectory and the or acl e- apm confi g. j son file in $NODE_PATH are
backed up to ${ STAGE_DI R}/ t enp.
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< Note:

Review the host Nane property, since this value will overwrite the
host Name which was used by the agent prior to upgrade.

The upgrade computes a default host nane and uses the same. To
override this default, rerun the provisioning script with ORACLE_HOSTNAME
argument.

The following changes occur when you choose to upgrade APM Node.js Agent:

1. A new version of APM Node.js Agent software will be installed in the node-
modul es folder.

2. Updated oracl e-apm confi g. j son will be copied over from STAGE DI Rto node-
modul es/ or acl e- apnt dat a folder. Existing file will be backed up with a . backup
extension. Custom properties edited previously like proxy parans etc will be
copied over to the new file.

3. All. cer certificate files will be converted into the correct format and copied over to
node- nodul es/ or acl e- apni dat a folder.

4. Start the Node.js applications. The required confi g files will be copied to the
respective NODE_APP_HOVE/ or acl e- apm dat a folder.

Troubleshooting Upgrade Issues

The upgrade overwrites or acl e- apmagent files in the ¥%NCDE_PATH%folder. If any
file from this folder (for example, or acl e-apm confi g. j son file) is open during the
upgrade, the following npmerror occurs, and the upgrade process stops.

npm ERR! code EPERM
npm ERR! errno -4048
npm ERR! syscal | renane

npm ERR! Error: EPERM operation not pernitted, renane ' 9NODE_PATH%
\oracl e-apmt -> ' %\NODE_PATHA . or acl e- apm DELETE'

With the above error, the or acl e- apmfolder is deleted and hence, a rerun of the script
is treated as a new install. Any locally modified properties are lost due to the rerun.

Workaround
Follow this workaround before attempting a rerun of the provisioning script:

1. The backup copy of the old or acl e- apmfolder is available in the backup folder - $
{STAGE DI R}/ tenp (on Linux) and %'EMP% f ol der (on Windows). Copy this folder
into node_nodul es.

2. Ensure that none of the files from the node_nodul es/ or acl e- apmfolder are open,
and rerun the provisioning script.

Remove APM Node.js Agent

To disable and remove APM Node.js Agents, complete the following tasks:

e Task 1: Remove the APM Node.js Agent from the application
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* Task 2: Delete APM Node.js files from the Application folder
* Task 3: Uninstall APM Node.js Agent

Task 1: Remove the APM Node.js Agent from the application
1. Navigate to the NODE_APP_HOVE folder.

2. Open the .js file that serves as the application’s entry point.

3. Inthe .js file, search for the line that starts with requi re("' oracl e-apm ); and
delete it.

Code with Node.js Agent enabled:

require('oracle-apm); //Newy added require for Oracle APM
instrumentation

var express = require('express');
var app = express();

app.get('/', function (req, res) {
res.send(' Hello World!");
1

app. l'i sten(3000, function () {
consol e. | og(' Exanmpl e app listening on port 3000!');

1

Code after removing APM Node.js Agent

var express = require('express');
var app = express();

app.get('/', function (req, res) {
res.send(' Hello World!'");
}:

app. listen(3000, function () {
consol e. | og(' Exanpl e app |istening on port 3000!');

1)

Task 2: Delete APM Node.js files from the Application folder
1. Navigate to the NODE_APP_HOVE folder.

2. Remove the directory or acl e- apmwhere APM Node.js Agent was installed.

cd $NODE_APP_HOMVE
rm-r oracle-apm

Task 3: Uninstall APM Node.js Agent

1. Setthe environment variable PATH to include $Node_Hone/ bi n.
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2. Run the following command to uninstall APM Node.js Agent:

npmuninstall -g oracle-apm

Uninstall APM Ruby Agent

Follow these steps to uninstall the APM Ruby Agent.

Remove APM Ruby Agent

1. Edit the application’s Gemfile and either comment out or remove the gem
reference:

gem'oracle_apm, '~> 1.x.X

2. Restart your application server.

3. Remove the agent gem from the gem library:

gem uninstal | oracle_apm
4. Toremove the Agent from the Oracle Management Cloud Ul, in the Oracle
Management Cloud Agents page, click APM Agents on the left navigation pane.

5. Inthe APM Agents page, select the APM Agent that you want to remove. Click
the Actions menu and select Remove.

Disable and Remove Agents for Licensing Purposes

ORACLE

Charges for APM usage vary by licensing model.

In the Universal Credits licensing model, APM Agents are counted based on the
amount of data received, and not on the number of registered APM Agents. In

this licensing model, you simply need to stop data from being received by Oracle
Management Cloud in order to stop or pause charging. You do not have to completely
remove the APM Agents in this case. To stop data transfer, you can do ONE of the
following:

» Disable APM data being sent to OMC: If you are using a Gateway, first disable
End User Monitoring (EUM) (by setting the End User Monitoring Injection Type
Property to None) using the APM Console and then stop the gateway agent.
To deploy APM agents using gateways, refer to installation instructions for your
type of agent. For detailed instructions on how to turn off EUM, see Enable and
Configure End User Monitoring.

*  Stop the Application Server. Data will no longer be sent to OMC.

* Remove APM Agents. For instructions on how to remove APM agents, see
Upgrade APM Agents.

If you are using a Subscription-based licensing model the APM Agent count is based
on the number of registered APM Agents. To stop charges related to APM Agent
registrations:

»  Stop, Disable and then Remove the APM Agents so that data is no longer sent to
OMC. For instructions on how to remove APM agents, see Upgrade APM Agents.
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You can add Classifications that can be used while creating Application Definitions.

Classifications help in grouping together related objects. Application Performance
Monitoring uses the applied classifications to run filters. You can add Classifications
while deploying APM.

To add a classification:

1. While deploying your APM Agent, add this property to apmagent / confi g/
Agent St art up. properti es file:

oracl e. apmaas. agent . appServer. cl assi fi cati ons=<nane of
Cassification>

This classification can be used while creating application definitions.

You can also add this property after deploying the APM Agent. Ensure that you
restart the application server after editing the properti es file.

The APM agent initially looks for the Agent St art up. properti es file in the
application server instance directories. If not found, the agent then uses the global
Agent Start up. properti es file.
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Syntax for Using the APM Java Agent
Installation Script

Here’s the syntax for using the Provi si onApmJavaAsAgent . sh script:

Provi si onApmJavaAsAgent. sh -d <domai n_home> [ -h <hostnane> ]

[ -no-pronpt [-overwite]] [ -no-wallet ]
[ -ph proxy_host> -pp proxy_port> [ -pt

proxy_aut h_token> ] ]

[ -c client _collector_url>] [ -regkey-file ]

[ -classifications ]

The following table describes the parameters of the Provi si onApmJavaAsAgent . sh

script.

Parameters

Description

-d <domai n_home>

Specify the absolute path of the home directory of your application
server. This should be the absolute path of the home directory. The
APM Java Agent software will be installed under this directory.

-h <host name>

Specify a valid fully qualified host name of your application server. By

(Optional) default, the installation script determines the hostname of the machine.
Specify this parameter to override this value with another hostname.

- no- pr onpt Do not prompt for confirmation.

(Optional) Usually, the Pr ovi si onApmlavaAsAgent . sh script displays various
pieces of information that is either supplied to it, or that it derives.
Further, the script asks you to confirm the values. When - no- pr onpt
parameter is used, the values are displayed, but you will not be
prompted before proceeding.

-overwite Deploy APM Agent and overwrite existing APM Agent, if any.

(Optional) This parameter works with the - no- pr onpt parameter.

e Specify - overwr it e with - no- pr onpt to overwrite APM Java
Agent installation without confirmation.

e Use-no-pronpt without - over wri t eto upgrade the existing
installation. With upgrade, all customized properties are retained.

ORACLE
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Parameters Description
-no-wal | et Do not use Oracle Wallet.
(Optional) The Provi si onApmJavaAsAgent . sh script assumes that the

Agent I nstal | . sh script specified an Oracle auto-login wallet
containing the APM Java Agent's authorization token. This
authorization token allows the APM Java Agent to contact the cloud
services that it uses. Oracle Wallet is provisioned as the APM Java
Agent's credential store. This option supports an environment which
does not have the capability to use Oracle Wallet.

If the Agent I nst al | . sh script does not specify an Oracle Wallet,
then the provisioning script looks for the authorization token in the
properties file that is also specified by the Agent | nst al | . sh script.

If the - no- wal | et parameter is specified, then while running the
provisioning script, this flag ensures that the provisioning script
does not use Oracle Wallet, even if one was provided by the
Agent I nstal | . sh script.

Instead, the authorization token of the APM Java Agent will be taken
from the properties file specified by the Agent I nst al | . sh script, and
provisioned in an alternative (non-wallet) credential store for the APM
Java Agent to use.

-ph <proxy host> [ Specify the proxy host name if the APM Java Agent uses an HTTP
(Optional) proxy.

-pp <proxy port> | Specify the proxy port if the APM Java Agent uses an HTTP proxy.
(Optional)

Specify the proxy authorization token if the APM Java Agent is using
HTTP proxy that requires authentication. The token is added to the
credential store of the APM Java Agent. The token is either an Oracle
auto-login wallet or the alternative credential store if a wallet is not
being used.

Specify the location of the file that contains your registration key. For
more information on Registration Keys, go to Managing Registration
keys in Installing and Managing Oracle Management Cloud Agents.

Specify a classifications string that will be set in
Agent Start up. properti es file. This string is used to tag all
requests related to a certain application.

Sample Command

Following is a sample command that is used to run the Provi si onApmJavaAsAgent . sh
script.

. Provi si onApmJavaAsAgent . sh -d /W.S12. 1. 3/ oracl e_hone/ user _proj ect s/
donai ns/ acne_domai n

Use of Outbound Proxy

Optionally, you can use an outbound proxy as the communication channel for the
application. If your environment uses an outbound proxy, then when you provision your
APM Java Agent, there are extra parameters in the Provi si onApmlavaAsAgent . sh
script to specify the proxy host and port. For more information, run the

Provi si onApmlavaAsAgent . sh script with the - hel p option.
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Proxy Authentication

Use of proxy authentication is dependent on your environment. If you configured

the proxy to require authentication, there are additional parameters you must specify
while running the Provi si onApmlavaAsAgent . sh script. For more information, run the
Provi si onApmJavaAsAgent . sh script with the - hel p option.
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