Oracle® Private Cloud Appliance

Administrator's Guide for Release 2.3

ORACLE

E83754-11
December 2020



Oracle Legal Notices
Copyright © 2013, 2020, Oracle and/or its affiliates.

This software and related documentation are provided under a license agreement containing restrictions on use and
disclosure and are protected by intellectual property laws. Except as expressly permitted in your license agreement
or allowed by law, you may not use, copy, reproduce, translate, broadcast, modify, license, transmit, distribute,
exhibit, perform, publish, or display any part, in any form, or by any means. Reverse engineering, disassembly, or
decompilation of this software, unless required by law for interoperability, is prohibited.

The information contained herein is subject to change without notice and is not warranted to be error-free. If you find
any errors, please report them to us in writing.

If this is software or related documentation that is delivered to the U.S. Government or anyone licensing it on behalf of
the U.S. Government, then the following notice is applicable:

U.S. GOVERNMENT END USERS: Oracle programs (including any operating system, integrated software, any
programs embedded, installed or activated on delivered hardware, and modifications of such programs) and
Oracle computer documentation or other Oracle data delivered to or accessed by U.S. Government end users are
"commercial computer software" or "commercial computer software documentation” pursuant to the applicable
Federal Acquisition Regulation and agency-specific supplemental regulations. As such, the use, reproduction,
duplication, release, display, disclosure, modification, preparation of derivative works, and/or adaptation of i) Oracle
programs (including any operating system, integrated software, any programs embedded, installed or activated

on delivered hardware, and modifications of such programs), ii) Oracle computer documentation and/or iii) other
Oracle data, is subject to the rights and limitations specified in the license contained in the applicable contract. The
terms governing the U.S. Government's use of Oracle cloud services are defined by the applicable contract for such
services. No other rights are granted to the U.S. Government.

This software or hardware is developed for general use in a variety of information management applications. It is not
developed or intended for use in any inherently dangerous applications, including applications that may create a risk
of personal injury. If you use this software or hardware in dangerous applications, then you shall be responsible to
take all appropriate fail-safe, backup, redundancy, and other measures to ensure its safe use. Oracle Corporation
and its affiliates disclaim any liability for any damages caused by use of this software or hardware in dangerous
applications.

Oracle and Java are registered trademarks of Oracle and/or its affiliates. Other names may be trademarks of their
respective owners.

Intel and Intel Inside are trademarks or registered trademarks of Intel Corporation. All SPARC trademarks are used
under license and are trademarks or registered trademarks of SPARC International, Inc. AMD, Epyc, and the AMD
logo are trademarks or registered trademarks of Advanced Micro Devices. UNIX is a registered trademark of The
Open Group.

This software or hardware and documentation may provide access to or information about content, products, and
services from third parties. Oracle Corporation and its affiliates are not responsible for and expressly disclaim all
warranties of any kind with respect to third-party content, products, and services unless otherwise set forth in an
applicable agreement between you and Oracle. Oracle Corporation and its affiliates will not be responsible for any
loss, costs, or damages incurred due to your access to or use of third-party content, products, or services, except as
set forth in an applicable agreement between you and Oracle.




Table of Contents

e (=1 Tot = PP PPPTTR Vii
1 Concept, Architecture and Life Cycle of Oracle Private Cloud Appliance ..........ccocoovviiiiiiiiiiiiiiiiineees 1
1.1 What is Oracle Private Cloud APPHANCE ......couuiiiie e 1
1.2 Hardware COMPONENTS ... .couuuieeiitteee ittt e et e ettt e et et e e ee e et e et e et e ate e e e eate e e eenta e eeenbanaeeen 2
1.2.1 ManNagemMENT NOUES .......uiiiiiiieiieie ettt e e e e e e e 4
1.2.2 COMPUEE NOGES ...ttt ettt e et e et eeenaa e 4
1.2.3 Storage APPIANCE .....iiie e 5
1.2.4 Network INfraASIUCTUIE ... ..oouiiiiii et 6

1.3 SOftWAre COMPONENTS .....ceiieieiiitie ettt ettt e e et e et e et e e et et e e e e et e e e eete e e eeenaaeeenns 8
1.3.1 Oracle Private Cloud Appliance Dashboard .............cocveuuiieiiiiiiieiiii e 8
1.3.2 Password Manager (WallEt) ...........v e 8
1.3.3 OraCle VM MANAGET ... ciieiiieeeiiii ettt e et ettt e et et e et et e e e e et e e e eeraaeeees 9
1.3.4 OPEratiNg SYSEMIS .. .oeuiueiiiii ettt ettt ettt e et et e e e et e e e et 9
1.3.5 DALADASES ....euuiiiiiiie ettt 9
1.3.6 Oracle Private Cloud Appliance Management Software .............cccooevieiiiiniiiiinneecennnnn. 12
1.3.7 Oracle Private Cloud Appliance DiagnosticS TOOI ............vveviiiiiiiiiiiiiciiieceii e 13

1.4 Provisioning and OrChESIIatioN ............coouuiiiiiiiiiiiii et 14
1.4.1 Appliance Management INtialization ... e 14
1.4.2 Compute Node Discovery and ProViSIONING .........ccc.uuiieieiiiiiiiiiiieeeiiiieeeeii e e e 15
1.4.3 Server POOI REAMINESS .....ccouuiiiiiiii ettt ettt 15

1.5 High AVAIIADIIITY ... et 16
1.6 Oracle Private Cloud Appliance Backup ..........ccooiiiiiiiiiiii e 17
1.7 Oracle Private Cloud Appliance Software Update ............ccoouiiiiiiiiiiiiiiie e 18
1.8 Oracle Private Cloud Appliance UpPGrader .............i oo 19
2 Monitoring and Managing Oracle Private Cloud APPHANCE ..........uiiiiiiiiiiii e 21
2.1 Connecting and Logging in to the Oracle Private Cloud Appliance Dashboard ........................ 22
2.2 Oracle Private Cloud Appliance Dashboard Accessibility Features ............cccooeveiiiiiieiiiiinneenns 23
2.3 HAIAWAIE VIBW ... ittt ettt et e ettt e et e e e et e e e et eaa e eeenens 23
2.4 NEIWOTK VIBW ...ttt ettt e et et e et e e et e e e e eba e 26
2.5 NEIWOIK SEIINGS ... eeeitiieiiii ettt ettt ettt e e et e e et et e et et r e e e erbreeeentaaeeees 26
2.6 Functional Networking LIMItAtIONS ..........couuuiiiiiiiiiiiiiie e e e e e eenens 28
2.7 NetWOrk CUSTOMIZATION .. .cevuueiiiit ettt ettt ettt e e e et e et e et e e e e e bt reeeebtaeeeeraaeeees 30
2.8 TENANE GIOUPS ...iiiiiitiie ittt ettt e et et e et e et e et e et et e e et e e e e eaa s 37
2.8.1 Design Assumptions and RESIICHONS .........ccivuiiiiiiiiiieeiiii e 37
2.8.2 Configuring TENANT GIrOUPS ....ccvvuueiiiiieee it e ettt e et e e e et e e e 37

2.9 AULNENTICATION ....eeiti ettt ettt e et e et e e et e e et et e e et et e e e eana s 41
2.10 Health MONITOTING . ..tueeeetti ettt ettt ettt et ettt ettt e e et et e e r e e e et e et e nbe e e ennans 43
3 Updating Oracle Private Cloud APPIIANCE .....coouiiiiiiii et a7
3.1 Before You Start UPAtiNg .......ccouuuuiiiiiiiieiiii ettt e e 48
3.1.1 Checklist and Pre-Upgrade Validation with Proactive SUppOrt ...........cccceeveeeiiiineeeennnnnn. 48
3.1.2 Warnings and CaAULIONS ..........uieieeuieiiiiie ettt ettt ettt e e aa e e ennans 49
3.1.3 Backup Prevents Data LOSS ..........oiiiiiiiieiiiiiieeeii ettt 51

3.2 MANAALOIY UPTALES ....coeieiiiiiie ettt et e e e et e e e e e 51
3.3 Oracle PCA 2.3 — Using the Oracle PCA UPQGrader ..........cooiiuuiieiiiiiieeiiiie e 54
3.3.1 Optional: Rebooting the Management Node CIUSLEr ............oveiiiiiiiiiiiiieeiii e 55
3.3.2 Installing the Oracle PCA UPGrader ..........c.uuiiiiiiiieiiiie e 56
3.3.3 Verifying Upgrade REAMINESS .......c.uuuiiiiiiiiieiiiiieee ettt e 56
3.3.4 Executing a Controller Software Update ............c.uviiiiiiiiiiiiiiieeie e 58

3.4 Updating the Oracle PCA Controller Software Through the Oracle PCA CLI ...........ccoevviieeenn. 65
3.4.1 Optional: Rebooting the Management Node CIUSLEr ............coveiviiiiiiiiiiineiiie e 66
3.4.2 Prerequisites for Software Update t0 Release 2.3.X ........ovvviiiiiiiiiiiiiieiiiiiieeeii e 66




Oracle® Private Cloud Appliance

3.4.3 Monitoring the UpPdate PrOCESS .......oiiuiiiiiii et e e e e e e eaen 67
3.4.4 Executing the Software UPate ..........c..iiiiiiiiiiiiiii e 68

3.5 Upgrading the Virtualization Platform ..........coooiiiiiiii e e 71
3.5.1 Oracle PCA 2.3 — Upgrading Oracle VM to Release 3.4 .........cccoovviiiiiiiiiiiiiiciiieeiieee, 71
3.5.2 Oracle PCA 2.2 and Earlier — Upgrading Oracle VM Release 3.2 .........ccccccovveviieinnns 75

3.6 Upgrading Component FIMMWAIE .........cceuuiiiiiiei e e e e e e e et e e et e e e e e e eaeas 77
3.6.1 FIrMWATE POLICY ..ovuniiiiiiiii et e e e e e e e e e et e et e e et e e et e eannaaes 78
3.6.2 Install the Current Firmware on All Compute NOAES ..........coeevviiiiiiiiiiiieii e 79
3.6.3 Upgrading the Operating Software on the Oracle ZFS Storage Appliance .................... 79
3.6.4 Upgrading the NM2-36P Sun Datacenter InfiniBand Expansion Switch Firmware ......... 84
3.6.5 Upgrading the Oracle Fabric Interconnect F1-15 Firmware ...........cccoeeevveviiiiiiineinnnn. 86

4 The Oracle Private Cloud Appliance Command Line Interface (CLI) ......ccovviiiiieiiiiiiieee e, 91
e T O T - T [ PP 92
I ] (=] = Tod 1) 1Y o T [ PO PTR 92
4.1.2 Single-command MOGE ........couuiiiiiiii e 94
4.1.3 Controlling CLI OULIPUL .. .cuueiii et e e e e e e e e e e e e eaa s 94
1 g1 =T g = L O I =Y o 96

4.2 CLI COMMANGS ... ittt e et e e e ettt e ettt e e e e et e e e e ett e e e eett e eeeettaeeeesenaaaeees 97
ot - Vo o I oo 0 ] 101 (=T o o PN 97
N (o (o I =1 1Y o] o PP 98
4.2.3 add NetWOrk-t0-tENANT-GIOUD ....cvve it ciie e e e e e e e e e e e e et e e e e aanees 99
- To [0 1= T Y PPN 100
T o = Tox (0 | o TP 100
4.2.6 CONFIQUIE VIDAS ....cviiii e e e e 101
A.2.7 CrEALE lOCK ...euiieii e aaaan 102
N S o (=T (I =111 ] PP 103
4.2.9 Create tENANT-GIrOUD ...uiiuiie et e e e e e et e et e e e et e e e e et e e et e e e tneaneanaanns 105
4.2.10 delete CONFIG-BITON .. ovveeii et e e e e e e e e e e e e e an e eaes 106
5 o (=1 1= = o TSP 107
4.2.12 delete NEIWOIK ......iieiii e e e et e aeaeas 108
e R o (=1 = (o = U SR 109
4.2.14 delete tENANT-GIOUD ..uiereiiii e et e et e e e e e e e e e e e e e et e e e e e et e e e e e e e e aaas 110
4.2.15 deprovision COMPULE-NOTE .......uuiiiiiiiie e e e e e e eaaas 111
ot 3 o = o | o =T 112
ot A o = [ o S 115
e T 1] PP 116
4.2.19 remoOVe COMPULE-NOUE ....iuuiiiiiieii e et e e e e e et e e e e e e e e e e et e e et e e et e e et eeaneasanaees 122
4.2.20 r€MOVE NEIWOTK ....eieiti ettt e et e e et e e et e e e et e e e etan e eeennns 123
4.2.21 remove Network-from-tENant-groUP .........coeiuniiiiiieie e e e e e 124
4.2.22 TEIMOVE SEIVEI ...eeieieie et ettt ettt et et et et et et e e ea e ann e e et et e et e en e eneeens 125
A B =T o] {01/ 11 o o PPN 125
N =T (1| I PPN 126
4.2.25 Sl SY S OIMI- DI ORI ittt ettt 127
N ST 1o PP 130
A (- | A PP TPTPT 135
< T (o | o PPN 135
4.2.29 UPdAte APPLIANCE ....ciii e 137
T I U oo F= L (=T 0 T= LTS 11V 0 (o S 138
4.2.31 update COMPULE-NOME ......uiiiiieiii et e e e e e e e e e et e eaneeeeas 140

5 Managing the Oracle VM Virtual INfraStruCtUre .............ooeiiiiiiiiii e e 143
5.1 Guidelines and LIMItAtiONS .........oviiiiiiiiiiiiie et e e e e e et e eeeat e eeees 144
5.2 Logging in to the Oracle VM Manager Web Ul ...........oooiiiiiiiiiiii e 146
5.3 Monitoring Health and Performance in Oracle VM .........coooiiiiiiiiii e 147

5.4 Creating and Managing Virtual MachingS .............coiiiiiiiiiiiiiie e 147




Oracle® Private Cloud Appliance

5.5 Managing Virtual Maching RESOUICES .........iivuuieii i e e e e e e e e e e
5.6 Configuring Network Resources for Virtual Machings ............cccoooviiiiii i
5.7 Viewing and Managing Storage RESOUICES ........ccuueiiiiiiiiieiii e e e e e e et e e e et e e eaenns
5.8 Tagging Resources in Oracle VIM ManNAQEN .........ccuuuieiiiieeiii e eeeiie e e e e e e e e e e eeeen
5.9 Managing Jobs and EVENLS ........ccouuiiiiiiiii e
6 Automating Oracle Private Cloud Appliance Service REqUESES ..........cevviiiiiiiiiiiieiie e
6.1 Understanding Oracle Auto Service Request (ASR) .....ovviiiiiiiiiiie e
6.2 ASR PrErEOUISITES ...uniieiiieiieii ettt e e et e e e e e e e e e e et e e et e e et e e et e et aaa e eaen
6.3 INSLAlliNG ASR MaANAGET ....uiiii e e e e e e e e e e et e et e e st e e et e e e eanns
6.4 CONfIGUIING TINYPIOXY ..ovuuiiiiiieii et et e e e e e e e e e e e e e e e et e e et e e e e et e e aan e eenaas
6.5 ACHVALING ASR ASSELS ..ouiiiiiiiiii ittt e e e e e aas
6.5.1 Activating Compute NOUES ......ciiiiiiii i e e e e e eeas
6.5.2 Activating InfiniBand SWILChES ............oiiiiiiiii e
6.5.3 Activating ASR on the ZFS Storage AppliancCe .........ccooeviiiiiiiiiieci e,
7 Servicing Oracle Private Cloud Appliance COMPONENTS ......ccvviiiiiiiiii e e e
7.1 Replaceable COMPONENES ........iiiiiiiie e e e e e e e e e e e e e eeens
4% T A = Tod L @] 1 9T 0 To 1 1 [= )
7.1.2 Oracle Server X7-2 COMPONENTS ....cuuuiiiiieiiiieeii et et e e e e e e e e e e e et eean e eaes
7.1.3 Oracle Server X6-2 COMPONENTS ....c.uuiiiieiiiieeii e e e e e e e e e e e e e e e st eeanaeeaes
7.1.4 Oracle Server X5-2 COMPONENTS ....cuuuiiiiieiiiieeii e e e e e e e e e e e e e e e et eeanaeenes
7.1.5 SuN Server X4-2 COMPONENTS ...iuuiiiiiiie et e e e e e e e e e aeanaanas
7.1.6 SUN Server X3-2 COMPONENTS ...iuuiiiiiiiiie et e e e e e e e e e aeanas
7.1.7 Oracle ZFS Storage Appliance ZS5-ES COMPONENtS .......cc.vevvviiviiiieiiiieiiiiece e,
7.1.8 Oracle ZFS Storage Appliance ZS3-ES COMPONENtS .......cc.vevvviiviiiiiiiieeiiiiecie e,
7.1.9 Sun ZFS Storage Appliance 7320 COMPONENES ....covvneiiiieiiieeiii e eeie e e e eaeens
7.1.10 Oracle Switch ES1-24 COMPONENES ...uciiuniiiiiiiii e e e e e e e e aanees
7.1.11 NM2-36P Sun Datacenter InfiniBand Expansion Switch Components ......................
7.1.12 Oracle Fabric Interconnect F1-15 COMPONENES .....ccvvviiiinieiiieiiiieciie e e e e e
7.2 Preparing Oracle Private Cloud Appliance for SErviCe .........covviiiiiiiiiiii e
7.3 Servicing the Oracle Private Cloud Appliance Rack SYStem .........cccccoveviiiiiiiiieiiiiecie e,
7.3.1 Powering Down Oracle Private Cloud Appliance (When Required) .............ccoeevennnnen.
7.3.2 Service Procedures for Rack System COmMpoNents .........cccovevviveviiiieiiieeiii e e
7.4 Servicing an OracCle SEIVEI X7-2 ..uuiiiii ettt e e e e e e e e e e e e e eaaeees
7.4.1 Powering Down Oracle Server X7-2 for Service (When Required) ............cccoeevvnennnnn.
7.4.2 Service Procedures for Oracle Server X7-2 COMPONENtS .......cccevvveeiineeeiieiiiieeiieenenn,
7.5 Servicing an Oracle SEIVEI XB-2 .....ciuuiieii i ettt e e e e e e e e e et e e et e eaneees
7.5.1 Powering Down Oracle Server X6-2 for Service (When Required) ............cccoeevvneennnn.
7.5.2 Service Procedures for Oracle Server X6-2 COMPONENtS ........ccevvveiineeiinieiiiierineenenn.
7.6 Servicing an Oracle SEIVEI X5-2 ...ttt e e e e e e e e e e e e eees
7.6.1 Powering Down Oracle Server X5-2 for Service (When Required) ............cccoeevvneennnn.
7.6.2 Service Procedures for Oracle Server X5-2 COMPONENtS .......ccevvvvviinieiinieiiiieeineennnn,
7.7 SEIVICING @ SUN SEIVEE XA-2 .oouiiiieii ettt et et e e e e e e e e e e e e e a e e e eanaeeeen
7.7.1 Powering Down Sun Server X4-2 for Service (When Required) ...........ccoovvvvievinennnnn.
7.7.2 Service Procedures for Sun Server X4-2 COMPONENES .......ocvvveeiiiieiiieeiieeeiieeaieennn.
7.8 SEIVICING @ SUN SEIVEE X332 iiiiiiiiieiii ettt ettt et e e e e e e e e e e et e e et e e et e e e e eaneeees
7.8.1 Powering Down Sun Server X3-2 for Service (When Required) ...........ccoovvvvvevinnennnnn.
7.8.2 Service Procedures for Sun Server X3-2 COMPONENES .......cevvveiiiiieiiieeiiieeieeeiieeann
7.9 Servicing the Oracle ZFS Storage Appliance ZS5-ES .......coooiiiiiiiiiii e,
7.9.1 Powering Down the Oracle ZFS Storage Appliance ZS5-ES for Service (When
L= To [T = | I
7.9.2 Service Procedures for Oracle ZFS Storage Appliance ZS5-ES Components .............
7.10 Servicing the Oracle ZFS Storage Appliance ZS3-ES ......ccooiiiiiiiiiiiiiii e,
7.10.1 Powering Down the Oracle ZFS Storage Appliance ZS3-ES for Service (When
L= To [T = | I




Oracle® Private Cloud Appliance

7.10.2 Service Procedures for Oracle ZFS Storage Appliance ZS3-ES Components ........... 204
7.11 Servicing the Sun ZFS Storage Appliance 7320 .......ovveviiiiiieiie e 206
7.11.1 Powering Down the Sun ZFS Storage Appliance 7320 for Service (When Required) . 206
7.11.2 Service Procedures for Sun ZFS Storage Appliance 7320 Components ................... 207
7.12 Servicing an Oracle SWItCh ESL-24 .......ccoouiiiiiei e a e 208
7.12.1 Powering Down the Oracle Switch ES1-24 for Service (When Required) .................. 208
7.12.2 Service Procedures for Oracle Switch ES1-24 COMPOoNENts ........ccocevvvvvvvevinneennnnnn. 208
7.13 Servicing an NM2-36P Sun Datacenter InfiniBand Expansion Switch .................ccoooeeenn. 209
7.13.1 Powering Down the NM2-36P Sun Datacenter InfiniBand Expansion Switch for
Service (When REQUITE) ......iiiei i e e e e e e e e e eees 209
7.13.2 Service Procedures for NM2-36P Sun Datacenter InfiniBand Expansion Switch
(000] g1 oTo] 1= o | K= PP PRPRP 209
7.14 Servicing an Oracle Fabric Interconnect FL-15 ........coiiiiiiiiiiiiiiiice e 210
7.14.1 Powering Down the Oracle Fabric Interconnect F1-15 for Service (When Required) .. 210
7.14.2 Service Procedures for Oracle Fabric Interconnect F1-15 Components .................... 210
S I (o 10 o] 1= T To 1 11T [P 213
8.1 Adding Proxy Settings for Oracle Private Cloud Appliance Updates ............cccoevvvveiiiieennnn. 213
8.2 Setting the Oracle Private Cloud Appliance Logging Parameters ............cccoeevviveviinieiinennnnnns 214
8.3 Configuring Data Center Switches for VLAN Traffic .......cocooiiiiiiiiiii e 215
8.4 Enabling Support Tools on Systems Provisioned with Software Release 1.0.2 ...................... 216
8.5 Verifying and Re-applying Oracle VM Manager Tuning after Software Update ...................... 217
8.6 Changing the Oracle VM Agent PasSWOId .........c..viiiiiiiiiiieiiiieeie e e e e e e e e 218
8.7 Upgrading Existing Compute Node Configuration from Release 1.0.2 .........c.c.cocevvvviiveennen. 218
8.8 Environment Pre-Upgrade Validation and Software Update to Release 2.3.1-2.3.3 ................ 221
8.9 Upgrading to Oracle Private Cloud Appliance Release 2.3.x with Non-Functional Compute
N o0 Lo PSP 226
8.10 Managing a Mixed Compute Node ENVIFONMENt ..........ccouiiiiiiiiiinieii e e 227

8.11 Eliminating ObjectNotFound Exceptions and Restoring the Oracle VM Manager Database ... 227
8.12 Running Manual Pre- and Post-Upgrade Checks in Combination with Oracle PCA

LU 0o | =T [T PP 228
8.13 Enabling Fibre Channel Connectivity on a Provisioned Appliance ............ccooocviviiiievineennn. 230
8.14 Recovering From a Catastrophic Storage Controller Failure ............cc.ccooveiiiiiiii i, 232
8.15 Restoring a Backup After a Password Change ..........c.cooveiiiiiiiiiiiiii e 234
8.16 Enabling Compute Node IPMI in Oracle VM Manager ..........ccoeviuieiiiieiiiieeiiieeeeeeeieeeaeeeaen 235
8.17 Enabling SNMP Server MONITOMNG ...cccvuiiieiiiieee e e e e e e e e e e eans 236
8.18 Using a Custom CA Certificate for SSL ENCryption ..........cceceviiiiiiiiiiiiecii e, 238

8.18.1 Creating @ KEYSIOIE .....ciiiiiiiii e et e e et e e e e e e e e e e e e eaneees 238

8.18.2 IMPOrtiNg @ KEYSIOIE ....uiiiiiii et e e e e e e et e e e e et e e aanaaes 239
8.19 A Compute Node Fails to Complete ProviSioning ........cc.ceevuiiiiiiieiiieeiie e 240
8.20 Deprovisioning and Replacing a Compute NOGE ........cocuiiiiiiiiiiiiiiiie e 241
8.21 Eliminating Time-Out Issues when Provisioning Compute Nodes ............ccooevviieiiiiieiinnennnnn, 242
8.22 Oracle VM Server Pool Is Offline After Network Services Restart ..........ccccovvvvevinieveiiineeennnn. 243
8.23 Recovering from Tenant Group Configuration MiSmatChes ...........cccccoivviiieiie i 244
8.24 Rebuilding a Corrupted Compute Node OSA IMAQgE .....cccvuiiiiniiiiieiie e e 245
8.25 Disabling Paravirtualized Virtual Machines to Avoid Security ISSUES ..........ccccvvveiiieviineennnnn. 246
8.26 Configure Xen CPU Frequency Scaling for Best Performance ..............ccooeeviviiiiniiiiieeinnns 247




Preface

This document is part of the documentation set for Oracle Private Cloud Appliance (PCA) Release 2.3. All
Oracle Private Cloud Appliance product documentation is available at:

https://docs.oracle.com/en/engineered-systems/private-cloud-appliance/index.html.
The documentation set consists of the following items:
Oracle Private Cloud Appliance Release Notes

The release notes provide a summary of the new features, changes, fixed bugs and known issues in
Oracle Private Cloud Appliance.

Oracle Private Cloud Appliance Licensing Information User Manual

The licensing information user manual provides information about the various product licenses
applicable to the use of Oracle Private Cloud Appliance.

Oracle Private Cloud Appliance Installation Guide

The installation guide provides detailed instructions to prepare the installation site and install Oracle
Private Cloud Appliance. It also includes the procedures to install additional compute nodes, and to
connect and configure external storage components.

Oracle Private Cloud Appliance Safety and Compliance Guide

The safety and compliance guide is a supplemental guide to the safety aspects of Oracle Private Cloud
Appliance. It conforms to Compliance Model No. ESY27.

Oracle Private Cloud Appliance Administrator's Guide

The administrator's guide provides instructions for using the management software. It is a
comprehensive guide to how to configure, monitor and administer Oracle Private Cloud Appliance.

Oracle Private Cloud Appliance Quick Start Poster

The quick start poster provides a step-by-step description of the hardware installation and initial
software configuration of Oracle Private Cloud Appliance. A printed quick start poster is shipped
with each Oracle Private Cloud Appliance base rack, and is intended for data center operators and
administrators who are new to the product.

The quick start poster is also available in the documentation library as an HTML guide, which contains
alternate text for ADA 508 compliance.

Oracle Private Cloud Appliance Expansion Node Setup Poster

The expansion node setup poster provides a step-by-step description of the installation procedure for
an Oracle Private Cloud Appliance expansion node. A printed expansion node setup poster is shipped
with each Oracle Private Cloud Appliance expansion node.

The expansion node setup poster is also available in the documentation library as an HTML guide,
which contains alternate text for ADA 508 compliance.

Audience

The Oracle Private Cloud Appliance documentation is written for technicians, authorized service providers,
data center operators and system administrators who want to install, configure and maintain a private cloud
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Related Documentation

environment in order to deploy virtual machines for users. It is assumed that readers have experience
installing and troubleshooting hardware, are familiar with web and virtualization technologies and have a
general understanding of operating systems such as UNIX (including Linux) and Windows.

The Oracle Private Cloud Appliance makes use of Oracle Linux and Oracle Solaris operating systems
within its component configuration. It is advisable that administrators have experience of these operating
systems at the very least. Oracle Private Cloud Appliance is capable of running virtual machines with a
variety of operating systems including Oracle Solaris and other UNIXes, Linux and Microsoft Windows.
The selection of operating systems deployed in guests on Oracle Private Cloud Appliance determines the
requirements of your administrative knowledge.

Related Documentation

Additional Oracle components may be included with Oracle Private Cloud Appliance depending on
configuration. The documentation for such additional components is available as follows:

» Oracle Rack Cabinet 1242
https://docs.oracle.com/cd/E85660_01/index.html
* Sun Rack Il 1042 and 1242
https://docs.oracle.com/cd/E19844-01/index.html
» Oracle Server X7-2
https://docs.oracle.com/cd/E72435_01/index.html
» Oracle Server X6-2
https://docs.oracle.com/cd/E62159 01/index.html
* Oracle Server X5-2
https://docs.oracle.com/cd/E41059_01/index.html
* Sun Server X4-2
https://docs.oracle.com/cd/E36975_01/index.html
* Sun Server X3-2
https://docs.oracle.com/cd/E22368_01/index.html
» Oracle ZFS Storage Appliance ZS5-ES
https://docs.oracle.com/cd/E59597_01/index.html
» Oracle ZFS Storage Appliance ZS3-ES
https://docs.oracle.com/cd/E37831_01/index.html
e Sun ZFS Storage Appliance 7320
https://docs.oracle.com/cd/E28317_01/index.html
» Oracle Switch ES1-24
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Chapter 1 Concept, Architecture and Life Cycle of Oracle Private
Cloud Appliance
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This chapter describes what Oracle Private Cloud Appliance (PCA) is, which hardware and software it
consists of, and how it is deployed as a virtualization platform.

1.1 What is Oracle Private Cloud Appliance
Responding to the Cloud Challenges

Cloud architectures and virtualization solutions have become highly sophisticated and complex to
implement. They require a skill set that no single administrator has had to master in traditional data
centers: system hardware, operating systems, network administration, storage management, applications.
Without expertise in every single one of those domains, an administrator cannot take full advantage of
the features and benefits of virtualization technology. This often leads to poor implementations with sub-
optimal performance and reliability, which impairs the flexibility of a business.

Aside from the risks created by technical complexity and lack of expertise, companies also suffer from
an inability to deploy new infrastructure quickly enough to suit their business needs. The administration
involved in the deployment of new systems, and the time and effort to configure these systems, can
amount to weeks. Provisioning new applications into flexible virtualized environments, in a fraction of the
time required for physical deployments, generates substantial financial benefits.

Fast Deployment of Converged Infrastructure

Oracle Private Cloud Appliance is an offering that industry analysts refer to as a Converged Infrastructure
Appliance: an infrastructure solution in the form of a hardware appliance that comes from the factory




Modular Implementation of a Complete Stack

pre-configured. It enables the operation of the entire system as a single unit, not a series of individual
servers, network hardware and storage providers. Installation, configuration, high availability, expansion
and upgrading are automated and orchestrated to an optimal degree. Within a few hours after power-on,
the appliance is ready to create virtual servers. Virtual servers are commonly deployed from Oracle VM
templates (individual pre-configured VMs) and assemblies (interconnected groups of pre-configured VMSs).

Modular Implementation of a Complete Stack

With Oracle Private Cloud Appliance (PCA), Oracle offers a unique full stack of hardware, software,
virtualization technology and rapid application deployment through assemblies. All this is packaged

in a single modular and extensible product. The minimum configuration consists of a base rack with
infrastructure components, a pair of management nodes, and two compute nodes. This configuration can
be extended by one compute node at a time. All rack units, whether populated or not, are pre-cabled and
pre-configured at the factory in order to facilitate the installation of expansion compute nodes on-site at a
later time.

Ease of Use

The primary value proposition of Oracle PCA is the integration of components and resources for the
purpose of ease of use and rapid deployment. It should be considered a general purpose solution in the
sense that it supports the widest variety of operating systems, including Windows, and any application they
might host. Customers can attach their existing storage or provide storage solutions from Oracle or third
parties.

1.2 Hardware Components

The Oracle Private Cloud Appliance consists of an Oracle Rack Cabinet 1242 base, populated with the
hardware components identified in Figure 1.1.

Server Nodes

@ Oracle Private Cloud Appliance base racks are factory installed with the latest
supported generation of server nodes. Earlier generations of the Oracle PCA server
architecture continue to be supported by the Oracle PCA controller software. If
additional nodes have been installed, or if nodes have been replaced, an Oracle
PCA rack can be populated with a mix of supported servers. Besides the marginal
performance increase offered by a newer server architecture, there is no functional
difference between the server generations within the Oracle PCA environment.

Currently supported server architectures are:

« Oracle Server X7-2: software release 2.3.2 or newer (compute node only)
e Oracle Server X6-2: software release 2.2.1 or newer (compute node only)
¢ Oracle Server X5-2: software release 2.0.3 or newer

e Sun Server X4-2: software release 1.1.3 or newer

¢ Sun Server X3-2: since initial release

When you order expansion compute nodes, you receive the latest available
generation.

The Oracle PCA Controller Software must be upgraded to the correct version to
support the hardware installed in your environment.
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Internal Storage Appliance

@ The initial version of the Oracle Private Cloud Appliance, the X3-2 base rack, was
shipped with the Sun ZFS Storage Appliance 7320. This hardware component
was replaced with the Oracle ZFS Storage Appliance ZS3-ES in racks shipping
with appliance software Release 1.1.3. In racks shipped with appliance software
Release 2.3.3 or newer, the internal storage is now provided by an Oracle ZFS

Storage Appliance ZS5-ES.

Software support for the Oracle ZFS Storage Appliance ZS5-ES is available as of
Release 2.3.3. All subsequent software releases continue to support the Oracle
ZFS Storage Appliance ZS3-ES and Sun ZFS Storage Appliance 7320.

Figure 1.1 Components of an Oracle Private Cloud Appliance Rack
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Table 1.1 Figure Legend

Item Quantity Description
Either Oracle ZFS Storage Appliance ZS5-ES, Oracle ZFS Storage

A 1
Appliance ZS3-ES, or Sun ZFS Storage Appliance 7320

B 2 Either Oracle Server X5-2, Sun Server X4-2, or Sun Server X3-2, used as
management nodes

C 2-25 Either Oracle Server X7-2, Oracle Server X6-2, Oracle Server X5-2, Sun

Server X4-2, or Sun Server X3-2, used as virtualization compute nodes

(Due to the higher power requirements of the Oracle Server X7-2, Oracle
Server X6-2 and Oracle Server X5-2, if the appliance is equipped with
22kVA PDUs, the maximum number of compute nodes is 23.)




Management Nodes

Item Quantity Description

D 2 Oracle Fabric Interconnect F1-15

E 2 NM2-36P Sun Datacenter InfiniBand Expansion Switch
F 2 Oracle Switch ES1-24

1.2.1 Management Nodes

At the heart of each Oracle PCA installation is a pair of management nodes. They are installed in rack units
5 and 6 and form a cluster in active/standby configuration for high availability: both servers are capable

of running the same services and have equal access to the system configuration, but one operates as

the master while the other is ready to take over the master functions in case a failure occurs. The master
management node runs the full set of services required, while the standby management node runs a
subset of services until it is promoted to the master role. The master role is determined at boot through
OCFS2 Distributed Lock Management on an iSCSI LUN, which both management nodes share on the ZFS
storage appliance installed at the bottom of the rack. Because rack units are numbered from the bottom up,
and the bottom four are occupied by the ZFS Storage Appliance, the master management node is typically
the server in rack unit 5. It is the only server that must be powered on by the administrator in the entire
process to bring the appliance online.

For details about how high availability is achieved with Oracle PCA, refer to Section 1.5, “High Availability”.

When you power on the Oracle PCA for the first time, you can change the factory default IP configuration
of the management node cluster, so that it can be easily reached from your data center network. The
management nodes share a Virtual IP, where the management web interface can be accessed. This virtual
IP is assigned to whichever server has the master role at any given time. During system initialization, after
the management cluster is set up successfully, the master management node loads a number of Oracle
Linux 6 services, in addition to Oracle VM and its associated MySQL database — including network, sshd,
ntpd, iscsi initiator, dhcpd — to orchestrate the provisioning of all system components. During provisioning,
all networking and storage is configured, and all compute nodes are discovered, installed and added to

an Oracle VM server pool. All provisioning configurations are preloaded at the factory and should not be
modified by the customer.

For details about the provisioning process, refer to Section 1.4, “Provisioning and Orchestration”.

1.2.2 Compute Nodes

The compute nodes in the Oracle PCA constitute the virtualization platform. The compute nodes provide
the processing power and memory capacity for the virtual servers they host. The entire provisioning
process is orchestrated by the management nodes: compute nodes are installed with Oracle VM Server
3.4 and additional packages for InfiniBand and Software Defined Networking. When provisioning is
complete, the Oracle PCA software expects all compute nodes in the same rack to be part of the same
Oracle VM server pool.

For hardware configuration details of the Oracle Server X7-2, Oracle Server X6-2, Oracle Server X5-2, Sun
Server X4-2 and Sun Server X3-2 compute nodes, refer to Server Components in the Oracle Private Cloud
Appliance Installation Guide. Different generations of servers may be mixed within the same installation. In
such configurations the version of the Oracle PCA controller software must support the most recent server

model installed. Compute nodes of different hardware generations operate within the same server pool but
belong to different CPU compatibility groups. Since live migration between CPU compatibility groups is not
supported, virtual machines have to be cold-migrated between compute nodes of different generations. An
exception to this rule can be implemented, but only if the migration occurs from an older model to a newer

model. For more information about CPU compatibility groups, please refer to the section “Server Processor
Compatibility Groups” in the Oracle VM Manager User's Guide.
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The Oracle PCA Dashboard allows the administrator to monitor the health and status of the compute
nodes, as well as all other rack components, and perform certain system operations. The virtual
infrastructure is configured and managed with Oracle VM Manager.

The Oracle PCA offers modular compute capacity that can be increased according to business needs.
The minimum configuration of the base rack contains just two compute nodes, but it can be expanded

by one node at a time up to 25 compute nodes. Apart from the hardware installation, adding compute
nodes requires no intervention by the administrator. New nodes are discovered, powered on, installed and
provisioned automatically by the master management node. The additional compute nodes are integrated
into the existing configuration and, as a result, the Oracle VM server pool offers increased capacity for
more or larger virtual machines.

Because of the diversity of possible virtualization scenarios it is difficult to quantify the compute capacity as
a number of virtual machines. For sizing guidelines, refer to the chapter entitled Configuration Maximums
in the Oracle Private Cloud Appliance Release Notes.

1.2.3 Storage Appliance

The Oracle ZFS Storage Appliance ZS5-ES installed at the bottom of the appliance rack should be
considered a 'system disk' for the entire appliance. Its main purpose is to provide storage space for the
Oracle PCA software. A portion of the disk space is made available for customer use and is sufficient for
an Oracle VM storage repository with a limited number of virtual machines, templates and assemblies.

The hardware configuration of the Oracle ZFS Storage Appliance ZS5-ES is as follows:
» Two clustered storage heads with two 3.2TB SSDs each, used exclusively for cache
» One fully populated disk chassis with twenty 1.2TB 10000 RPM SAS hard disks

* RAID-Z2 configuration, for best balance between performance and data protection, with a total usable
space of approximately 15TB

Note

@ Oracle PCA base racks shipped prior to software release 2.3.3 use a Sun ZFS
Storage Appliance 7320 or Oracle ZFS Storage Appliance ZS3-ES. Those systems
may be upgraded to a newer software stack, which continues to provide support
for each Oracle PCA storage configuration. The current storage appliance offers
the same functionality and configuration, with modernized hardware and thus better
performance.

The storage appliance is connected to the management subnet (192. 168. 4. 0/ 24 ) and the InfiniBand
(IPolB) storage subnet (192. 168. 40. 0/ 24 ). Both heads form a cluster in active-passive configuration
to guarantee continuation of service in the event that one storage head should fail. The storage heads
share a single IP in the storage subnet, but both have an individual management IP address for convenient
maintenance access. The RAID-Z2 storage pool contains two projects, named OVCA and OVM.

The OVCA project contains all LUNs and file systems used by the Oracle PCA software:
* LUNs
¢ Locks (12GB) —to be used exclusively for cluster locking on the two management nodes
« Manager (200GB) — to be used exclusively as an additional file system on both management nodes

* File systems:
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« MGMT_ROOT — to be used for storage of all files specific to the Oracle PCA
» Dat abase — placeholder file system for databases
e I ncom ng (20GB) — to be used for FTP file transfers, primarily for Oracle PCA component backups
e Tenpl at es — placeholder file system for future use
e User — placeholder file system for future use
* Yum- to be used for system package updates
The OVMproject contains all LUNs and file systems used by Oracle VM:
* LUNs
e iscsi_repositoryl (300GB) — to be used as Oracle VM storage repository

e iscsi_serverpool 1 (12GB) —to be used as server pool file system for the Oracle VM clustered
server pool

* File systems:

e nfs_repositoryl (300GB) — to be used as Oracle VM storage repository in case NFS is preferred
over iSCSI

 nfs_serverpool 1 (12GB) —to be used as server pool file system for the Oracle VM clustered server
pool in case NFS is preferred over iSCSI

Caution

they are not mapped to the default initiator group. See Customer Created LUNSs Are
Mapped to the Wrong Initiator Group in the Oracle Private Cloud Appliance Release

A If the internal ZFS Storage Appliance contains customer-created LUNs, make sure
Notes.

In addition to offering storage, the ZFS storage appliance also runs the xinetd and tftpd services. These
complement the Oracle Linux services on the master management node in order to orchestrate the
provisioning of all Oracle PCA system components.

1.2.4 Network Infrastructure

The Oracle Private Cloud Appliance relies on a combination of Ethernet connectivity and an InfiniBand
network fabric. The appliance rack contains redundant network hardware components, which are pre-
cabled at the factory to help ensure continuity of service in case a failure should occur.

Ethernet

The Ethernet network relies on two interconnected Oracle Switch ES1-24 switches, to which all other rack
components are connected with CAT6 Ethernet cables. This network serves as the appliance management
network, in which every component has a predefined IP address in the 192. 168. 4. 0/ 24 range. In
addition, all management and compute nodes have a second IP address in this range, which is used for
Oracle Integrated Lights Out Manager (ILOM) connectivity.

While the appliance is initializing, the InfiniBand fabric is not accessible, which means that the
management network is the only way to connect to the system. Therefore, the administrator should
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connect a workstation to the available Ethernet port 19 in one of the Oracle Switch ES1-24 switches,
and assign the fixed IP address 192. 168. 4. 254 to the workstation. From this workstation, the
administrator opens a browser connection to the web server on the master management node at
http://192.168. 4. 216, in order to monitor the initialization process and perform the initial
configuration steps when the appliance is powered on for the first time.

InfiniBand

The Oracle PCA rack contains two NM2-36P Sun Datacenter InfiniBand Expansion Switches. These
redundant switches have redundant cable connections to both InfiniBand ports in each management node,
compute node and storage head. Both InfiniBand switches, in turn, have redundant cable connections

to both Fabric Interconnects in the rack. All these components combine to form a physical InfiniBand
backplane with a 40Gbit (Quad Data Rate) bandwidth.

When the appliance initialization is complete, all necessary Oracle PCA software packages, including host
drivers and InfiniBand kernel modules, have been installed and configured on each component. At this
point, the system is capable of using software defined networking (SDN) configured on top of the physical
InfiniBand fabric. SDN is implemented through the Fabric Interconnects.

Fabric Interconnect

All Oracle PCA network connectivity is managed through the Fabric Interconnects. Data is transferred
across the physical InfiniBand fabric, but connectivity is implemented in the form of Software Defined
Networks (SDN), which are sometimes referred to as ‘clouds'. The physical InfiniBand backplane is
capable of hosting thousands of virtual networks. These Private Virtual Interconnects (PVI) dynamically
connect virtual machines and bare metal servers to networks, storage and other virtual machines, while
maintaining the traffic separation of hard-wired connections and surpassing their performance.

During the initialization process of the Oracle PCA, five essential networks, four of which are SDNs, are
configured: a storage network, an Oracle VM management network, a management Ethernet network, and
two virtual machine networks. Tagged and untagged virtual machine traffic is supported. VLANs can be
constructed using virtual interfaces on top of the existing bond interfaces of the compute nodes.

e The storage network, technically not software-defined, is a bonded IPolB connection between the
management nodes and the ZFS storage appliance, and uses the 192. 168. 40. 0/ 24 subnet. This
network also fulfills the heartbeat function for the clustered Oracle VM server pool. DHCP ensures that
compute nodes are assigned an IP address in this subnet.

e The Oracle VM management network is a PVI that connects the management nodes and compute
nodes in the 192. 168. 140. 0/ 24 subnet. It is used for all network traffic inherent to Oracle VM
Manager, Oracle VM Server and the Oracle VM Agents.

e The management Ethernet network is a bonded Ethernet connection between the management nodes.
The primary function of this network is to provide access to the management nodes from the data center
network, and enable the management nodes to run a number of system services. Since all compute
nodes are also connected to this network, Oracle VM can use it for virtual machine connectivity, with
access to and from the data center network. The management node external network settings are
configurable through the Network Settings tab in the Oracle PCA Dashboard. If this network is a VLAN,
its ID or tag must be configured in the Network Setup tab of the Dashboard.

e The public virtual machine network is a bonded Ethernet connection between the compute nodes.
Oracle VM uses this network for virtual machine connectivity, where external access is required.
Untagged traffic is supported by default over this network. Customers can add their own VLANS to the
Oracle VM network configuration, and define the subnet(s) appropriate for IP address assignment at the
virtual machine level. For external connectivity, the next-level data center switches must be configured to
accept your tagged VLAN traffic.
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e The private virtual machine network is a bonded Ethernet connection between the compute nodes.
Oracle VM uses this network for virtual machine connectivity, where only internal access is required.
Untagged traffic is supported by default over this network. Customers can add VLANSs of their choice to
the Oracle VM network configuration, and define the subnet(s) appropriate for IP address assignment at
the virtual machine level.

Finally, the Fabric Interconnects also manage the physical public network connectivity of the Oracle PCA.
Two 10GbE ports on each Fabric Interconnect must be connected to redundant next-level data center
switches. At the end of the initialization process, the administrator assigns three reserved IP addresses
from the data center (public) network range to the management node cluster of the Oracle PCA: one

for each management node, and an additional Virtual IP shared by the clustered nodes. From this point
forward, the Virtual IP is used to connect to the master management node's web server, which hosts both
the Oracle PCA Dashboard and the Oracle VM Manager web interface.

Caution

A It is critical that both Fabric Interconnects have two 10GbE connections each
to a pair of next-level data center switches. This configuration with four cable
connections provides redundancy and load splitting at the level of the Fabric
Interconnects, the 10GbE ports and the data center switches. This outbound
cabling should not be crossed or meshed, because the internal connections to the
pair of Fabric Interconnects are already configured that way. The cabling pattern
plays a key role in the continuation of service during failover scenarios involving
Fabric Interconnect outages and other components.

1.3 Software Components

This section describes the main software components the Oracle Private Cloud Appliance uses for
operation and configuration.

1.3.1 Oracle Private Cloud Appliance Dashboard

The Oracle PCA provides its own web-based graphical user interface that can be used to perform a variety
of administrative tasks specific to the appliance. The Oracle PCA Dashboard is a WebLogic application
that is available via the active management node. It is installed on top of the Oracle WebLogic Server 12c
that is packaged with Oracle VM Manager, as described in Section 1.3.3, “Oracle VM Manager”.

Use the Dashboard to perform the following tasks:

» Appliance system monitoring and component identification

» Monitoring and identifying physical network connections

« Initial configuration of management node networking data

» Resetting of the global password for Oracle PCA configuration components

The Oracle PCA Dashboard is described in detail in Chapter 2, Monitoring and Managing Oracle Private
Cloud Appliance.

1.3.2 Password Manager (Wallet)

All components of the Oracle Private Cloud Appliance have administrator accounts with a default
password. After applying your data center network settings through the Oracle PCA Dashboard, it is
recommended that you modify the default appliance password. The Authentication tab allows you to
set a new password, which is applied to the main system configuration components. You can set a new
password for all listed components at once or for a selection only.
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Passwords for all accounts on all components are stored in a global Wallet, secured with 512-bit
encryption. To update the password entries, you use either the Oracle PCA Dashboard or the Command
Line Interface. For details, see Section 2.9, “Authentication”.

1.3.3 Oracle VM Manager

All virtual machine management tasks are performed within Oracle VM Manager, a WebLogic application
that is installed on each of the management nodes and which provides a web-based management user
interface and a command line interface that allows you to manage your Oracle VM infrastructure within the
Oracle PCA.

Oracle VM Manager is comprised of the following software components:
e Oracle VM Manager application: provided as an Oracle WebLogic Server domain and container.

» Oracle WebLogic Server 12c: including Application Development Framework (ADF) Release 12c, used
to host and run the Oracle VM Manager application

» MySQL 5.6 Enterprise Edition Server: for the exclusive use of the Oracle VM Manager application as a
management repository and installed on the Database file system hosted on the ZFS storage appliance.

Administration of virtual machines is performed using the Oracle VM Manager web user interface, as
described in Chapter 5, Managing the Oracle VM Virtual Infrastructure. While it is possible to use the
command line interface provided with Oracle VM Manager, this is considered an advanced activity that
should only be performed with a thorough understanding of the limitations of Oracle VM Manager running
in the context of an Oracle Private Cloud Appliance.

1.3.4 Operating Systems
Hardware components of the Oracle Private Cloud Appliance run their own operating systems:
» Management Nodes: Oracle Linux 6 with UEK R4
» Compute Nodes: Oracle Linux 6 with UEK R4
» Oracle ZFS Storage Appliance: Oracle Solaris 11

All other components run a particular revision of their respective firmware. All operating software has been
selected and developed to work together as part of the Oracle PCA. When an update is released, the
appropriate versions of all software components are bundled. When a new software release is activated,
all component operating software is updated accordingly. You should not attempt to update individual
components unless Oracle explicitly instructs you to.

1.3.5 Databases

The Oracle PCA uses a number of databases to track system states, handle configuration and
provisioning, and for Oracle VM Manager. All databases are stored on the ZFS storage appliance, and are
exported via an NFS file system. The databases are accessible to each management node to ensure high
availability.

Caution

A Databases must never be edited manually. The appliance configuration depends on
them, so manipulations are likely to break functionality.

The following table lists the different databases used by the Oracle PCA.
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Table 1.2 Oracle Private Cloud Appliance Databases

Item

Description

Oracle PCA Node Database

Contains information on every compute node and management node in
the rack, including the state used to drive the provisioning of compute
nodes and data required to handle software updates.

Type: BerkeleyDB

Location: MGMI_ROOT/ db/ node on the ZFS, accessible via / nf s/
shar ed_st orage/ db/ node on each management node

Oracle PCA Inventory
Database

Contains information on all hardware components appearing in the
management network 192. 168. 4. 0/ 24. Components include the
management and compute nodes but also switches, fabric interconnects,
ZFS storage appliance and PDUs. The stored information includes IP
addresses and host names, pingable status, when a component was last
seen online, etc. This database is queried regularly by a number of Oracle
PCA services.

Type: BerkeleyDB

Location: MGMI_ROOT/ db/ i nvent ory on the ZFS, accessible via /
nf s/ shared_st orage/ db/i nvent ory on each management node

Oracle Fabric Interconnect
Database

Contains IP and host name data for the Oracle Fabric Interconnect
F1-15s.

Type: BerkeleyDB

Location: MGMI_ROOT/ db/ i nf rast ruct ur e on the ZFS, accessible
via/ nf s/ shared_st orage/ db/i nfrastruct ure on each
management node

Oracle PCA Netbundle
Database

Predefines Ethernet and bond device names for all possible networks
that can be configured throughout the system, and which are allocated
dynamically.

Type: BerkeleyDB

Location: MGVIT_ROOT/ db/ net bundl e on the ZFS, accessible via /
nf s/ shared_st orage/ db/ net bundl e on each management node

Oracle Switch ES1-24 Ports
Database

Defines the factory-configured map of Oracle Switch ES1-24 ports to the
rack unit or element to which that port is connected. It is used to map
Oracle Switch ES1-24 ports to machine names.

Type: BerkeleyDB

Location: MGV _ROOT/ db/ opus_por t s on the ZFS, accessible via /
nf s/ shared_st orage/ db/ opus_port s on each management node

Oracle PCA DHCP Database

Contains information on the assignment of DHCP addresses to newly
detected compute nodes.

Type: BerkeleyDB

Location: MGVIT_ROOT/ db/ dhcp on the ZFS, accessible via / nf s/
shared_st orage/ db/ dhcp on each management node




Databases

Item

Description

Oracle PCA Mini Database

A multi-purpose database used to map compute node hardware profiles
to on-board disk size information. It also contains valid hardware
configurations that servers must comply with in order to be accepted as
an Oracle PCA component. Entries contain a sync ID for more convenient
usage within the Command Line Interface (CLI).

Type: BerkeleyDB

Location: MGVIT_ROOT/ db/ m ni _db on the ZFS, accessible via / nf s/
shared_st orage/ db/ m ni _db on each management node

Oracle PCA Monitor Database

Records fault counts detected through the ILOMs of all active
components identified in the Inventory Database.

Type: BerkeleyDB

Location: MGMI_ROOT/ db/ noni t or on the ZFS, accessible via / nf s/
shar ed_st orage/ db/ noni t or on each management node

Oracle PCA Setup Database

Contains the data set by the Oracle PCA Dashboard setup facility. The
data in this database is automatically applied by both the active and
standby management nodes when a change is detected.

Type: BerkeleyDB

Location: MGVIT_ROOT/ db/ set up on the ZFS, accessible via / nf s/
shared_st orage/ db/ set up on each management node

Oracle PCA Task Database

Contains state data for all of the asynchronous tasks that have been
dispatched within the Oracle PCA.

Type: BerkeleyDB

Location: MGMI_ROOT/ db/ t ask on the ZFS, accessible via / nf s/
shared_st orage/ db/ t ask on each management node

Oracle PCA Synchronization
Databases

Contain data and configuration settings for the synchronization service to
apply and maintain across rack components. Errors from failed attempts
to synchronize configuration parameters across appliance components
can be reviewed in the sync_errored_t asks database, from where
they can be retried or acknowledged.

Synchronization databases are not present by default. They are created
when the first synchronization task of a given type is received.

Type: BerkeleyDB

Location: MGMI_ROOT/ db/ sync_* on the ZFS, accessible via / nf s/
shared_st orage/ db/ sync_* on each management node

Oracle PCA Update Database

Used to track the two-node coordinated management node update
process.

Note

3 Database schema changes and wallet changes
between different releases of the controller
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Item

Description

software are written to a file. It ensures that these
critical changes are applied early in the software
update process, before any other appliance
components are brought back up.

Type: BerkeleyDB

Location: MGMI_ROOT/ db/ updat e on the ZFS, accessible via / nf s/
shar ed_st orage/ db/ updat e on each management node

Oracle PCA Tenant Database

Contains details about all tenant groups: default and custom. These
details include the unique tenant group ID, file system ID, member
compute nodes, status information, etc.

Type: BerkeleyDB

Location: MGMI_ROOT/ db/ t enant on the ZFS, accessible via / nf s/
shared_st orage/ db/ t enant on each management node

Oracle VM Manager Database

Used on each management node as the management database for
Oracle VM Manager. It contains all configuration details of the Oracle VM
environment (including servers, pools, storage and networking), as well
as the virtualized systems hosted by the environment.

Type: MySQL Database

Location: MGMI_ROOT/ ovimm nysql / dat a/ on the ZFS, accessible via
/ nfs/shared_storage/ ovimm nysql / dat a/ on each management
node

1.3.6 Oracle Private Cloud Appliance Management Software

The Oracle Private Cloud Appliance includes software that is designed for the provisioning, management
and maintenance of all of the components within the appliance. The controller software, which handles
orchestration and automation of tasks across various hardware components, is not intended for human
interaction. Its appliance administration functions are exposed through the browser interface and command
line interface, which are described in detail in this guide.

Important

PCA Dashboard and the Command Line Interface. Do not attempt to run any
processes directly without explicit instruction from an Oracle Support representative.
Attempting to do so may render your appliance unusable.

A | All configuration and management tasks must be performed using the Oracle

Besides the Dashboard and CLlI, this software also includes a number of Python applications that run on
the active management node. These applications are found in / usr/ shi n on each management node

and are listed as follows:

* pca- backup: the script responsible for performing backups of the appliance configuration as described
in Section 1.6, “Oracle Private Cloud Appliance Backup”

» pca- check- nast er : a script that verifies which of the two management nodes currently has the master

role

» ovca- daenon: the core provisioning and management daemon for the Oracle PCA

12
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e pca- dhcpd: a helper script to assist the DHCP daemon with the registration of compute nodes

» pca-di ag: atool to collect diagnostic information from your Oracle PCA, as described in Section 1.3.7,
“Oracle Private Cloud Appliance Diagnostics Tool”

» pca-factory-init:the appliance initialization script used to set the appliance to its factory
configuration. This script does not function as a reset; it is only used for initial rack setup.

* pca-redirect:adaemon that redirects HTTP or HTTPS requests to the Oracle PCA Dashboard
described in Section 1.3.1, “Oracle Private Cloud Appliance Dashboard”

» ovca-renot e-rpc: a script for remote procedure calls directly to the Oracle VM Server Agent.
Currently it is only used by the management node to monitor the heartbeat of the Oracle VM Server
Agent.

* ovca-rpc: a script that allows the Oracle PCA software components to communicate directly with the
underlying management scripts running on the management node

Many of these applications use a specific Oracle PCA library that is installed in / usr/ | i b/ pyt hon2. 6/
si t e- packages/ ovcal/ on each management node.

1.3.7 Oracle Private Cloud Appliance Diagnostics Tool

The Oracle Private Cloud Appliance includes a tool that can be run to collect diagnostic data: logs and
other types of files that can help to troubleshoot hardware and software problems. This tool is located in
/ usr/ sbi n/ on each management and compute node, and is named pca- di ag. The data it retrieves,
depends on the selected command line arguments:

» pca-di ag

When you enter this command, without any additional arguments, the tool retrieves a basic set of files
that provide insights into the current health status of the Oracle PCA. You can run this command on all
management and compute nodes. All collected data is stored in / t np, compressed into a single tarball
(ovcadi ag_<node- host nane>_<I D>_<date> <tinme>.tar. bz2).

e pca-diag version

When you enter this command, version information for the current Oracle PCA software stack is
displayed. The ver si on argument cannot be combined with any other argument.

e pca-diag ilom

When you enter this command, diagnostic data is retrieved, by means of i pni t ool , through
the host's ILOM. The data set includes details about the host's operating system, processes,
health status, hardware and software configuration, as well as a number of files specific to the
Oracle PCA configuration. You can run this command on all management and compute nodes.
All collected data is stored in / t np, compressed into a single tarball (ovcadi ag_<node-

host name> <I D> <date> <tinme>.tar. bz2).

» pca-diag vnpinfo
Caution

A When using the vpi nf o argument, the command must be run from the master
management node.

When you enter this command, the Oracle VM diagnostic data collection mechanism
is activated. The vnpi nf 03 script collects logs and configuration details from the
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Oracle VM Manager, and logs and sosr eport information from each Oracle VM
Server or compute node. All collected data is stored in / t np, compressed into two
tarballs: ovcadi ag_<node- host nane> <| D> <date> <tine>.tar.bz2 and
vpi nf 03- <ver si on>-<dat e>-<ti ne>.tar. gz.

To collect diagnostic information for a subset of the Oracle VM Servers in the environment,
you run the command with an additional ser ver s parameter: pca- di ag vnpi nfo
servers='ovcacnO7r1, ovcacnO8r 1, ovcacn09r1'

Diagnostic collection with pca- di ag is possible from the command line of any node in the system. Only
the master management node allows you to use all of the command line arguments. Although vnpi nf o
is not available on the compute nodes, running pca- di ag directly on the compute can help retrieve
important diagnostic information regarding Oracle VM Server that cannot be captured with vnpi nf o.
Running pca- di ag from different locations can be patrticularly helpful in debugging InfiniBand fabric
issues.

The pca- di ag tool is typically run by multiple users with different roles. System administrators or field
service engineers may use it as part of their standard operating procedures, or Oracle Support teams
may request that the tool be run in a specific manner as part of an effort to diagnose and resolve reported
hardware or software issues. For additional information and instructions, also refer to the section “Data
Collection for Service and Support” in the Oracle Private Cloud Appliance Release Notes.

1.4 Provisioning and Orchestration

As a converged infrastructure solution, the Oracle Private Cloud Appliance is built to eliminate many of
the intricacies of optimizing the system configuration. Hardware components are installed and cabled

at the factory. Configuration settings and installation software are preloaded onto the system. Once the
appliance is connected to the data center power source and public network, the provisioning process
between the administrator pressing the power button of the first management node and the appliance
reaching its Deployment Readiness state is entirely orchestrated by the master management node. This
section explains what happens as the Oracle PCA is initialized and all nodes are provisioned.

1.4.1 Appliance Management Initialization

Boot Sequence and Health Checks

When power is applied to the first management node, it takes approximately five minutes for the server to
boot. While the Oracle Linux 6 operating system is loading, an Apache web server is started, which serves
a static welcome page the administrator can browse to from the workstation connected to the appliance
management network.

The necessary Oracle Linux services are started as the server comes up to runlevel 3 (multi-user mode
with networking). At this point, the management node executes a series of system health checks. It verifies
that all expected infrastructure components are present on the appliance management network and in the
correct predefined location, identified by the rack unit number and fixed IP address. Next, the management
node probes the ZFS storage appliance for a management NFS export and a management iSCSI LUN with
OCFS2 file system. The storage and its access groups have been configured at the factory. If the health
checks reveal no problems, the ocf s2 and o2ch services are started up automatically.

Management Cluster Setup

When the OCFS2 file system on the shared iISCSI LUN is ready, and the o2cb services have started
successfully, the management nodes can join the cluster. In the meantime, the first management node
has also started the second management node, which will come up with an identical configuration. Both
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management nodes eventually join the cluster, but the first management node will take an exclusive lock
on the shared OCFS2 file system using Distributed Lock Management (DLM). The second management
node remains in permanent standby and takes over the lock only in case the first management node goes
down or otherwise releases its lock.

With mutual exclusion established between both members of the management cluster, the master
management node continues to load the remaining Oracle PCA services, including dhcpd, Oracle VM
Manager and the Oracle PCA databases. The virtual IP address of the management cluster is also brought
online, and the Oracle PCA Dashboard is started within WebLogic. The static Apache web server now
redirects to the Dashboard at the virtual IP, where the administrator can access a live view of the appliance
rack component status.

Once the dhcpd service is started, the system state changes to Provision Readiness, which means it is
ready to discover non-infrastructure components.

1.4.2 Compute Node Discovery and Provisioning

Node Manager

To discover compute nodes, the Node Manager on the master management node uses a DHCP server
and the node database. The node database is a BerkeleyDB type database, located on the management
NFS share, containing the state and configuration details of each node in the system, including MAC
addresses, IP addresses and host names. The discovery process of a node begins with a DHCP request
from the ILOM. Most discovery and provisioning actions are synchronous and occur sequentially, while
time consuming installation and configuration processes are launched in parallel and asynchronously.

The DHCP server hands out pre-assigned IP addresses on the appliance management network (

192. 168. 4. 0/ 24 ). When the Node Manager has verified that a node has a valid service tag for use with
Oracle PCA, it launches a series of provisioning tasks. All required software resources have been loaded
onto the ZFS storage appliance at the factory.

Provisioning Tasks

The provisioning process is tracked in the node database by means of status changes. The next
provisioning task can only be started if the node status indicates that the previous task has completed
successfully. For each valid node, the Node Manager begins by building a PXE configuration and forces
the node to boot using Oracle PCA runtime services. After the hardware RAID-1 configuration is applied,
the node is restarted to perform a kickstart installation of Oracle VM Server. Crucial kernel modules and
host drivers for InfiniBand and 10 Director (Fabric Interconnect) support are added to the installation. At the
end of the installation process, the network configuration files are updated to allow all necessary network
interfaces and bonds to be brought up.

Now that the PVI for the Oracle VM management network exists, the compute node is rebooted one last
time to reconfigure the Oracle VM Agent to communicate over the PVI. At this point, the node is ready for
Oracle VM Manager discovery.

1.4.3 Server Pool Readiness

Oracle VM Server Pool

When the Node Manager detects a fully installed compute node that is ready to join the Oracle VM
environment, it issues the necessary Oracle VM CLI commands to add the new node to the Oracle VM
server pool. With the discovery of the first node, the system also configures the clustered Oracle VM server
pool with the appropriate networking and access to the shared storage. For every compute node added to
Oracle VM Manager the IPMI configuration is stored in order to enable convenient remote power-on/off.
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Oracle PCA expects that all compute nodes in one rack belong to a single clustered server pool with High
Availability (HA) and Distributed Resource Scheduling (DRS) enabled. When all compute nodes have
joined the Oracle VM server pool, the appliance is in Ready state, meaning virtual machines (VMs) can be
deployed.

Expansion Compute Nodes

When an expansion compute node is installed, its presence is detected based on the DHCP request
from its ILOM. If the new server is identified as an Oracle PCA node, an entry is added in the node
database with "new" state. This triggers the initialization and provisioning process. New compute nodes
are integrated seamlessly to expand the capacity of the running system, without the need for manual
reconfiguration by an administrator.

Synchronization Service

As part of the provisioning process, a number of configuration settings are applied, either globally or at
individual component level. Some are visible to the administrator, and some are entirely internal to the
system. Throughout the life cycle of the appliance, software updates, capacity extensions and configuration
changes will occur at different points in time. For example, an expansion compute node may have different
hardware, firmware, software, configuration and passwords compared to the servers already in use in the
environment, and it comes with factory default settings that do not match those of the running system.

A synchronization service, implemented on the management nodes, can set and maintain configurable
parameters across heterogeneous sets of components within an Oracle PCA environment. It facilitates

the integration of new system components in case of capacity expansion or servicing, and allows the
administrator to streamline the process when manual intervention is required. The CLI provides an
interface to the exposed functionality of the synchronization service.

1.5 High Availability

The Oracle Private Cloud Appliance is designed for high availability at every level of its component make-
up.

Management Node Failover

During the factory installation of an Oracle PCA, the management nodes are configured as a cluster. The
cluster relies on an OCFS2 file system exported as a LUN from the ZFS storage to perform the heartbeat
function and to store a lock file that each management node attempts to take control of. The management
node that has control over the lock file automatically becomes the master or active node in the cluster.

When the Oracle PCA is first initialized, the 02chb service is started on each management node. This
service is the default cluster stack for the OCFS2 file system. It includes a node manager that keeps track
of the nodes in the cluster, a heartbeat agent to detect live nodes, a network agent for intra-cluster node
communication and a distributed lock manager to keep track of lock resources. All these components are
in-kernel.

Additionally, the ovca service is started on each management node. The management node that obtains
control over the cluster lock and is thereby promoted to the master or active management node, runs

the full complement of Oracle PCA services. This process also configures the Virtual IP, that is used to
access the active management node, so that it is ‘'up’ on the active management node and ‘down’' on the
standby management node. This ensures that, when attempting to connect to the Virtual IP address that
you configured for the management nodes, you are always accessing the active management node.

In the case where the active management node fails, the cluster detects the failure and the lock is
released. Since the standby management node is constantly polling for control over the lock file, it detects
when it has control of this file and the ovca service brings up all of the required Oracle PCA services. On
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the standby management node the Virtual IP is configured on the appropriate interface as it is promoted to
the active role.

When the management node that failed comes back online, it no longer has control of the cluster lock file.
It is automatically put into standby mode, and the Virtual IP is removed from the management interface.
This means that one of the two management nodes in the rack is always available through the same IP
address and is always correctly configured. The management node failover process takes up to 5 minutes
to complete.

Oracle VM Management Database Failover

The Oracle VM Manager database files are located on a shared file system exposed by the ZFS storage
appliance. The active management node runs the MySQL database server, which accesses the database
files on the shared storage. In the event that the management node fails, the standby management node is
promoted and the MySQL database server on the promoted node is started so that the service can resume
as normal. The database contents are available to the newly running MySQL database server.

Compute Node Failover

High availability (HA) of compute nodes within the Oracle PCA is enabled through the clustered server
pool that is created automatically in Oracle VM Manager during the compute node provisioning process.
Since the server pool is configured as a cluster using an underlying OCFS2 file system, HA-enabled virtual
machines running on any compute node can be migrated and restarted automatically on an alternate
compute node in the event of failure.

The Oracle VM Concepts Guide provides good background information about the principles of high
availability. Refer to the section How does High Availability (HA) Work?.

Storage Redundancy

Further redundancy is provided through the use of the ZFS storage appliance to host storage. This
component is configured to support RAID-Z2 providing integrated redundancy with a fault tolerance of up
to two failed drives with zero data loss. Furthermore, the storage appliance includes two storage heads
or controllers that are interconnected in a clustered configuration. The pair of controllers operate in an
active-passive configuration, meaning continuation of service is guaranteed in the event that one storage
head should fail. The storage heads share a single IP in the storage subnet, but both have an individual
management IP address for convenient maintenance access.

Network Redundancy

All of the customer-usable networking within the Oracle PCA is configured for redundancy. Only the
internal administrative Ethernet network, which is used for initialization and ILOM connectivity, is not
redundant. There are two of each switch type to ensure that there is no single point of failure. Networking
cabling is equally duplicated and switches are interconnected as described in Section 1.2.4, “Network
Infrastructure”.

1.6 Oracle Private Cloud Appliance Backup

The configuration of all components within Oracle Private Cloud Appliance is automatically backed up and
stored on the ZFS storage appliance as a set of archives. Backups are named with a time stamp for when
the backup is run.

During initialization, a crontab entry is created on each management node to perform a global backup twice
in every 24 hours. The first backup runs at 09h00 and the second at 21h00. Only the active management
node actually runs the backup process when it is triggered.
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Note
@ To trigger a backup outside of the default schedule, use the Command Line
Interface. For details, refer to Section 4.2.5, “backup”.

Backups are stored on the MGVIT_ROOT file system on the ZFS storage appliance and are accessible on
each management node at / nf s/ shar ed_st or age/ backups. When the backup process is triggered,
it creates a temporary directory named with the time stamp for the current backup process. The entire
directory is archived ina *. t ar . bz2 file when the process is complete. Within this directory several
subdirectories are also created:

* nm2: contains the NM2-36P Sun Datacenter InfiniBand Expansion Switch configuration data
» opus: contains the Oracle Switch ES1-24 configuration data

e ovca: contains all of the configuration information relevant to the deployment of the management
nodes such as the password wallet, the network configuration of the management nodes, configuration
databases for the Oracle PCA services, and DHCP configuration.

* ovmm: contains the most recent backup of the Oracle VM Manager database, the actual source data
files for the current database, and the UUID information for the Oracle VM Manager installation. Note
that the actual backup process for the Oracle VM Manager database is handled automatically from within
Oracle VM Manager. Manual backup and restore are described in detail in the section entitled Backing
up and Restoring Oracle VM Manager, in the Oracle VM Manager Administration Guide.

* ovmm_upgrade: contains essential information for each upgrade attempt. When an upgrade is initiated,
a time-stamped subdirectory is created to store the preinstall.log file with the output from the pre-
upgrade checks. Backups of any other files modified during the pre-upgrade process, are also saved in
this directory.

» Xsigo: contains the configuration data for the Fabric Interconnects.
» zfssa: contains all of the configuration information for the ZFS storage appliance

The backup process collects data for each component in the appliance and ensures that it is stored in a
way that makes it easy to restore that component to operation in the case of failure L

Taking regular backups is standard operating procedure for any production system. The internal backup
mechanism cannot protect against full system failure, site outage or disaster. Therefore, you should
consider implementing a backup strategy to copy key system data to external storage. This requires what
is often referred to as a bastion host: a dedicated system configured with specific internal and external
connections.

For a detailed description of the backup contents, and for guidelines to export internal backups outside the
appliance, refer to the Oracle technical white paper entitled Oracle Private Cloud Appliance Backup Guide.

1.7 Oracle Private Cloud Appliance Software Update

Caution

Although the general process remains similar, the tools and commands for Release
2.3.4 are different. If you are updating the Oracle PCA Controller Software to
Release 2.3.4 or newer, you must use the Oracle PCA Upgrader. Please refer to

A This section describes software updates to versions earlier than Release 2.3.4.
Section 1.8, “Oracle Private Cloud Appliance Upgrader”.

! Restoration from backup must only be performed by Oracle Service Personnel.
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Oracle Private Cloud Appliance Upgrader

Oracle Private Cloud Appliance includes the tools required to perform a full software update of the
appliance. On the master management node command line, commands are issued to download a new
version of the software stack from a specified URI and update all components to the latest version. For
step-by-step instructions, see Chapter 3, Updating Oracle Private Cloud Appliance.

An Oracle PCA software stack image is provided in the form of a zip file, which is several gigabytes in size.
The zip file contains an automatically built ISO with the latest software updates from Oracle.

The software image can be downloaded using the FTP, HTTP or HTTPS protocols 2 or from a local

file location on the management node. Once the image has been downloaded it is extracted into the

ngnt _i mage, hnp_i mage and ovm i nmage subdirectories of / nf s/ shar ed_st or age, which resides in
the MGMIT_ROOT file system on the ZFS storage appliance.

From the command line, you are able to activate a downloaded software image. Activation starts a
coordinated process on the management nodes that relies on management node failover to succeed.

The activation process can be summarized as follows:

» The current master begins the process by creating a database entry to include a message containing the
version number of the software that you are updating to; a time stamp and the node name of the inactive
management node.

» The current master reboots the inactive management node and provisions it with the new software
image in the same way that a compute node is provisioned at start-up. The current software on the
inactive management node is wiped and the new software is installed directly from the ISO stored in /
nf s/ shared_st orage/ ngnt _i mage on the storage appliance.

 After the install, the management node is rebooted and starts its ovca service. This causes it to re-enter
the remaster code and it finalizes its own database entry.

» The current master detects the database update indicating that the installation has completed and the
newly installed management node is ready to resume service as the new master. It creates its own
database entry to indicate that it is now being updated, and then reboots.

» The newly installed management node is promoted to the cluster master and then proceeds to perform
the provisioning required to install the new software image on the rebooting management node.

* When installation is complete, the management node is rebooted and comes up in standby mode.

1.8 Oracle Private Cloud Appliance Upgrader

Together with Oracle PCA Controller Software Release 2.3.4, a new independent upgrade tool is
introduced: the Oracle PCA Upgrader. It is provided as a separate application, with its own release and
update schedule. It maintains the phased approach, where management nodes, compute nodes and other
rack components are updated in separate procedures, while at the same time it groups and automates
sets of tasks that were previously executed as scripted or manual steps. The new design has better

error handling and protection against terminal crashes, ssh timeouts or inadvertent user termination. It is
intended to reduce complexity and improve the overall upgrade experience.

The Oracle PCA Upgrader was built as a modular framework. Each module consists of pre-checks, an
execution phase such as upgrade or install, and post-checks. Besides the standard interactive mode,
modules also provide silent mode for programmatic use, and verify-only mode to run pre-checks without
starting the execution phase.

21t may be necessary to edit the Oracle PCA system properties, using the CLI on each management node, to ensure that the correct proxy settings
are specified for a download to succeed. See Section 8.1, “Adding Proxy Settings for Oracle Private Cloud Appliance Updates” for more information.
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The first module developed within the Oracle PCA Upgrader framework, is the management node upgrade.
With a single command, it guides the administrator through the pre-upgrade validation steps — now
included in the pre-checks of the Upgrader —, software image deployment, Oracle PCA Controller Software
update, Oracle Linux operating system Yum update, and Oracle VM Manager upgrade.

In its initial release, intended for use with Oracle PCA Release 2.3.4 and later, the Oracle PCA
Upgrader replaces the CLI commands updat e appl i ance get i nmage and updat e appl i ance
instal |l i mage, as well as a large number of pre-upgrade checks.

For software update instructions, see Chapter 3, Updating Oracle Private Cloud Appliance.

For specific Oracle PCA Upgrader details, see Section 3.3, “Oracle PCA 2.3 — Using the Oracle PCA
Upgrader”.
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Chapter 2 Monitoring and Managing Oracle Private Cloud
Appliance
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Monitoring and management of the Oracle Private Cloud Appliance is achieved using the Oracle Private
Cloud Appliance Dashboard. This web-based graphical user interface is also used to perform the initial
configuration of the appliance beyond the instructions provided in the Quick Start poster included in the
packaging of the appliance.

Warning

O Before starting the system and applying the initial configuration, read and
understand the Oracle Private Cloud Appliance Release Notes. The section Known
Limitations and Workarounds provides information that is critical for correctly
executing the procedures in this document. Ignoring the release notes may cause
you to configure the system incorrectly. Bringing the system back to normal
operation may require a complete factory reset.

The Oracle Private Cloud Appliance Dashboard allows you to perform the following tasks:

« Initial software configuration (and reconfiguration) for the appliance using the Network Setup tab, as
described in Section 2.5, “Network Settings”.

» Hardware monitoring and identification of each hardware component used in the appliance, accessed via
the Hardware View tab described in Section 2.3, “Hardware View".

» Physical network monitoring and identification via the Network View tab described in Section 2.4,
“Network View".

» Reconfiguration of appliance software, such as resetting the global password used for different
components within the appliance, via the Authentication tab, as described in Section 2.9,
“Authentication”.

The Oracle Private Cloud Appliance software includes functionality that is currently not available through
the Dashboard user interface:

» Backup

The configuration of all components within Oracle Private Cloud Appliance is automatically backed
up based on a crontab entry. This functionality is not configurable. Restoring a backup requires the
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Connecting and Logging in to the Oracle Private Cloud Appliance Dashboard

intervention of an Oracle-qualified service person. For details, see Section 1.6, “Oracle Private Cloud
Appliance Backup”.

e Update

The update process is controlled from the command line of the master management node. For detalils,
see Section 1.7, “Oracle Private Cloud Appliance Software Update”. For step-by-step instructions, see
Chapter 3, Updating Oracle Private Cloud Appliance.

* Custom Networks

In situations where the default network configuration is not sufficient, the command line interface allows
you to create additional networks at the appliance level. For details and step-by-step instructions, see
Section 2.7, “Network Customization”.

e Tenant Groups

The command line interface provides commands to optionally subdivide an Oracle Private Cloud
Appliance environment into a number of isolated groups of compute nodes. These groups of servers are
called tenant groups, which are reflected in Oracle VM as different server pools. For details and step-by-
step instructions, see Section 2.8, “Tenant Groups”.

2.1 Connecting and Logging in to the Oracle Private Cloud
Appliance Dashboard

To open the Login page of the Oracle Private Cloud Appliance Dashboard, enter the following address in a

Web browser:

https://manager - vi p:7002/dashboard

Where, manager - vi p refers to the shared Virtual IP address that you have configured for your
management nodes during installation. By using the shared Virtual IP address, you ensure that you always
access the Oracle Private Cloud Appliance Dashboard on the active management node.

K

*

Note

If you are following the installation process and this is your first time accessing the
Oracle Private Cloud Appliance Dashboard, the Virtual IP address in use by the
master management node is set to the factory default 192. 168. 4. 216 . This is
an IP address in the internal appliance management network, which can only be
reached if you use a workstation patched directly into the available Ethernet port 19
in one of the Oracle Switch ES1-24 switches.

The default user name is admin and the default password is Welcomel. For
security reasons, you must set a new password at your earliest convenience.

Important

You must ensure that if you are accessing the Oracle Private Cloud Appliance
Dashboard through a firewalled connection, the firewall is configured to allow TCP
traffic on the port that the Oracle Private Cloud Appliance Dashboard is using to
listen for connections.

Enter your Oracle Private Cloud Appliance Dashboard administration user name in the Username field.
This is the administration user name you configured during installation. Enter the password for the Oracle
Private Cloud Appliance Dashboard administration user name in the Password field.
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Important

to store session data. Therefore, to successfully login and use the Oracle Private
Cloud Appliance Dashboard your web browser must accept cookies from the Oracle

A The Oracle Private Cloud Appliance Dashboard makes use of cookies in order
Private Cloud Appliance Dashboard host.

2.2 Oracle Private Cloud Appliance Dashboard Accessibility
Features

The Oracle Private Cloud Appliance Dashboard is compliant with the Americans with Disabilities Action
(ADA) requirements. As part of the effort to make Oracle products, services, and supporting documentation
accessible and usable to the disabled community, the Oracle Private Cloud Appliance Dashboard allows
you to configure the following accessibility features:

» Support for Screen Reader.
» Support for High Contrast.

e Support for Large Fonts.

You can enable these features when logging in to the Oracle Private Cloud Appliance Dashboard or you
can set or change the accessibility options once you have logged in. For detailed accessibility information,
refer to the chapter Documentation Accessibility in the Oracle Private Cloud Appliance Release Notes.

2.3 Hardware View

The Hardware View within the Oracle Private Cloud Appliance Dashboard provides a graphical
representation of the hardware components as they are installed within the rack. The view of the status
of these components is static at the time that the page is loaded. A Refresh button at the top of the page
allows you to refresh the view at any time.

During particular maintenance tasks, such as upgrading management nodes, you may need to disable
compute node provisioning temporarily. This Disable CN Provisioning button at the top of the page
allows you to suspend provisioning activity. When compute node provisioning is suspended, the button
text changes to Enable CN Provisioning and its purpose changes to allow you to resume compute node
provisioning as required.

Rolling over each item in the graphic with the mouse raises a pop-up window providing the name of the
component, its type, and a summary of configuration and status information. For compute nodes, the pop-
up window includes a Reprovision button, which allows you to restart the provisioning process if the node
becomes stuck in an intermittent state or goes into error status before it is added to the Oracle VM server
pool. Instructions to reprovision a compute node are provided in Section 8.19, “A Compute Node Fails to
Complete Provisioning”.

Caution

A The Reprovision button is to be used only for compute nodes that fail to complete
provisioning. For compute nodes that have been provisioned properly and/or host
running virtual machines, the Reprovision button is made unavailable to prevent
incorrect use, thus protecting healthy compute nodes from loss of functionality, data
corruption, or being locked out of the environment permanently.
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Hardware View

Caution

A Reprovisioning restores a compute node to a clean state. If a compute node was
previously added to the Oracle VM environment and has active connections to
storage repositories other than those on the internal ZFS storage, the external
storage connections need to be configured again after reprovisioning.
Alongside each installed component within the appliance rack, a status icon provides an indication of
the provisioning status of the component. The Hardware View does not provide real-time health and
status information about active components. Its monitoring functionality is restricted to the provisioning
process. When a component has been provisioned completely and correctly, the Hardware View continues
to indicate correct operation even if the component should fail or be powered off. See Table 2.1 for an
overview of the different status icons and their meaning.

Table 2.1 Table of Hardware Provisioning Status Icons

Icon Status Description

o OK The component is running correctly and has passed all health
check operations. Provisioning is complete.

- Provisioning The component is running, and provisioning is in progress.
The progress bar fills up as the component goes through the
various stages of provisioning.

Key stages for compute nodes include: HMP initialization
actions, Oracle VM Server installation, internal InfiniBand
configuration, network and storage setup, and server pool
membership.

(x] Error The component is not running and has failed health check
operations. Component troubleshooting is required and the
component may need to be replaced. Compute nodes also
have this status when provisioning has failed.

Note
@ For real-time health and status information of your active Oracle Private Cloud
Appliance hardware, after provisioning, consult the Oracle VM Manager or Oracle
Enterprise Manager Ul.
If either of the Fabric Interconnects is clicked on in the Hardware View, the view is changed to the I/O Ports
tab in the Network View. See Section 2.4, “Network View” for more information.

The Hardware View provides an accessible tool for troubleshooting hardware components within the
Oracle Private Cloud Appliance and identifying where these components are actually located within the
rack. Where components might need replacing, the new component must take the position of the old
component within the rack to maintain configuration.
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2.4 Network View

The Network View provides a graphical representation of the networking hardware within the Oracle
Private Cloud Appliance rack. Specifically, the I/O modules and their network ports on the are shown on a
diagram depicting the back panel of the Fabric Interconnect.

Figure 2.2 Network View - 10 Module Ports
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Note that the Fibre Channel (FC) ports on the PCle Slots 3 and 12 are reserved for use to connect external
FC storage to the Oracle Private Cloud Appliance . These ports are labeled to indicate the storage clouds
that are related to each FC port and can be cabled to one or more external FC switches in the manner
described in Adding External Fibre Channel Storage in the Oracle Private Cloud Appliance Installation
Guide.

2.5 Network Settings

The Network Settings tab is used to configure networking and service information for the management
nodes. For this purpose, you should reserve three IP addresses in the public (data center) network: one for
each management node, and one to be used as virtual IP address by both management nodes. The virtual
IP address provides access to the Dashboard once the software initialization is complete.

To avoid network interference and conflicts, you must ensure that the data center network does not overlap
with any of the infrastructure subnets of the Oracle Private Cloud Appliance default configuration. These
are the subnets you should keep clear:

¢ 192.168.140.0/24
+ 192.168.40.0/24

+ 192.168.100.0/24
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Network Settings

+ 192.168.0.0/20

In the Network Settings tab, the following fields are available for configuration:
* Management Node 1:

« IP Address: Specify an IP address within your datacenter network that can be used to directly access
this management node.

« Hostname: Specify the host name for the first management node system.
 Management Node 2:

« IP Address: Specify an IP address within your datacenter network that can be used to directly access
this management node.

« Hostname: Specify the host name for the second management node system.
» Management Node Cluster:
* Management Network VLAN:

« No VLAN: By default this radio button is set. The default configuration does not assume that your
management network exists on a VLAN.

« VLAN Enabled: If you have configured a VLAN on your switch for the management network, you
should set this radio button and then specify the VLAN ID for the VLAN that the management
network must use in the provided field.

« Virtual IP: Specify the shared Virtual IP address that is used to always access the active management
node. This IP address must be in the same subnet as the IP addresses that you have specified for
each management node.

« Domain Name: Specify the domain that each of the management node systems belong to.

* Netmask: Specify the netmask for the network that the Virtual IP address and management node IP
addresses belong to.

« Default Gateway: Specify the default gateway for the network that the Virtual IP address and
management node IP addresses belong to.

« NTP: Specify the NTP server that the management nodes and other appliance components must use
to synchronize their clocks to.

* DNS: Specify at least one DNS server that the management nodes can use for domain name
resolution.

* PCA Admin Password: You must enter the current Oracle Private Cloud Appliance Admin account
password to make changes to any of these settings.

Clicking the OK button at the bottom of the page saves the settings that are currently displayed on the
page and updates the configuration on each of the management nodes. The ovca services are restarted in
the process, so you are required to log back in to the Dashboard afterwards.
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Figure 2.3 Network Settings
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2.6 Functional Networking Limitations

There are different levels and areas of network configuration in an Oracle Private Cloud Appliance
environment. For the correct operation of both the host infrastructure and the virtualized environment

it is critical that the administrator can make a functional distinction between the different categories of
networking, and knows how and where to configure all of them. This section is intended as guidance to
select the suitable interface to perform the main network administration operations.

In terms of functionality, practically all networks operate either at the appliance level or the virtualization
level. Each has its own administrative interface: Oracle Private Cloud Appliance Dashboard and CLI

on the one hand, and Oracle VM Manager on the other. However, the network configuration is not as
clearly separated, because networking in Oracle VM depends heavily on existing configuration at the
infrastructure level. For example, configuring a new public virtual machine network in Oracle VM Manager
requires that the hosts or compute nodes have network ports already connected to an underlying network
with a gateway to the data center network or internet.
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A significant amount of configuration — networking and other — is pushed from the appliance level to
Oracle VM during compute node provisioning. This implies that a hierarchy exists; that appliance-level
configuration operations must be explored before you consider making changes in Oracle VM Manager
beyond the standard virtual machine management.

Oracle Private Cloud Appliance and Oracle VM Network Configuration

* Virtual Machine Network

By default, a fully provisioned Oracle Private Cloud Appliance is ready for virtual machine deployment.

Oracle VM Manager you can connect virtual machines to these networks directly:
« vm publ i c_vl an, created on the bond4 interfaces of all compute nodes during provisioning
e vm pri vat e, created on the bond3 interfaces of all compute nodes during provisioning

Also, you can create additional VLAN interfaces and VLANSs with the Virtual Machine role. For virtual
machines requiring public connectivity, use the compute nodes' bond4 ports. For internal-only VM
traffic, use the bond3 ports. For details, see Section 5.6, “Configuring Network Resources for Virtual
Machines”.

in Oracle VM Manager as physical compute node network interfaces, but they
are not cabled. Also, most network interfaces are combined in pairs to form bond

Note
@ Do not create virtual machine networks using the et hx ports. These are detected
ports, and are not intended to be connected individually.

Virtual machine networking can be further diversified and segregated by means of custom networks,
which are described below. Custom networks must be created in the Oracle Private Cloud Appliance
CLI. This generates additional bond ports equivalent to the default bond3 and bond4. The custom
networks and associated bond ports are automatically set up in Oracle VM Manager, where you can
expand the virtual machine network configuration with those newly discovered network resources.

e Custom Network

Custom networks are infrastructure networks you create in addition to the default configuration. These

In

are constructed in the same way as the default private and public networks, but using different compute
node bond ports and terminating on different Fabric Interconnect I/O ports. Whenever public connectivity
is required, additional cabling between the I/O ports and the next-level data center switches is required.

Because they are part of the infrastructure underlying Oracle VM, all custom networks must be
configured through the Oracle Private Cloud Appliance CLI. The administrator chooses between three
types: private, public or host network. For detailed information about the purpose and configuration of
each type, see Section 2.7, “Network Customization”.

If your environment has tenant groups, which are separate Oracle VM server pools, then a custom

network can be associated with one or more tenant groups. This allows you to securely separate traffic
belonging to different tenant groups and the virtual machines deployed as part of them. For details, see
Section 2.8, “Tenant Groups”.

Once custom networks have been fully configured through the Oracle Private Cloud Appliance CLI, the
networks and associated ports automatically appear in Oracle VM Manager. There, additional VLAN
interfaces can be configured on top of the new bond ports, and then used to create more VLANS for
virtual machine connectivity. The host network is a special type of custom public network, which can
assume the Storage network role and can be used to connect external storage directly to compute
nodes.
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» Network Properties

The network role is a property used within Oracle VM. Most of the networks you configure, have the
Virtual Machine role, although you could decide to use a separate network for storage connectivity or
virtual machine migration. Network roles — and other properties such as name and description, which
interfaces are connected, properties of the interfaces and so on — can be configured in Oracle VM
Manager, as long as they do not conflict with properties defined at the appliance level.

Modifying network properties of the VM networks you configured in Oracle VM Manager involves little
risk. However, you must not change the configuration — such as network roles, ports and so on — of the
default networks: mgmt_public_eth, 192.168.140.0, 192.168.40.0, vm_public_vlan and vm_private. For
networks connecting compute nodes, including custom networks, you must use the Oracle Private Cloud
Appliance CLI. Furthermore, you cannot modify the functional properties of a custom network: you have
to delete it and create a new one with the required properties.

The maximum transfer unit (MTU) of a network interface, standard port or bond, cannot be modified.
It is determined by the hardware properties or the Fabric Interconnect configuration, which cannot be
controlled from within Oracle VM Manager.

* VLAN Management

With the exception of the appliance management VLAN, which is configured in the Network Settings tab
of the Oracle Private Cloud Appliance Dashboard, all VLAN configuration and management operations
are performed in Oracle VM Manager. These VLANs are part of the VM networking.

Tip

@ When a large number of VLANS is required, it is good practice not to generate
them all at once, because the process is time-consuming. Instead, add (or
remove) VLANS in groups of 10.

2.7 Network Customization

The Oracle Private Cloud Appliance controller software allows you to add custom networks at the
appliance level. This means that the Fabric Interconnects and other hardware components are
reconfigured to enable the additional connectivity. These networks are then configured automatically in
your Oracle VM environment, where they can be used for isolating and optimizing network traffic beyond
the capabilities of the default network configuration. All custom networks, both internal and public, are
VLAN-enabled.

Warning

Do not modify the network configuration while upgrade operations are running.
No management operations are supported during upgrade, as these may lead to
configuration inconsistencies and significant repair downtime.

leave the environment in an error state that is extremely difficult to repair. To avoid
downtime and data loss, always perform custom network operations in the Oracle
Private Cloud Appliance CLI.

Caution

P O ©

Warning
Custom networks must never be deleted in Oracle VM Manager. Doing so would

The following network limitations apply:
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¢ The maximum number of custom external networks is 7 per tenant group or per
compute node.

¢ The maximum number of custom internal networks is 3 per tenant group or per
compute node.

¢ The maximum number of VLANS is 256 per tenant group or per compute node.

Caution

virtual machine environment modifications take place. This might lock Oracle VM

A When configuring custom networks, make sure that no provisioning operations or
resources and cause your Oracle Private Cloud Appliance CLI commands to fail.

Creating custom networks requires use of the CLI in this software release. The administrator chooses
between three types: a network internal to the appliance, a network with external connectivity, or a
host network. Custom networks appear automatically in Oracle VM Manager. The internal and external
networks take the virtual machine network role, while a host network may have the virtual machine and
storage network roles.

The host network is a particular type of external network: its configuration contains additional parameters
for subnet and routing. The servers connected to it also receive an IP address in that subnet, and
consequently can connect to an external network device. The host network is particularly useful for direct
access to storage devices.

Caution

upgraded with the Oracle VM Server version included in the Oracle Private Cloud

A For the additional routing capabilities with a host network, compute nodes must be
Appliance Controller Software Release 2.2.1.

For all networks with external connectivity the Fabric Interconnect 1/0O ports must be specified so that these
are reconfigured to route the external traffic. These ports must be cabled to create the physical uplink to
the next-level switches in the data center.

Creating a Custom Network

1. Using SSH and an account with superuser privileges, log into the active management node.

Note
@ The default r oot password is Welcomel. For security reasons, you must set a
new password at your earliest convenience.

# ssh root @0. 100. 1. 101
root @O0. 100. 1. 101' s password:
root @vcamO5r1 ~] #

2. Launch the Oracle Private Cloud Appliance command line interface.

# pca-adnin
Wel come to PCA! Rel ease: 2.3.2
PCA>

3. If your custom network requires public connectivity, you need to use one or more Fabric Interconnect
ports. Verify the number of I/O modules and ports available and carefully plan your network
customizations accordingly. The following example shows how to retrieve that information from your
system:
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PCA> |ist network-card --sorted-by Director

Sl ot Director
3 ovcaswl5rl
18 ovcaswl5r1l
16 ovcaswl5r1l
5 ovcaswl5r 1l
17 ovcaswl5r1l
4 ovcaswl5r1l
16 ovcasw22r 1
5 ovcasw22r 1
18 ovcasw22r 1
17 ovcasw22r1
4 ovcasw22r 1l
3 ovcasw22r 1

12 rows di spl ayed

St at us: Success
PCA> |i st network-port

Por t Director

4: 4 ovcaswlb5r 1
4:3 ovcaswlb5r 1
4:2 ovcaswlb5r 1
5.4 ovcaswlb5r 1
5:3 ovcaswlb5r 1
5:2 ovcaswlb5r 1
10: 4 ovcaswlb5r 1
10: 3 ovcaswlb5r 1
10: 2 ovcaswlb5r 1
10: 1 ovcaswlb5r 1
11: 4 ovcaswlb5r 1
11: 3 ovcaswlb5r 1
11: 2 ovcaswlb5r 1
11: 1 ovcaswlb5r 1
4: 4 ovcasw22r 1
4:3 ovcasw22r 1
4:2 ovcasw22r 1
5.4 ovcasw22r 1
5:3 ovcasw22r 1
5:2 ovcasw22r 1
10: 4 ovcasw22r 1
10: 3 ovcasw22r 1
10: 1 ovcasw22r 1
11: 3 ovcasw22r 1
11: 2 ovcasw22r 1
11: 1 ovcasw22r 1
4:1 ovcaswl5r 1
5.1 ovcaswlb5r 1
4:1 ovcasw22r 1
5:1 ovcasw22r 1
10: 2 ovcasw22r 1
11: 4 ovcasw22r 1

32 rows displ ayed

St at us: Success

Type
sanFc2Por t 8GoLr Car dEt hl b
sanFc2Por t 8GoLr Car dEt hl b
nwEt her net 4Por t 10GbCar dEt hl b
nwEt her net 4Por t 10GbCar dEt hl b
nwEt her net 4Por t 10GbCar dEt hl b
nwEt her net 4Port 10GbCar dEt hl b
nwEt her net 4Por t 10GbCar dEt hl b
nwEt her net 4Por t 10GbCar dEt hl b
sanFc2Port 8GoLr Car dEt hl b
nwEt her net 4Por t 10GbCar dEt hl b
nwEt her net 4Port 10GbCar dEt hl b
sanFc2Port 8GoLr Car dEt hl b

NADMNDMADMDMDMIANDN

--filter-colum Type --filter nwEthernet* --sorted-by State

Type State
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwEt her net 10GbPor t down
nwet her net 10GbPor t up
nwet her net 10GbPor t up
nwet her net 10GbPor t up
nwet her net 10GbPor t up
nwet her net 10GbPor t up
nwet her net 10GbPor t up

None
mgnt _public_eth
mgnt _public_eth
mgnt _public_eth
mgnt _public_eth
None
None

vm publ i c_vl an
vm publ i c_vl an
vm publ i c_vl an
vm publ i c_vl an
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4. Create a new network and select one of these types:
e rack_internal network
« external network

¢ host _network

Use the following syntax:
¢ For an internal-only network, specify a network name.

PCA> create network M/ nternal Network rack_internal _network
Status: Success

< For an external network, specify a network name and the Fabric Interconnect port(s) to be configured
for external traffic.

PCA> create network M/PublicNetwork external _network '4:2 5:2'
Status: Success

Note
g The port arguments are specified as ' x: y' where x is the I/O module slot
number and y is the number of the port on that module. The example above
shows how to retrieve that information.

I/O ports can not be part of more than one network configuration.

If, instead of using the CLI interactive mode, you create a network in a single
CLI command from the Oracle Linux prompt, you must escape the quotation
marks to prevent bash from interpreting them. Add a backslash character
before each quotation mark:

# pca-admn create network MyPublicNetwork external _network \'4:2 5:2\"

« For a host network, specify a network name, the Fabric Interconnect ports to be configured for
external traffic, the subnet, and optionally the routing configuration.

PCA> create network MyHost Network host_network '10:1 11:1' \
10. 10. 10 255. 255. 255. 0 10. 1. 20.0/ 24 10. 10. 10. 250
Status: Success

Note
g In this example the additional network and routing arguments for the host
network are specified as follows, separated by spaces:

e 10. 10. 10 = subnet prefix
+ 255. 255. 255. 0 = netmask
e 10. 1. 20. 0/ 24 = route destination (as subnet or IPv4 address)

¢ 10.10. 10. 250 = route gateway

The subnet prefix and netmask are used to assign IP addresses to servers
joining the network. The optional route gateway and destination parameters
are used to configure a static route in the server's routing table. The route
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destination is a single IP address by default, so you must specify a netmask if
traffic could be intended for different IP addresses in a subnet.

Details of the create network command arguments are provided in
Section 4.2.8, “create network” in the CLI reference chapter.

Caution

To change these settings, delete the custom network and re-create it with

A Network and routing parameters of a host network cannot be modified.
updated settings.

5. Connect the required servers to the new custom network. You must provide the network name and the
names of the servers to connect.

PCA> add networ k MyPubl i cNetwor k ovcacn07r1
St at us: Success
PCA> add networ k MyPubl i cNetwor k ovcacn08r1
St at us: Success
PCA> add network MyPubl i cNetwor k ovcacn09r1
St at us: Success

6. Verify the configuration of the new custom network.

PCA> show net wor k MyPubl i cNet wor k

Net wor k_Nane MyPubl i cNet wor k

Trunknode True

Descri ption User defined network

Ports ["4:2", "5:2"]

vNl Cs ovcacn09r 1- et h8, ovcacnO7r1-eth8, ovcacn08r1l-eth8
St at us r eady

Net wor k_Type ext er nal _net wor k

Conput e_Nodes ovcacn07r1, ovcacn08rl1, ovcacn09r1

Prefix None

Net mask None

Rout e Desti nation None
Rout e Gat eway None
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Status: Success

As a result of these commands, a bond of two new vNICs is configured on each of the servers
to connect them to the new custom network. These configuration changes are reflected in the
Networking tab and the Servers and VMs tab in Oracle VM Manager.

Note

@ If the custom network is a host network, the server is assigned an IP address
based on the prefix and netmask parameters of the network configuration, and
the final octet of the server's internal management IP address.

For example, if the compute node with internal IP address 192.168.4.9 were
connected to the host network used for illustration purposes in this procedure, it
would receive the address 10.10.10.9 in the host network.

Figure 2.4 shows a custom network named MyPublicNetwork, which is VLAN-enabled and uses the
compute node's bond5 interface consisting of Ethernet ports (VNICs) et h8 and et h8B.

Figure 2.4 Oracle VM Manager View of Custom Network Configuration

ORACLE VM Manager Logged in as: admin Logout Seitings ~ Help ~
m Servers and VMs Repositories Networking Storage Reports and Resources Jobs
BmE g 72X S View ~ | Perspective: | Bond Ports MR WS 6]
7 @mrﬂsgz:rcznn\ssewerpw‘ Port Status Imerr:o ‘Ethemetpnns INEtwgf:workmg |T Addressing
- Z ype |IF Address Netmask
H§  ovcacno07r1 bond0 on ovcacn07r1 PortUp  bond0 eth4 on ovcacn07r1, eth4B on .. 192.168.140.0 Static  192.168.140.8 2552552550
fm ovcacn08r1 bond1 on ovcacn07r1 PortUp  bond1 0 192.168.40.0 Static 192.168.40.8 255.255.255.0
M ovcacno9rt bond2 on ovcacn07r1 PortUp  bond2 eth3 on ovcacn07r1, ethSB on ... mgmi_public_eth
fm oveacn10r1 bond3 on ovcacn07r1 PortUp  bond3 eth6 on ovcacn07r1, eth6B on ... vm_private
iﬁ ovcacn11r1 bond4 on ovcacn07r1 PortUp  bond4 eth7 on ovcacn07r1, eth7B on ... vm_public_vlan
_ﬁ ovcacn12ri bond5 on ovcacn07r1 PortUp  bond5 ethd on ovcacn07r1, eth8B on . MyPublicNetwork
M ovcacn13r
M ovcacntdrt j
¥§  ovcacn34r
M ovcacnasr
H  ovcacn36r1
[0 unassigned Servers
1 Unassigned Virtual Machines S 2
i

7. To disconnect servers from the custom network use the remove network command.

Warning
O Before removing the network connection of a server, make sure that no virtual
machines are relying on this network.

When a server is no longer connected to a custom network, make sure that its
port configuration is cleaned up in Oracle VM.

PCA> renmove networ k MyPubl i cNet wor k ovcacnO9r 1

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEREEREEREEEREESEESRESEESEESESESSE]

WARNING !'!'l' THIS IS A DESTRUCTI VE OPERATI ON.

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEREEREEEEREEEREESEESRESEESESESESESSE]

Are you sure [y/N:y

Status: Success
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Deleting a Custom Network
Caution

A Before deleting a custom network, make sure that all servers have been
disconnected from it first.

1. Using SSH and an account with superuser privileges, log into the active management node.

Note
E The default r oot password is Welcomel. For security reasons, you must set a
new password at your earliest convenience.

# ssh root @O0. 100. 1. 101
root @0. 100. 1. 101' s passwor d:
root @vcamO05r1 ~]#

2. Launch the Oracle Private Cloud Appliance command line interface.

# pca-admin
Wel cone to PCA! Rel ease: 2.3.2
PCA>

3. Verify that all servers have been disconnected from the custom network. No vNICs or nodes should
appear in the network configuration.

Caution

A Related configuration changes in Oracle VM must be cleaned up as well.

PCA> show net wor k MyPubl i cNet wor k

Net wor k_Narme MyPubl i cNet wor k

Tr unknode True

Descri ption User defined network
Ports ["4:2", "5:2"]

VNI Cs None

St at us ready

Net wor k_Type ext er nal _net wor k
Conput e_Nodes None

Status: Success

4. Delete the custom network.

PCA> del ete network MyPubl i cNet wor k

khkhkkhkhkhkhhkhkhhkhhkhkhkhkhhkhhkhhkhkhhkhhkhhkhkhhkhhkhkhkhkhhkhhkhhkhkhhkhkhkhkkhkhkk k%

WARNING !'!'l THIS IS A DESTRUCTI VE OPERATI ON.
khkhkkhkhkhkhhkhkhhkhhkhkhhkhhkhhkhhkhkhhkhhkhhkhkhhkhhkhhkhkhhkhhkhhkhkhhkhkkhkkhhkhk k%

Are you sure [y/N:y

Status: Success
Caution

A If a custom network is left in an invalid or error state, and the delete command
fails, you may use the - - f or ce option and retry.
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2.8 Tenant Groups

A standard Oracle Private Cloud Appliance environment built on a full rack configuration contains 25
compute nodes. A tenant group is a logical subset of a single Oracle Private Cloud Appliance environment.
Tenant groups provide an optional mechanism for an Oracle Private Cloud Appliance administrator to
subdivide the environment in arbitrary ways for manageability and isolation. The tenant group offers a
means to isolate compute, network and storage resources per customer. It also offers isolation from cluster
faults.

2.8.1 Design Assumptions and Restrictions

Up to Oracle Private Cloud Appliance Controller Software Release 2.2.1, a factory-installed appliance
base rack has all compute nodes configured as part of a single Oracle VM server pool, named
Rackl_ServerPool. As of release 2.2.1, or during a controller software update to release 2.2.1, this server
pool becomes the default tenant group. Oracle Private Cloud Appliance supports a maximum of 8 tenant
groups. This number includes the default tenant group, which cannot be deleted from the environment, and
must always contain at least one compute node. Therefore, a single custom tenant group can contain up to
24 compute nodes, while the default Rackl ServerPool can contain all 25.

Regardless of tenant group membership, all compute nodes are connected to all of the default Oracle
Private Cloud Appliance networks. Custom networks can be assigned to multiple tenant groups. When a
compute node joins a tenant group, it is also connected to the custom networks associated with the tenant
group. When you remove a compute node from a tenant group, it is disconnected from those custom
networks. A synchronization mechanism, built into the tenant group functionality, keeps compute node
network connections up to date when tenant group configurations change.

When you reprovision compute nodes, they are automatically removed from their tenant groups, and
treated as new servers. Consequently, when a compute node is reprovisioned, or when a new compute
node is added to the environment, it is added automatically to Rackl_ServerPool. After successful
provisioning you can add the compute node to the appropriate tenant group.

2.8.2 Configuring Tenant Groups

The tenant group functionality can be accessed through the CLI. With a specific set of commands you
manage the tenant groups, their member compute nodes, and the associated custom networks. The
CLlI initiates a number of Oracle VM operations to set up the server pool, and a synchronization service
maintains settings across the members of the tenant group.

Warning

o Do not modify the tenant group configuration while upgrade operations are running.
No management operations are supported during upgrade, as these may lead to
configuration inconsistencies and significant repair downtime.

Caution

A You must not modify the server pool in Oracle VM Manager because this causes
inconsistencies in the tenant group configuration and disrupts the operation of the
synchronization service and the Oracle Private Cloud Appliance CLI. Only server
pool policies may be edited in Oracle VM Manager.

If you inadvertently used Oracle VM Manager to modify a tenant group, see
Section 8.23, “Recovering from Tenant Group Configuration Mismatches”.

37



Configuring Tenant Groups

commands, see Chapter 4, The Oracle Private Cloud Appliance Command Line

Note
@ For detailed information about the Oracle Private Cloud Appliance CLI tenant group
Interface (CLI).

Creating and Populating a Tenant Group

1. Using SSH and an account with superuser privileges, log into the active management node.

Note

3 The default r oot password is Welcomel. For security reasons, you must set a
new password at your earliest convenience.

# ssh root @O0. 100. 1. 101
root @0. 100. 1. 101' s passwor d:
root @vcammO05r1 ~]#

2. Launch the Oracle Private Cloud Appliance command line interface.
# pca-adnin

Wl cone to PCA! Rel ease: 2.3.2
PCA>

3. Create the new tenant group.

PCA> create tenant-group nyTenant G oup
Status: Success

PCA> show t enant - group nyTenant G oup

Nanme myTenant G oup

Def aul t Fal se

Tenant Group ID 0004f b0000020000155¢c15e268857a78
Servers None

State ready

Tenant G oup VIP None

Net wor ks None

Pool FilesystemI|D 3600144f0d29d4c86000057162ecc0001

The new tenant group appears in Oracle VM Manager as a new server pool. It has a 12GB server pool
file system located on the internal ZFS storage appliance, and is assigned a virtual IP address in the
192. 168. 140. 0/ 24 subnet. The IP address is accessible once a member server of the tenant group
has been assigned the server pool master role.

4. Add compute nodes to the tenant group.
If a compute node is currently part of another tenant group, it is first removed from that tenant group.

Caution

hosting virtual machines, or if storage repositories are presented. If so, you have
to migrate the virtual machines and unpresent the repositories before adding the

A Removing a compute node from an existing tenant group will fail if the server is
compute node to a new tenant group.

PCA> add conput e- node ovcacn09r1 nyTenant Group
Status: Success
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PCA> add conput e- node ovcacnlOr1l myTenant G oup
Status: Success

5. Add a custom network to the tenant group.

PCA> add net wor k-t o-tenant-group myPublicNetwork myTenant G oup
Status: Success

Custom networks can be added to the tenant group as a whole. This command creates synchronization
tasks to configure custom networks on each server in the tenant group.

Caution

A While synchronization tasks are running, make sure that no reboot or
provisioning operations are started on any of the compute nodes involved in the
configuration changes.

6. Verify the configuration of the new tenant group.

PCA> show t enant - group myTenant G oup

Nanme myTenant G oup

Def aul t Fal se

Tenant Group |ID 0004f b0000020000155c15e268857a78
Servers ["ovcacn09r1', 'ovcacnlOrl']
State ready

Tenant G oup VIP None

Net wor ks [" myPubl i cNet wor k' ]

Pool Filesystem|ID 3600144f 0d29d4c86000057162ecc0001

St at us: Success

The new tenant group corresponds with an Oracle VM server pool with the same name and has a
virtual IP an pool file system. The command output also shows that the servers and custom network
were added successfully.

These configuration changes are reflected in the Servers and VMs tab in Oracle VM Manager. Figure 2.5
shows a second server pool named MyTenantGroup, which contains the two compute nodes that were
added as examples in the course of this procedure.

administrator must configure the necessary storage resources for virtual machines
in Oracle VM Manager. See Section 5.7, “Viewing and Managing Storage

Note
@ The system does not create a storage repository for a new tenant group. An
Resources”.
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Figure 2.5 Oracle VM Manager View of New Tenant Group

ORACLE" VM Manager Logged inas: admin Logout Settings » Help =
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_‘{E ch;l:ntl?r‘\ ovcacn09r1 Running Off 192.168.140.5 25587 72
¥i ovcacn0sri ovcacn10rt Running oft 192.168.140.6 255.87 72
¥i ovcacn3irt
¥R  ovcacn3zri j
7 BY, TSnaRTSioN, i
¥i ovcacn09r
KR ovcacn1ort
[l Unassigned Senvers
[ Unassigned Virtual Machines
< >
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Reconfiguring and Deleting a Tenant Group
1. Identify the tenant group you intend to modify.
PCA> |ist tenant-group
Nare Def aul t State
Rack1_Ser ver Pool True r eady
nyTenant Gr oup Fal se r eady
2 rows displ ayed
St atus: Success
PCA> show t enant - group nyTenant G oup
Name nmy Tenant G- oup
Def aul t Fal se
Tenant G oup ID 0004f b0000020000155¢c15e268857a78
Servers ["ovcacn09r1', 'ovcacnlOrl']
State r eady
Tenant G oup VIP None

Net wor ks
Pool Filesystem|D

[" myPubl i cNet wor k' ]
3600144f 0d29d4c86000057162ecc0001

Stat us: Success
2. Remove a network from the tenant group.

A custom network that has been associated with a tenant group can be removed again. The command
results in serial operations, not using the synchronization service, to unconfigure the custom network on
each compute node in the tenant group.

PCA> renpve network-fromtenant-group nyPublicNetwork nyTenant Group

E R R

WARNING !'!'l' THIS IS A DESTRUCTI VE OPERATI ON.
R R R R

Are you sure [y/N:y

Status: Success

3. Remove a compute node from the tenant group.
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Use Oracle VM Manager to prepare the compute node for removal from the tenant group. Make
sure that virtual machines have been migrated away from the compute node, and that no storage
repositories are presented.

PCA> renove server ovcacn09r1l nyTenant G oup
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEREEREEREEREEEREEEEEESEESEESEESSE]

WARNING !'!'l THIS | S A DESTRUCTI VE OPERATI ON.

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEREEREEREEREEEREEEEEESEESESESESESSE]

Are you sure [y/N:y

St at us: Success

When you remove a compute node from a tenant group, any custom network associated with the
tenant group is automatically removed from the compute node network configuration. Custom networks
that are not associated with the tenant group are not removed.

4. Delete the tenant group.
Before attempting to delete a tenant group, make sure that all compute nodes have been removed.

Before removing the last remaining compute node from the tenant group, use Oracle VM Manager to
unpresent any shared repository from the compute node, and then release ownership of it. For more
details, refer to the support note with Doc ID 2653515.1

PCA> del et e tenant-group nyTenant G oup

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEREEREEREEREREEREEEEEESEESEESESESSE]

WARNING !'!'l THIS | S A DESTRUCTI VE OPERATI ON.

R EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEREEREEREEREEEREEREEEESEESEESESESSE]

Are you sure [y/N:y
Status: Success
When the tenant group is deleted, operations are launched to free the virtual IP address for re-use, and

to remove the server pool file system LUN from the internal ZFS storage appliance. The tenant group's
associated custom networks are not destroyed.

2.9 Authentication

The Authentication tab is used to reset the global Oracle Private Cloud Appliance password and to set
unique passwords for individual components within the appliance. All actions performed via this tab require
that you enter the current password for the Oracle Private Cloud Appliance admin user in the field labelled
Current PCA Admin Password:. Fields are available to specify the new password value and to confirm
the value:

e Current PCA Admin Password: You must provide the current password for the Oracle Private Cloud
Appliance admin user before any password changes can be applied.

* New Password: Provide the value for the new password that you are setting.

» Verify Password: Confirm the new password and check that you have not mis-typed what you intended.

The screen provides a series of checkboxes that make it easy to select the level of granularity that

you wish to apply to a password change. For stricter controls, you may set the password for individual
components by simply selecting the checkbox associated with each component that you wish to apply a
password to. The checkbox labels are described in the list below.
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Caution

A Do not use the All checkbox to reset the password for all appliance components at

once. Password changes for MySQL and WebLogic Server require management
node services to be restarted. In Oracle Private Cloud Appliance Controller
Software release 2.3.x, this is likely to interfere with other password changes,
leading to Wallet mismatches that may require a factory reset of affected
components.

To reset all passwords or set a global password for all components through the
Dashboard, use this approach:

1. Set Oracle MySQL password and Oracle WebLogic Server password first.

2. Wait for the management node services to be restarted. This takes at least 5
minutes.

3. Proceed with setting the password for the other components.

Oracle VM Manager/PCA admin password: Set the new password for the Oracle VM Manager and
Oracle Private Cloud Appliance Dashboard admin user.

Oracle MySQL password: Set the new password for the ovs user in MySQL used by Oracle VM
Manager.

Oracle WebLogic Server password: Set the new password for the weblogic user in WebLogic Server.

Oracle NM2-36 Switch root password: Set the new password for the root user for the NM2-36P Sun
Datacenter InfiniBand Expansion Switches.

Oracle NM2-36 Switch ILOM admin password: Set the new password for the admin user for the ILOM
for the NM2-36P Sun Datacenter InfiniBand Expansion Switches.

Oracle NM2-36 Switch ILOM operator password: Set the new password for the operator user for the
ILOM for the NM2-36P Sun Datacenter InfiniBand Expansion Switches.

Oracle ES1-24 Switch root password: Set the new password for the root user for the Oracle Switch
ES1-24 switches.

Oracle Fabric Interconnect admin password: Set the new password for the admin user for the Oracle
Fabric Interconnect F1-15 switches.

Oracle Fabric Interconnect recovery password: Set the new password for recovery operations on
both Oracle Fabric Interconnect F1-15 devices. This password is used in the case of a corruption or
when the admin password is lost. The Oracle Fabric Interconnect F1-15 can be booted in 'recovery
mode' and this password can be used to access the recovery mode menu.

Oracle Fabric Interconnect root password: Set the new password for the root user for the Fabric
Interconnects.

Oracle ZFS Storage root password: Set the new password for the root user for the ZFS storage
appliance.

PCA Management Node root password: Set the new password for the root user for both management
nodes.

PCA Compute Node root password: Set the new password for the root user for all compute nodes.
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 PCA Management Node SP/ILOM root password: Set the new password for the root user for the
ILOM on both management nodes.

» PCA Compute Node SP/ILOM root password: Set the new password for the root user for the ILOM on
all compute nodes.

Figure 2.6 Authentication

ORACLE Private Cloud Appliance Login to OVM Manager | Logged in as: admin Logout About Seftings -

Hardware View Network View Network Settings Authentication

Current PCA Admin Password: [N Apply New Password To:

All
Oracle VM Manager/PCA admin password

New Password: eeseones | Oracle MySQL password

Oracle WebLogic Server password

Verify [ J— _ Oracle NM2-36 Switch root password
i Oracle NM2-36 Switch ILOM admin password

- Oracle NM2-36 Switch ILOM operator password
0K

Enter the current password for these changes to take effect

Oracle ES1-24 Switch root password

Oracle Fabric Interconnect admin password
Oracle Fabric Interconnect recovery password
Oracle Fabric Interconnect root password
Oracle ZF$S Storage root password

PCA Management Node root password

PCA Compute Node root password

PCA Management Node SP/ILOM root password
PCA Compute Node SP/ILOM root password

The functionality that is available in the Oracle Private Cloud Appliance Dashboard is equally available via
the Oracle Private Cloud Appliance CLI as described in Section 4.2.30, “update password”.

Caution

mismatches with the authentication details stored in the Oracle Private Cloud

A Passwords of components must not be changed manually as this will cause
Appliance Wallet.

2.10 Health Monitoring

The Oracle Private Cloud Appliance controller software contains a monitoring service, which is started and
stopped with the ovca service on the active management node. When the system runs for the first time it
creates an inventory database and monitor database. Once these are set up and the monitoring service is
active, health information about the hardware components is updated continuously.

The inventory database is populated with information about the various components installed in the rack,
including the IP addresses to be used for monitoring. With this information, the ping manager pings all
known components every 3 minutes and updates the inventory database to indicate whether a component
is pingable and when it was last seen online. When errors occur they are logged in the monitor database.
Error information is retrieved from the component ILOMs.
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For troubleshooting purposes, historic health status details can be retrieved through the CLI support mode
by an authorized Oracle Field Engineer. When the CLI is used in support mode, a number of additional
commands are available; two of which are used to display the contents of the health monitoring databases.

» Use show db i nvent ory to display component health status information from the inventory database.

* Use show db noni t or to display errors logged in the monitoring database.

The appliance administrator can retrieve current component health status information through the Oracle

Private Cloud Appliance CLI at any time by means of the di agnose command.

Checking the Current Health Status of an Oracle Private Cloud Appliance Installation

1. Using SSH and an account with superuser privileges, log into the active management node.

K

# ssh root @O0. 100. 1. 101
root @O0. 100. 1. 101' s passwor d:
root @vcamO05r1 ~]#

Note

The default r oot password is Welcomel. For security reasons, you must set a
new password at your earliest convenience.

2. Launch the Oracle Private Cloud Appliance command line interface.

# pca-admin

Wl cone to PCAl
PCA>

Rel ease: 2.3.2

3. Check the current status of the rack components by querying their ILOMs.

PCA> di agnose il om

Checki ng | LOM heal th

| P_Address

. 129

192.
192.
192.
192.
192.
192.
192.
192.
192.
192.

168.
168.
168.
168.
168.
168.
168.
168.
168.
168.

AEAARRRRRSSSS

e

128
127
126
125
124
123
122
121
120
101
102

. 105

. 107

106
109
108
112
113
110
111
116

. 117

Not Connect ed
Not Connect ed
Not Connect ed
Not Connect ed
Not Connect ed
Not Connect ed
Not Connect ed
Not Connect ed
Not Connect ed
Not Connect ed

Faul ty

Connect ed

Connect ed
Connect ed

GERREIRIRRR

pl ease wait. .

Heal th_Detail s

Mon Nov 25 14:17:37 2013 Power PS1 (Power Supply 1)
A loss of AC input to a power supply has occurred.

(Probability: 100, UU D: 2clec5fc-ffa3-c768-e602-cal2b86e3eal,

Part Nunber: 07047410, Serial Nunber: 476856F+1252CE027X,

Ref erence Docunent:

http://ww. sun. com nsg/ SPX86- 8003- 73)
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192. 168
192. 168
192. 168
192. 168

4.114 Not Connect ed
4.115 Not Connect ed
4.118 Not Connect ed
4.119 Not Connect ed

di spl ayed

Success

Verify that the Oracle Private Cloud Appliance controller software is fully operational.

PCA> di agnose software
PCA Software Acceptance Test runner utility

Test -
Test -
Test -
Test -
Test -
Test -
Test -
Test -
Test -
Test -
Test -
Test -
Test -
Test -
Test -
Test -
Test -
Test -
Test -
Test -
Test -
St at us:

K

701 - OpenSSL CVE-2014-0160 Heartbl eed bug Acceptance [ PASSED]
785 - PCA package Acceptance [ PASSED|
1083 - Mgnt node xsigo network interface Acceptance [ PASSED|
787 - Shared Storage Acceptance [ PASSED]

973 - Sinple connectivity Acceptance [ PASSED|
1078 - Test for ovs-agent service on CNs Acceptance [ PASSED|
1079 - Test for shares nobunted on CNs Acceptance [ PASSED]
1080 - ovs-log check Acceptance [ PASSED|

788 - PCA services Acceptance [ PASSED|

789 - PCA config file Acceptance [ PASSED]
1300 - All conpute nodes runni ng Acceptance [ PASSED|

1318 - Check support packages in PCA i nage Acceptance [ PASSED]
928 - Repositories defined in O/M manager Accept ance [ PASSED]
1107 - Conpute node xsigo network interface Acceptance [ PASSED|
1316 - PCA version Acceptance [ PASSED|

1117 - Network interfaces check Acceptance [ PASSED|

824 - OVM nmnager settings Acceptance [ PASSED]

927 - OVM server nbdel Acceptance [ PASSED]

925 - PCA | og Accept ance [ PASSED]

926 - Networks defined in OVM manager for CNs Acceptance [ PASSED]
822 - Conpute node network interface Acceptance [ PASSED]

Success

Note

For additional information about these diagnostic results, look at / var / | og/
ovca- di agnosi s. | og. However, note that this health monitoring status
information changes frequently as the appliance environment runs. If the system
does not perform as expected, use it only as an indication of where a problem
might have occurred.

5. Close the CLI.

PCA> exi

t
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Chapter 3 Updating Oracle Private Cloud Appliance
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3.6 Upgrading Component FIMMWAIE .........couuiiiiiieiiie e e e e e e e s e e e et e e st e e et e e et e e aaeeaneeeen 77
3.6.1 FIMMWATE POlICY ..ivuniiiiiiiiii e e e e e e e e e et e e e e et e e e e et e e e et e e aaneeeeas 78
3.6.2 Install the Current Firmware on All Compute NOGES .......ccceviiiiiiiiiiieii e e e 79
3.6.3 Upgrading the Operating Software on the Oracle ZFS Storage Appliance .............cccoccove. 79
3.6.4 Upgrading the NM2-36P Sun Datacenter InfiniBand Expansion Switch Firmware ................. 84
3.6.5 Upgrading the Oracle Fabric Interconnect F1-15 Firmware ..........cccccccoiviiiiiiiiiieeiineeceeeeiees 86

Due to the nature of the Oracle Private Cloud Appliance — where the term appliance is key — an update
is a delicate and complicated procedure that deals with different hardware and software components at
the same time. It is virtually impossible to automate the entire process, and more importantly it would be
undesirable to take the appliance and the virtual environment it hosts out of service entirely for updating.
Instead, updates can be executed in phases and scheduled for minimal downtime. The following table
explains how an Oracle PCA update handles different levels or areas of appliance functionality.

Table 3.1 Functional Break-Down of an Appliance Update

Functionality Physical Location Description

controller software management nodes all components required to set up the management
cluster, manage and configure the appliance, and
orchestrate compute node provisioning

virtualization platform  compute nodes all components required to configure the compute
nodes and allow virtual machines to be hosted on
them
component firmware infrastructure all low-level software components required by the
components various hardware components for their normal

operation as part of the appliance
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Before You Start Updating

3.1 Before You Start Updating

Please read and observe the critical information in this section before you begin any procedure to update
your Oracle Private Cloud Appliance.

All the software included in a given release of the Oracle PCA software is tested to work together and
should be treated as one package. Consequently, no appliance component should be updated individually,
unless Oracle provides specific instructions to do so. All Oracle PCA software releases are downloaded

as a single large . i so file, which includes the items listed above. Some releases include major updates
for one or more appliance components. These are critical stepping stones in a successful upgrade path so
they must not be skipped. This is explained in Section 3.2, “Mandatory Updates”.

Note

@ The appliance update process must always be initiated from the master
management node.
Caution

A To ensure that your Oracle Private Cloud Appliance configuration remains in a
qualified state, take the required firmware upgrades into account when planning the
controller software update. For more information, refer to Section 3.6.1, “Firmware
Policy”.

3.1.1 Checklist and Pre-Upgrade Validation with Proactive Support

Release 2.3.x is a particularly complex update and therefore requires that you run a pre-upgrade validation
procedure that involves an extensive script and a number of manual checks. Make sure that your
environment passes all checks before you proceed with the controller software update and subsequent
upgrades. Hyperlinks in the relevant sections below guide you through the specific process to update your
environment with Oracle PCA Controller Software Release 2.3.x.

My Oracle Support provides a pre-upgrade checklist with additional information and guidance from our
product support specialists. For updates to Releases 2.3.1, 2.3.2 and 2.3.3, the checklist is provided in the
dedicated support article with Doc ID 2242177.1. Oracle strongly recommends that you seek assistance in
advance, by logging a service request. This allows you to run the pre-upgrade validation script and follow
the guidelines in the support article, and then submit logs. A support team reviews the logs and can guide
you through the appliance update process. For updates to Release 2.3.4 and later, using the Oracle PCA
Upgrader, refer to the support article with Doc ID 2442664.1.

The support articles are always updated with the latest pre-upgrade information. More detailed information
about certain aspects of the update process is also included in the documentation. Refer to these sections:

* Releases earlier than 2.3.4:

¢ Changes and Improvements in Release 2.3.1

« Section 8.8, “Environment Pre-Upgrade Validation and Software Update to Release 2.3.1-2.3.3”
* Release 2.3.4 and newer:

¢ Changes and Improvements in Release 2.3.4

* Section 8.12, “Running Manual Pre- and Post-Upgrade Checks in Combination with Oracle PCA
Upgrader”
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Warnings and Cautions

3.1.2 Warnings and Cautions

Read and understand these warnings and cautions before you start the appliance update procedure. They
help you avoid operational issues including data loss and significant downtime.

X

X

No Critical Operations

When updating the Oracle PCA software, make sure that no provisioning operations
occur and that any externally scheduled backups are suspended. Such operations
could cause a software update or component firmware upgrade to fail and lead to
system downtime.

During the controller software update to a release prior to 2.3.4, always execute the
update commands get _i mage and i nst al | _i mage in one sequence. Make sure
that no compute node upgrade or provisioning occurs between both commands.

No Backup

During controller software updates, backup operations must be prevented. As of
Release 2.3.4, the Oracle PCA Upgrader disables cr ond and blocks backups.
However, when installing an earlier release, the administrator must ensure that
backups cannot interfere with the update process.

YUM Disabled

On Oracle PCA management nodes the YUM repositories have been intentionally
disabled and should not be enabled by the customer. Updates and upgrades of
the management node operating system and software components must only be
applied through the update mechanism described in the documentation.

Proxy Settings

If direct public access is not available within your data center and you make use

of proxy servers to facilitate HTTP, HTTPS and FTP traffic, it may be necessary to
edit the Oracle PCA system properties, using the CLI on each management node,
to ensure that the correct proxy settings are specified for a download to succeed
from the Internet. This depends on the network location from where the download is
served. See Section 8.1, “Adding Proxy Settings for Oracle Private Cloud Appliance
Updates” for more information.

Custom LUNs on Internal Storage

If the internal ZFS Storage Appliance contains customer-created LUNs, make sure
they are not mapped to the default initiator group. See Customer Created LUNs Are
Mapped to the Wrong Initiator Group in the Oracle Private Cloud Appliance Release
Notes.

Update Commands

Current update commands are part of the Oracle PCA CLI. If your appliance is
running Controller Software Release 2.0.5 or earlier, you must use the pca-
updat er orovca- updat er commands available from the management node
command prompt. Add - - hel p to display usage options.

For detailed update instructions when running Release 2.0.5 or earlier, refer
to the Oracle Private Cloud Appliance Administrator's Guide Release 2.1.1.
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Warnings and Cautions

All documentation for Release 2.1 can be found at https://docs.oracle.com/cd/
E60765_01/.

Update Path to Release 2.3.x

You must NEVER attempt to run the UPDATE TO RELEASE 2.3.x if the currently
installed controller software is Release 2.0.5 or earlier.

These earlier releases do not have the necessary mechanisms to verify that the
update path is valid. Consequently, the update process will start, and make both
management nodes inaccessible. There may be significant downtime and data loss
or corruption.

Oracle VM Availability During Update to Release 2.3.x

When updating the Oracle PCA Controller Software to Release 2.3.x, Oracle

VM Manager is unavailable for the entire duration of the update. The virtualized
environment remains functional, but configuration changes and other management
operations are not possible.

For Releases 2.3.1-2.3.3, where the update is executed from the CLI, it can take

up to several hours for the St at us: Success message to appear, depending on
the size of the Oracle VM installation and the number of installed compute nodes. In
addition, prerequisite checks must be performed, and the Oracle VM database must
be exported in preparation of the upgrade.

Compute Node Upgrade in Release 2.3.x ONLY Through Oracle PCA CLI

When you update the Oracle PCA Controller Software to Release 2.3.x, Compute
nodes cannot be upgraded to Oracle VM Server Release 3.4.x with the Oracle VM
Manager web Ul. You must upgrade them using the updat e conput e- node
command within the Oracle PCA CLI.

To perform this CLI-based upgrade procedure, follow the specific instructions in
Section 3.5.1, “Oracle PCA 2.3 — Upgrading Oracle VM to Release 3.4”.

Do Not Override Oracle VM Global Update Settings

As stated in Section 5.1, “Guidelines and Limitations”, at the start of Chapter 5,
Managing the Oracle VM Virtual Infrastructure, the settings of the default server
pool and custom tenant groups must not be modified through Oracle VM Manager.
For compute node upgrade specifically, it is critical that the server pool option
"Override Global Server Update Group" remains deselected. The compute node
update process must use the repository defined globally, and overriding this will
cause the update to fail.

Post-Update Synchronization

Once you have confirmed that the update process has completed, it is advised
that you wait a further 30 minutes before starting another compute node or
management node software update. This allows the necessary synchronization
tasks to complete.

If you ignore the recommended delay between these update procedures there could
be issues with further updating as a result of interference between existing and new
tasks.
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Backup Prevents Data Loss

3.1.3 Backup Prevents Data Loss

An update of the Oracle PCA software stack may involve a complete re-imaging of the management
nodes. Any customer-installed agents or customizations are overwritten in the process. Before applying
new appliance software, back up all local customizations and prepare to re-apply them after the update has
completed successfully.

Oracle Enterprise Manager Plug-in Users

If you use Oracle Enterprise Manager and the Oracle Enterprise Manager Plug-in to monitor your Oracle
PCA environment, always back up the oralnventory Agent data to / nf s/ shar ed_st or age before
updating the controller software. You can restore the data after the Oracle PCA software update is
complete.

For detailed instructions, refer to the Agent Recovery section in the Oracle Enterprise Manager Plug-in
documentation.

3.2 Mandatory Updates

It is expected that not every Oracle PCA system is updated with each minor release. Updates are often
selected because they fulfill certain requirements of the environment where the appliance is deployed.
However, certain updates bring such significant changes to the product that they must be applied if
they are on the path between a system's current software and the intended newer version. This section
describes the mandatory updates and the impact they have on the Oracle PCA going forward. A more
detailed description of each release can be found in the Oracle Private Cloud Appliance Release Notes.

Release 1.1.3

If your Oracle PCA is currently running Controller Software Release 1.0.2, please upgrade to Release 1.1.3
first. Critical changes include:

» Oracle VM performance tuning
 storage connectivity improvements
 support for a new generation of hardware: Sun Server X4-2 and Oracle ZFS Storage Appliance ZS3-ES

» OpenSSL upgrade to eliminate the 'heartbleed bug' (CVE-2014-0160)

Warning

O If you are using a VLAN for your management network and you are upgrading from
a previous release where you manually configured your environment, these network
changes can adversely affect the upgrade process. Any manual configuration
to allow the management network to run on a VLAN must be reverted on both
management nodes, before the software process is started.

To update the appliance software to Release 1.1.3 you must first execute the procedure in Section 3.4,
“Updating the Oracle PCA Controller Software Through the Oracle PCA CLI”". After successful completion,
perform the additional steps described in these Troubleshooting sections:

» Section 8.5, “Verifying and Re-applying Oracle VM Manager Tuning after Software Update”

» Section 8.7, “Upgrading Existing Compute Node Configuration from Release 1.0.2”
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Release 2.0.1

Release 2.0.1

If your Oracle PCA is currently running Controller Software Release 1.1.3, please upgrade to Release 2.0.1
first. Critical changes include:

» external storage support
» appliance management over a VLAN

» Oracle VM upgrade to Release 3.2.8

Warning

O If you are using a VLAN for your management network and you are upgrading from
a previous release where you manually configured your environment, these network
changes can adversely affect the upgrade process. Any manual configuration
to allow the management network to run on a VLAN must be reverted on both
management nodes, before the software process is started.

As of Release 2.0.1, the Oracle PCA Dashboard provides an option to automatically
configure the management network for a VLAN. After the upgrade is completed,
you need to set this configuration option to enable VLAN support for the
management network. See Section 2.5, “Network Settings” for more information on
setting this configuration option.

To update the appliance software to Release 2.0.1 you must first execute the procedure in Section 3.4,
“Updating the Oracle PCA Controller Software Through the Oracle PCA CLI". After successful completion,
perform the additional procedure described in Section 3.5.2, “Oracle PCA 2.2 and Earlier — Upgrading
Oracle VM Release 3.2".

Release 2.0.5

If your Oracle PCA is currently running Controller Software Release 2.0.1-2.0.4, please upgrade to
Release 2.0.5 first. Critical changes include:

» product name change from Oracle Virtual Compute Appliance (VCA) to Oracle Private Cloud Appliance
(PCA)

» Oracle Linux kernel upgrade

» support for a new generation of hardware: Oracle Server X5-2 (expansion compute nodes and base
racks)

» Oracle VM upgrade to Release 3.2.9

To update the appliance software to Release 2.0.5 you must first execute the procedure in Section 3.4,
“Updating the Oracle PCA Controller Software Through the Oracle PCA CLI". After successful completion,
perform the additional procedure described in Section 3.5.2, “Oracle PCA 2.2 and Earlier — Upgrading
Oracle VM Release 3.2".

Release 2.1.1 or 2.2.x

If your Oracle PCA is currently running Controller Software Release 2.0.5, you can upgrade to Release
2.1.1 or Release 2.2.x. Critical changes include:

* In Release 2.1.1:
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Release 2.3.1-2.3.3

new network customization and monitoring functionality
firmware upgrades for network components

automated ZFS storage appliance firmware upgrade, including network access to both controllers for
easier maintenance

support for compute node memory extension kits

Oracle VM upgrade to Release 3.2.10

* In Release 2.2.x:

support for multiple server pools (tenant groups)

support for expansion racks

extended network customization functionality

support for a new generation of hardware: Oracle Server X6-2 (compute node only)

Oracle VM upgrade to Release 3.2.11

To update the appliance software to Release 2.2.1 you must first execute the procedure in Section 3.4,
“Updating the Oracle PCA Controller Software Through the Oracle PCA CLI". After successful completion,
perform the additional procedure described in Section 3.5.2, “Oracle PCA 2.2 and Earlier — Upgrading
Oracle VM Release 3.2".

Release 2.3.1-2.3.3

If your Oracle PCA is currently running Controller Software Release 2.1.1, 2.2.1 or 2.2.2, you can upgrade
to Release 2.3.1, 2.3.2 or 2.3.3. As described later in this section, use the pre-upgrade script provided with
the software update to detect and resolve potential issues.

Warning
O You must NEVER attempt to run the UPDATE TO RELEASE 2.3.x if the currently

installed controller software is Release 2.0.5 or earlier.

These earlier releases do not have the necessary mechanisms to verify that the
update path is valid. Consequently, the update process will start, and make both
management nodes inaccessible. There may be significant downtime and data loss
or corruption.

Caution

Release 3.4. Therefore the compute nodes must be running Oracle VM Server
Release 3.2.10 or 3.2.11. The Oracle PCA Controller Software update will fail if any

A | This controller software update includes a new major release of Oracle VM:

compute nodes are running an older version of Oracle VM Server.

Critical changes include:

» Oracle VM upgrade to Release 3.4:

Oracle PCA 2.3.1 includes Oracle VM 3.4.2
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Release 2.3.4

» Oracle PCA 2.3.2 and 2.3.3 include Oracle VM 3.4.4
» Enhanced pre-upgrade validation logic and exception handling
e compute node deprovisioning (Release 2.3.2)
» support for 256 VLANs (Release 2.3.2)
 support for a new generation of hardware:
« Oracle PCA 2.3.2 adds support for Oracle Server X7-2 compute nodes
» Oracle PCA 2.3.3 adds support for Oracle ZFS Storage Appliance ZS5-ES

To update the appliance software to Release 2.3.1, 2.3.2 or 2.3.3, you must first execute the procedure
in Section 3.4, “Updating the Oracle PCA Controller Software Through the Oracle PCA CLI". Pay special
attention to the Prerequisites for Release 2.3.x. After successful completion, perform the additional
procedure described in Section 3.5.1, “Oracle PCA 2.3 — Upgrading Oracle VM to Release 3.4".

Release 2.3.4

If your Oracle PCA is currently running Controller Software Release 2.3.1, 2.3.2 or 2.3.3, you can upgrade
to Release 2.3.4. As described below, use the Oracle PCA Upgrader to navigate through the pre-upgrade
checks and management node upgrade process.

Caution

A With Controller Software Release 2.3.4, the upgrade of the management nodes
must be executed with the Oracle PCA Upgrader. Do not use the pca- admi n
updat e appl i ance CLI command.

Since Oracle PCA must already be running Controller Software Release 2.3.1,
2.3.2 or 2.3.3 to qualify for the Release 2.3.4 update, all compute nodes should
be running Oracle VM Server Release 3.4.2 or newer. Make sure that all compute
nodes meet this requirement before you proceed with the management node
upgrade.

Critical changes include:

e Oracle VM upgrade to Release 3.4.5

» Oracle PCA Upgrader for independent and modular upgrade process management
« firmware upgrades for several components

To update the appliance software to Release 2.3.4, you must first execute the procedure in Section 3.3,
“Oracle PCA 2.3 — Using the Oracle PCA Upgrader”. After successful completion, perform the additional
procedure described in Section 3.5.1, “Oracle PCA 2.3 — Upgrading Oracle VM to Release 3.4".

3.3 Oracle PCA 2.3 — Using the Oracle PCA Upgrader

O ‘ UPGRADE BOTH MANAGEMENT NODES CONSECUTIVELY

With the Oracle PCA Upgrader, the two management node upgrade processes are
theoretically separated. Each management node upgrade is initiated by a single
command and managed through the Upgrader, which invokes the native Oracle VM
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Optional: Rebooting the Management Node Cluster

Manager upgrade mechanisms. However, you must treat the upgrade of the two
management nodes as a single operation.

During the management node upgrade, the high-availability (HA) configuration of
the management node cluster is temporarily broken. To restore HA management
functionality and mitigate the risk of data corruption, it is critical that you start the
upgrade of the second management node immediately after a successful
upgrade of the first management node.

NO MANAGEMENT OPERATIONS DURING UPGRADE

The Oracle PCA Upgrader manages the entire process to upgrade both
management nodes in the appliance. Under no circumstances should you perform
any management operations — through the Oracle PCA Dashboard or CLI, or
Oracle VM Manager — while the Upgrader process is running, and until both
management nodes have been successfully upgraded through the Upgrader.
Although certain management functions cannot be programmatically locked
during the upgrade, they are not supported, and are likely to cause configuration
inconsistencies and considerable repair downtime.

Once the upgrade has been successfully completed on both management nodes,
you can safely execute appliance management tasks and configuration of the
virtualized environment.

As of Release 2.3.4, a separate command line tool is provided to manage the Controller Software update
process. A version of the Oracle PCA Upgrader is included in the Controller Software . i so image.
However, Oracle recommends that you download and install the latest stand-alone version of the Upgrader
tool on the management nodes. The Oracle PCA Upgrader requires only a couple of commands to execute
several sets of tasks, which were scripted or manual steps in previous releases. The new tool is more
robust and easily extensible, and provides a much better overall upgrade experience.

A more detailed description of the Oracle PCA Upgrader is included in the introductory chapter of this
book. Refer to Section 1.8, “Oracle Private Cloud Appliance Upgrader”.

3.3.1 Optional: Rebooting the Management Node Cluster

Although not strictly necessary, it may be useful to reboot both management nodes before starting the
appliance software update. This leaves the management node cluster in the cleanest possible state,

ensures that no system resources are occupied unnecessarily, and eliminates potential interference from

processes that have not completed properly.

Rebooting the Management Node Cluster

1.

Using SSH and an account with superuser privileges, log into both management nodes using the IP
addresses you configured in the Network Setup tab of the Oracle PCA Dashboard. If you use two
separate consoles you can view both side by side.

Note

The default r oot password is Welcomel. For security reasons, you must set a
new password at your earliest convenience.

Run the command pca- check- mast er on both management nodes to verify which node owns the
master role.

Reboot the management node that is NOT currently the master. Enteri ni t 6 at the prompt.
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Installing the Oracle PCA Upgrader

4. Ping the machine you rebooted. When it comes back online, reconnect using SSH and monitor system

activity to determine when the secondary management node takes over the master role. Enter this

command at the prompt: tai |l -f /var/| og/ nessages. New system activity notifications will be

output to the screen as they are logged.

5. In the other SSH console, which is connected to the current active management node, enter i ni t
reboot the machine and initiate management node failover.

The log messages in the other SSH console should now indicate when the secondary management

node takes over the master role.

6 to

6. Verify that both management nodes have come back online after reboot and that the master role has
been transferred to the other manager. Run the command pca- check- mast er on both management

nodes.

If this is the case, proceed with the software update steps below.

3.3.2 Installing the Oracle PCA Upgrader

The Oracle PCA Upgrader is a separate application with its own release plan, independent of Oracle

PCA. Always download and install the latest version of the Oracle PCA Upgrader before you execute any

verification or upgrade procedures.
Downloading and Installing the Latest Version of the Oracle PCA Upgrader

1. Log into My Oracle Support and download the latest version of the Oracle PCA Upgrader.

The Upgrader can be found under patch ID 28900934, and is included in part 1 of a series of
downloadable zip files. Any updated versions of the Upgrader will be made available in the same
location.

To obtain the Upgrader package, download this zip file and extract the file
pca_upgrader - <ver si on>. el 6. noarch. rpm

2. Copy the downloaded *. r pmpackage to the master management node and install it.

[root @vcammO05r1 ~] # pca-check- naster

NODE: 192.168.4.3 MASTER True

root @vcammO05r1 tnp]# rpm -ivh pca_upgrader-1.0-98. el 6. noarch. rpm
Prepar i ng. . #1009

1: pca_upgr ader #### T [ 1009

Caution

A Always download and use the latest available version of the Oracle PCA
Upgrader.

3. If the version of the Oracle PCA Upgrader you downloaded, is newer than the version shipped in the

Controller Software 1SO, then upgrade to the newer version. From the directory where the *. r pm
package was saved, run the command r pm - U pca_upgrader-1. 0-98. el 6. noarch. rpm

4. Repeat the *. r pmupgrade on the second management node.

The Oracle PCA Upgrader verifies the version of the Upgrader installed on the second management

node. Only if the version in the ISO is newer, the package on the second management node is
automatically upgraded in the process. If you downloaded a newer version, you must upgrade the
package manually on both management nodes.

3.3.3 Verifying Upgrade Readiness
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Verifying Upgrade Readiness

The Oracle PCA Upgrader has a verify-only mode. It allows you to run all the pre-checks defined for a
management node upgrade, without proceeding to the actual upgrade steps. The terminal output and log
file report any issues you need to fix before the system is eligible for the next Controller Software update.

Tip
; The Oracle PCA Upgrader pre-checks for the management nodes are equivalent to

the pre-upgrade validation procedure required before the installation of Oracle PCA
Controller Software Release 2.3.1, 2.3.2 and 2.3.3.

by closing the terminal session. After a keyboard interrupt (Ct r | +C) the Upgrader
continues to execute all pre-checks. If the terminal session is closed, the Upgrader
continues as a background process.

Note
@ The Oracle PCA Upgrader cannot be stopped by means of a keyboard interrupt or

Verifying the Upgrade Readiness of the Oracle PCA

1.

Go to Oracle VM Manager and make sure that all compute nodes are in Running status. If any server
is not in Running status, resolve the issue before proceeding. For instructions to correct the compute
node status, refer to the support note with Doc ID 2245197.1.

Perform the required manual pre-upgrade checks. Refer to Section 8.12, “Running Manual Pre- and
Post-Upgrade Checks in Combination with Oracle PCA Upgrader” for instructions.

Log in to My Oracle Support and download the required Oracle PCA software update.

You can find the update by searching for the product name “Oracle Private Cloud Appliance”, or for the
Patch or Bug Number associated with the update you need.

Caution

carefully. It is crucial for a successful Oracle PCA Controller Software update

A Read the information and follow the instructions in the r eadne file very
and Oracle VM upgrade.

Make the update, a zipped ISO, available on an HTTP or FTP server that is reachable from your Oracle
PCA. Alternatively, if upgrade time is a major concern, you can download the ISO file to the local file
system on both management nodes. This reduces the upgrade time for the management nodes, but
has no effect on the time required to upgrade the compute nodes or the Oracle VM database.

The Oracle PCA Upgrader downloads the ISO from the specified location and unpacks it on the
management node automatically at runtime.

Using SSH and an account with superuser privileges, log in to the master management node through
its individually assigned IP address, not the shared virtual IP.

Note

@ During the upgrade process, the interface with the shared virtual IP address is
shut down. Therefore, you must log in using the individually assigned IP address
of the management node.

The default r oot password is Welcomel. For security reasons, you must set a
new password at your earliest convenience.
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Executing a Controller Software Update

6. From the master management node, run the Oracle PCA Upgrader in verify-only mode. The target of
the command must be the stand-by management node.
[ root @vcamO05r1 ~]# pca- check- nast er
NODE: 192.168.4.3 NMNASTER True
root @vcamO05r1 ~]# pca_upgrader -V -t managenment -c¢ ovcammO6rl -g 2.3.4 \
-l http://<path-to-iso>/ovca-2.3.4-b000.iso.zip
Pl ease refer to log file /var/log/pca_upgrader.log for nore details.

Begi nni ng PCA Managenment Node Pre- Upgrade Checks...

Val i date the | mage Provi ded 1/ 30
Shared Storage Munted Check 2/ 30
Oracle VM M ni num Ver si on Check 3/ 30
Loaal

I B Symbol Errors Check 26/ 30
Net wor k Confi guration Check 27/ 30
OSA Di sabl ed Check 28/ 30
Server Update Configuration Check 29/ 30
OVM War ni ng/ Error Check 30/ 30

Val i date the | mage Provi ded Passed
Shared Storage Munted Check Passed
Oracle VM M ni num Ver si on Check Passed
Server Name Check Passed
OS Check Passed
Loaal

I B Symbol Errors Check War n
Net wor k Confi guration Check Passed
OSA Di sabl ed Check Passed
Server Update Configuration Check Passed
OVM War ni ng/ Error Check Passed
Overal | Status Passed

7. As the verification process runs, check the console output for test progress. When all pre-checks have
been completed, a summary is displayed. A complete overview of the verification process is saved in
the file / var /| og/ pca_upgr ader . | og.

Some pre-checks may result in a warning. These warnings are unlikely to cause issues, and therefore
do not prevent you from executing the upgrade, but they do indicate a situation that should be
investigated. When an upgrade command is issued, warnings do cause the administrator to be
prompted whether to proceed with the upgrade, or quit and investigate the warnings first.

8. If pre-checks have failed, consult the log file for details. Fix the reported problems, then execute the
verify command again.

9. Repeat this process until no more pre-check failures are reported. When the system passes all pre-
checks, it is ready for the Controller Software update.

3.3.4 Executing a Controller Software Update

During a Controller Software update, the virtualized environment does not accept any management
operations. After successful upgrade of the management node cluster, the compute nodes must also be
upgraded in phases, and additional firmware upgrades on several rack components may be required.
When you have planned all these upgrade tasks, and when you have successfully completed the upgrade
readiness verification, your environment is ready for a Controller Software update and any additional
upgrades.
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Executing a Controller Software Update

No upgrade procedure can be executed without completing the pre-checks. Therefore, the upgrade
command first executes the same steps as in Section 3.3.3, “Verifying Upgrade Readiness”. After
successful verification, the upgrade steps are started.

Note
@ The Oracle PCA Upgrader cannot be stopped by means of a keyboard interrupt or
by closing the terminal session.

After a keyboard interrupt (Ct r | +C) the Upgrader continues the current phase of
the process. If pre-checks are in progress, they are all completed, but the upgrade
phase does not start automatically after successful completion of all pre-checks. If
the upgrade phase is in progress at the time of the keyboard interrupt, it continues
until upgrade either completes successfully or fails.

If the terminal session is closed, the Upgrader continues as a background process.

Upgrading the Oracle PCA Controller Software

1. Using SSH and an account with superuser privileges, log in to the master management node through
its individually assigned IP address, not the shared virtual IP.

Note

@ During the upgrade process, the interface with the shared virtual IP address is
shut down. Therefore, you must log in using the individually assigned IP address
of the management node.

The default r oot password is Welcomel. For security reasons, you must set a
new password at your earliest convenience.

NO MANAGEMENT OPERATIONS DURING UPGRADE
O Under no circumstances should you perform any management operations —
through the Oracle PCA Dashboard or CLI, or Oracle VM Manager — while the
Upgrader process is running, and until both management nodes have been
successfully upgraded through the Upgrader.
2. From the master management node, run the Oracle PCA Upgrader with the required upgrade
parameters. The target of the command must be the stand-by management node.

[ root @vcamO5r1 ~]# pca- check- nast er

NODE: 192.168.4.3 MASTER True

root @vcamO05r1 ~]# pca_upgrader -U -t managenment -c ovcammO6rl -g 2.3.4 \
-l http://<path-to-iso>/ovca-2.3.4-b000.iso.zip

Pl ease refer to log file /var/log/ pca_upgrader.log for nore details.

Begi nni ng PCA Managenment Node Pre- Upgrade Checks...

[...]
EEEEEEEEEEEEEEEEEEEEEEEEEEEREEEREEEEEEERREEEEEEREEEEEEEEEEEEEEESEESEESESESEES]
War ni ng: The managenent precheck conpleted with warnings.

It is safe to continue with the nanagenent upgrade fromthis point
or the upgrade can be halted to investigate the warnings.

R EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEERREREEEREREREEEEEEEEEEREEEEEESEERSESESE]

Do you want to continue? [y/n]: y
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After successfully completing the pre-checks, the Upgrader initiates the Controller Software update on
the other management node. If any errors occur during the upgrade phase, tasks are rolled back and
the system is returned to its original state from before the upgrade command.

Rollback works for errors that occur during these steps:

» downloading the ISO

setting up the YUM repository

« taking an Oracle VM backup

breaking the Oracle PCA HA model

Begi nni ng PCA Managenent Node upgrade for ovcammO6r 1

Di sabl e PCA Backups 1/ 16
Downl oad | SO 2/ 16
Set up Yum Repo 3/ 16
Take OVM Backup 4/ 16
Break PCA HA Mbdel 5/ 16
Pl ace PCA Upgrade Locks 6/ 16
Per f or m Yum Upgr ade 7116
Perform Oracl e VM upgr ade 8/ 16
Relink to Shared Storage 9/ 16
Install PCA U 10/ 16
Reboot 11/ 16
Run Post - Upgr ade Sync Tasks 12/ 16
Renpbve PCA Upgrade Locks 13/ 16
Cl eanup | SO Backup Directories 14/ 16
Rest ore PCA Backups 15/ 16
Upgrade i s conpl ete 16/ 16
PCA Managenent Node upgrade of ovcammO06r1 conpleted after 74 minutes
PCA Managenent Node Pre- Upgrade Checks Passed
Val i date the | mage Provided Passed
Shared Storage Munted Check Passed
[...1]
PCA Managenent Node Upgrade Passed
Di sabl e PCA Backups Passed
Downl oad | SO Passed
[...]
Upgrade i s conpl ete Passed
Overal | Status Passed
PCA Managenent Node Pre- Upgrade Checks Passed
PCA Managenent Node Upgrade Passed
PCA Managenent Node Post Upgrade Checks No Aut omat ed Post checks
Tip
; When the I1SO is copied to the local file system of both management nodes, the

management node upgrade time is just over 1 hour each. The duration of the
entire upgrade process depends heavily on the size of the environment: the
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number of compute nodes and their configuration, the size of the Oracle VM
database, etc.

If you choose to copy the ISO locally, replace the location URL in the pca-
upgrader command with-1 file:///<path-to-iso>/ ovca-2. 3. 4-
b000. i so. zi p.

3. Monitor the progress of the upgrade tasks. The console output provides a summary of each executed
task. If you need more details on a task, or if an error occurs, consult the log file. You can track the
logging activity in a separate console window by entering the commandtail -f /var/| og/
pca_upgrader . | og. The example below shows several key sections in a typical log file.

Note
E Once the upgrade tasks have started, it is no longer possible to perform a
rollback to the previous state.

# tail -f /var/log/pca_upgrader.|og

[2018-11-01 12:40:16 391761] | NFO (pca_upgrader:51) Starting PCA Upgrader. ..

[2018-11-01 12:40:16 391761] DEBUG (util:411) the dl m|ocks conmand output is debugfs.ocfs2 1.8.6
[ ?71034hdebugfs: dl m|ocks -f /sys/kernel/debug/o2dl nf ovcal/l ocki ng_state

Lockres: master Omner: 0 State: O0x0

Last Used: O ASTs Reserved: 0 Inflight: O M gration Pendi ng: No

Refs: 3 Locks: 1 On Lists: None

Ref erence Map: 1

Lock- Queue Node Level Conv Cookie Refs AST BAST Pending-Action

G ant ed 0 EX -1 0:1 2 No No None

debugfs: quit

[2018-11-01 12:40:16 391761] INFO (util:420) This node (192.168.4.3) is the naster

[2018-11-01 12:40:16 391761] DEBUG (pca_upgrader:75) To verify upgrade readi ness of the rack
[2018-11-01 12:40:16 391761] DEBUG (run_util:15) Witing 391854 to /var/run/ovca/ upgrader.pid
[2018-11-01 12:40: 16 391854] DEBUG (process_flow 31) Execute precheck steps for conmponent: managenent
[2018-11-01 12:40: 18 391854] | NFO (precheck_managenent: 68) [Validate the | mage Provided

(Verify that the i nage exists and is the correct filetype for upgrade)] Passed

[2018-11-01 12:40: 18 391854] | NFO (precheck_managenent: 68) [ Shared Storage Munted Check

(Checki ng shared storage MGMI_ROOT, Yum and |nconming are nounted on the managenent nodes)] Passed
The check succeeded on the nmanagenent nodes

[2018-11-01 12:40: 22 391854] DEBUG (ovnSessi on: 211)

------------------------ Entering getServerlnfo--------------------------

[2018-11-01 12:40: 23 391854] | NFO (ovm 103) Cal ling ovmwsh script [get_server_info. py]
with args ('--server=e0:31:8d:9a:00: 10: ff:ff:ff:ff:ff:ff:ff:20:00:08",)

[2018-11-01 12:40: 32 391854] | NFO (ovm 145) ovmwsh script finished with success
STDOUT: Looking for [server] [e0:31:8d:9a:00:10: ff:ff:ff:ff:ff:ff:ff:20:00:08]

[...]

[2018-11-01 12:42:20 391854] | NFO (precheck_managenent: 68) [ OS Check (Checking the
managenent nodes and conpute nodes are running the correct O acle Linux version)] Passed
The check succeeded on the managenent nodes. The check succeeded on all the conpute nodes

[...]

[2018-11-01 12:42:25 391854] | NFO (precheck_utils:421) Checking storage..
Checki ng server pool...
Checki ng pool filesystem..

[...]

[2018-11-01 12:45:53 391854] | NFO (precheck_utils:1305) Checking the existence of |B synbol errors
[2018-11-01 12:45:56 391854] WARNI NG (precheck_utils: 1311)
WARNI NG Found the following I B synbol errors
Errors for "ovcasw22rl'
GUI D 0x139702010013ac port 1: [VL15Dropped == 3164]
Errors for "ovcaswlb5r1*
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GUI D 0x139702010013ec port 1: [VL15Dropped == 9]

Errors for 0x2128f569d8a0a0 "SUN DCS 36P QDR nnR2-36p-a 192. 168. 4. 202"
GUI D 0x2128f 569d8a0a0 port ALL: [LinkDownedCounter == 6] [PortRcvErrors == 1]
[ Port RevSwi t chRel ayErrors == 36] [PortXnmitDi scards == 247] [VL15Dropped == 1]
[Port Xm tWait == 17742]
GUI D 0x2128f 569d8a0a0 port 0: [PortXm tWait == 127]

[-..]

[2018-11- 01 12:47:41 391854] | NFO (precheck_nmanagenent: 68) [ OVM VWarni ng/ Error Check
(Checki ng the existence of OYM warnings or errors)] Passed

The check succeeded. No OVM warni ngs or errors found

[2018-11- 01 12:47:41 391854] | NFO (precheck_nmanagenent: 75)

**xx%%% Managenent Node Pre- Upgrade Check Summary ****x*

[-..1]

[2018-11-01 12:59: 11 397738] DEBUG (process_fl ow 92)
Successful ly conpl eted precheck. Proceeding to upgrade

[2018-11-01 12:59: 11 397738] DEBUG (process_flow 31)

Execut e upgrade steps for conponent: managenent

[2018-11-01 12:59: 11 397738] INFO (rack_utils:24) Querying rpm for pca_upgrader details
[2018-11-01 12:59:11 397738] I NFO (rack_utils: 26)

Narmre : pca_upgr ader Rel ocati ons: (not rel ocatable)

Ver si on : 1.0 Vendor: Oracle America

Rel ease : 89.el6 Build Date: Wed Cct 17 15:52:09 2018

Install Date: Thu Nov 1 12:37:53 2018 Bui | d Host: x86- o0l 6-buil der-04. us. oracl e. com
G oup : System Envi ronnment / Daenons Source RPM pca_upgrader-1.0-89.el 6.src.rpm
Si ze : 545617 Li cense: GPL

Si gnat ure : RSA/8, Wed Cct 17 15:52:17 2018, Key |ID 72f97b74ec551f 03

URL : http://ww. oracl e.comvirtualization

Sunmary . PCA upgrader

Description : Private C oud Appliance Upgrader

[2018-11-01 12:59:11 397738] I NFO (rack_utils: 43)

Setting pca_upgrader version to 1.0-89.el 6 for shared script execution
[2018-11-01 12:59: 11 397738] DEBUG (m_upgrade_util s: 1144)

Rermove | ock file: /nfs/shared_storage/pca_upgrader/| ocks/FAl L
[2018-11-01 12:59: 11 397738] DEBUG (m_upgr ade_st eps: 68)

Successful ly conpl eted renmove_upgrade_status_fl ag

[2018-11-01 12:59: 11 397738] DEBUG (mm_upgrade_st eps: 602)

Successful ly conpl eted update_scripts

[2018-11-01 12:59: 11 397738] DEBUG (m_upgrade_util s: 1209)

Cal l'i ng service crond status on ovcammO5r 1

[2018-11-01 12:59: 11 397738] | NFO (m_upgr ade_st eps: 84)

St oppi ng crond for [ovcammO05r1] to prevent PCA backups during the upgrade process

[-..1]

[2018-11- 01 14:05:22 397738] DEBUG (update: 489) Trying to backup M3V i nage

[2018-11- 01 14:05: 22 397738] DEBUG (update: 490) /nfs/shared_storage/ ngnt _i mage. ol d

[2018-11-01 14:05:22 397738] DEBUG (update: 527)

Instal ling new OS i nage: /tnp/tnmpH AtLl/ovca-2. 3. 4-b000.iso.zip

[2018-11- 01 14:08:43 397738] | NFO (m_upgr ade_st eps: 242) Successfully downl oaded | SO

[2018-11- 01 14:08: 54 397738] DEBUG (m_upgrade_st eps: 283) Successfully conpl eted setup_m_yum repo
[2018-11- 01 14:08: 54 397738] DEBUG (mm_upgrade_util s: 213)

Shutting down Oracle VM services before taking the Oracle VM backup

[-..1]

[2018-11- 01 14:13:32 397738] | NFO (m_upgrade_utils:479) Begi nning Yum Upgrade

[2018-11- 01 14:13:32 397738] |NFO (m_upgrade_utils:484) CQutput fromthe Yum upgrade will not be
posted to this logfile in real time, but instead will be posted once the yum upgrade has conpl et ed
To view what yumis doing in real tinme on ovcanm06r1l, login to ovcamm06r1l and tail /var/l og/ nessages
Renovi ng obsol et e packages prior to upgrade

Begi nni ng Yum upgr ade

Setting up Upgrade Process

Resol vi ng Dependenci es

[-..1]
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Transaction Sunmary

I nstal | 5 Package(s)
Upgr ade 265 Package(s)

Total downl oad size: 386 M
Downl oadi ng Packages:

Oracl e VM upgrade script finished with success

STDOUT: Oracl e VM Manager Rel ease 3.4.5 Installer

Oracl e VM Manager Installer log file:

/var /| og/ ovimm ovm manager - 3-i nstal | - 2018- 11- 01- 142102. | og
Verifying upgradi ng prerequisites ...

Starting Upgrade ...

Upgradi ng from version 3.4.4.0000 to version 3.4.5.0000
Runni ng full database backup ...

[...]

Instal | ati on Sunmary

Dat abase confi guration:

Dat abase type : MySQL

Dat abase host name : | ocal host

Dat abase name : ovs

Dat abase | i stener port : 1521

Dat abase user : ovs
Webl ogi ¢ Server configuration:

Admi ni strati on usernane : webl ogi c
O acl e VM Manager configurati on:

User name : admin

Cor e managenent port : 54321

uul D : 0006c9000000100055d6f 23a1€992277

[-..1]

STDOUT: Looking for [tenant group] [Rackl_Server Pool]
Looki ng for [storage array] [OVCA ZFSSA Rackl1]
Finding the LUN that is used as the heartbeat device in tenant group by page83id.

[-..]

Successful ly conpl eted PCA management node post upgrade tasks

When the upgrade tasks have been completed successfully, the master management node is rebooted,
and the upgraded management node assumes the master role. The new master management node's

operating system is now up-to-date, and it runs the new Controller Software version and upgraded
Oracle VM Manager installation.

To monitor the reboot process and make sure the node comes back online as

Tip
; Rebooting the management node is expected to take up to 10 minutes.
expected, log in to the rebooting management node ILOM.

Broadcast nessage from root @vcammO05r1 (pts/2) (Thu Nov 1 15:00:00 2018):
Managenent Node upgrade succeeded. The master manager will be rebooted to initiate failover in one mnu

Br oadcast nessage from root @vcammO5r 1
(/dev/pts/2) at 15:01 ...

The systemis going down for reboot NOW
Pl ease refer to log file /var/log/pca_upgrader.log for nore details.
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Log into the upgraded management node, which has now become the master management node. Use
its individually assigned IP address, not the shared virtual IP.

[ root @vcamO06r1 ~]# pca- check- naster
NCDE: 192.168.4.4 MNASTER True

[root @vcamO06r1 ~]# head /etc/ovca-info
==== Begin build info ====

date: 2018-11-01

rel ease: 2.3.4

bui I d: 000

=== Begi h conpute node info ===
conput e_ovm server_version: 3.4.5
conput e_ovm server _bui l d: 2.3.4-000
conput e_r pns_added

osc-oracl e-s7k-2. 1. 2-4. el 6. noarch. rpm
ovca-support-2.3.4-118. el 6. noarch. rpm

NO MANAGEMENT OPERATIONS DURING UPGRADE

O Under no circumstances should you perform any management operations —
through the Oracle PCA Dashboard or CLI, or Oracle VM Manager — while the
Upgrader process is running, and until both management nodes have been
successfully upgraded through the Upgrader.

From the new master management node, run the Oracle PCA Upgrader command again. The target of

the command must be the stand-by management node, which is the original master management node

from where you executed the command for the first run.

root @vcamO06r1 ~]# pca_upgrader -U -t management -c¢ ovcammO5rl -g 2.3.4 \
-1 http://<path-to-iso>/ovca-2.3.4-b000.iso.zip

Pl ease refer to log file /var/log/pca_upgrader.log for nore details
Begi nni ng PCA Managenent Node Pre-Upgrade Checks. .

[-..1]

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEREREEEEEEREEEEEEEEEEEEEEESESEESEESEESESES]

War ni ng: The nanagenent precheck conpl eted w th warni ngs

It is safe to continue with the nanagenent upgrade fromthis point

or the upgrade can be halted to investigate the warnings
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEREEEREEEEEEEEREEREEREEREESEEREESESE]
Do you want to continue? [y/n]: y

Begi nni ng PCA Managenent Node upgrade for ovcamO5r 1

[-..1]

Overal | Status Passed
PCA Managenent Node Pre-Upgrade Checks Passed
PCA Managenent Node Upgrade Passed
PCA Managenent Node Post Upgrade Checks No Aut omat ed Post checks

Br oadcast nessage from root @vcamm06r1l (pts/1) (Thu Nov 1 18:00:00 2018)
Managenent Node upgrade succeeded. The master manager will be rebooted to initiate failover in one mnute

Br oadcast nessage from root @vcammO5r 1
(/dev/pts/1) at 18:01 ...

The systemis goi ng down for reboot NOW
Pl ease refer to log file /var/log/pca_upgrader.log for nore details

The upgrade steps are executed the same way as during the first run. When the second management
node is rebooted, the process is complete. At this point, both management nodes run the updated
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Oracle Linux operating system, Oracle PCA Controller Software, and Oracle VM Manager. The
high-availability cluster configuration of the management nodes is restored, and all Oracle PCA and
Oracle VM Manager management functionality is operational again. However, do not perform any
management operations until you have completed the required manual post-upgrade checks.

6. Perform the required manual post-upgrade checks on management nodes and compute nodes. Refer
to Section 8.12, “Running Manual Pre- and Post-Upgrade Checks in Combination with Oracle PCA
Upgrader” for instructions.

When the management node cluster upgrade is complete, proceed with the following tasks:

e Compute node upgrades, as described in Section 3.5.1, “Oracle PCA 2.3 — Upgrading Oracle VM to

Release 3.4".

» Firmware upgrades, as described in Section 3.6, “Upgrading Component Firmware”.

3.4 Updating the Oracle PCA Controller Software Through the Oracle

)
°

Warning

If you are updating the Oracle PCA Controller Software to Release 2.3.4 or newer,
you must use the Oracle PCA Upgrader. The CLI instructions in this section do not
apply to Release 2.3.4 and newer. Please refer to Section 3.3, “Oracle PCA 2.3 —
Using the Oracle PCA Upgrader”.

Warning

On Oracle PCA management nodes the YUM repositories have been intentionally
disabled and should not be enabled by the customer. Updates and upgrades of
the management node operating system and software components must only be
applied through the update mechanism described in this section.

Updates of the Oracle PCA controller software are performed from the Command Line Interface of the
master management node. Software updates are a three-phase process. First, a zipped 1SO containing
the updated software must be downloaded from My Oracle Support and made available on an HTTP or
FTP server. From there, the ISO is downloaded to the Oracle PCA internal storage appliance. When the
download is complete and the software is unpacked in the appropriate directories, the update is activated
and applied to each affected component.

A

®

Caution

If direct public access is not available within your data center and you make use

of proxy servers to facilitate HTTP, HTTPS and FTP traffic, it may be necessary to
edit the Oracle PCA system properties, using the CLI on each management node,
to ensure that the correct proxy settings are specified for a download to succeed
from the Internet. This depends on the network location from where the download is
served. See Section 8.1, “Adding Proxy Settings for Oracle Private Cloud Appliance
Updates” for more information.

Caution

If the internal ZFS Storage Appliance contains customer-created LUNs, make sure
they are not mapped to the default initiator group. See Customer Created LUNs Are
Mapped to the Wrong Initiator Group in the Oracle Private Cloud Appliance Release
Notes.
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Optional: Rebooting the Management Node Cluster

3.4.1 Optional: Rebooting the Management Node Cluster

Although not strictly necessary, it may be useful to reboot both management nodes before starting the
appliance software update. This leaves the management node cluster in the cleanest possible state,
ensures that no system resources are occupied unnecessarily, and eliminates potential interference from
processes that have not completed properly.

Rebooting the Management Node Cluster

1.

Using SSH and an account with superuser privileges, log into both management nodes using the IP
addresses you configured in the Network Setup tab of the Oracle PCA Dashboard. If you use two
separate consoles you can view both side by side.

Note
@ The default r oot password is Welcomel. For security reasons, you must set a
new password at your earliest convenience.

Run the command pca- check- nast er on both management nodes to verify which node owns the
master role.

Reboot the management node that is NOT currently the master. Enteri ni t 6 at the prompt.

Ping the machine you rebooted. When it comes back online, reconnect using SSH and monitor system
activity to determine when the secondary management node takes over the master role. Enter this
command at the prompt: tai |l -f /var/| og/ nessages. New system activity notifications will be
output to the screen as they are logged.

In the other SSH console, which is connected to the current active management node, enteri nit 6 to
reboot the machine and initiate management node failover.

The log messages in the other SSH console should now indicate when the secondary management
node takes over the master role.

Verify that both management nodes have come back online after reboot and that the master role has
been transferred to the other manager. Run the command pca- check- mast er on both management
nodes.

If this is the case, proceed with the software update steps below.

3.4.2 Prerequisites for Software Update to Release 2.3.x

Warning
O You must NEVER attempt to run the UPDATE TO RELEASE 2.3.x if the currently

installed controller software is Release 2.0.5 or earlier.

These earlier releases do not have the necessary mechanisms to verify that the
update path is valid. Consequently, the update process will start, and make both
management nodes inaccessible. There may be significant downtime and data loss
or corruption.

Release 2.3.x of the Oracle Private Cloud Appliance Controller Software adds specific requirements to

the update procedure because it involves upgrading Oracle VM from Release 3.2.x to Release 3.4.x.
When you start the software update, a script validates the current appliance configuration and status. If the
prerequisites are not met, the software update will not be executed.
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To assist you in preparing for the software update and working through potential issues, a pre-upgrade
script is shipped as part of the Oracle Private Cloud Appliance Release 2.3.x *. i so file. The checks
performed by this script are in addition to the checks built into the software update code itself. You must
run this script first, and make sure it completes without any failures. Only then should you proceed with the
update procedure. For detailed instructions, refer to Section 8.8, “Environment Pre-Upgrade Validation and
Software Update to Release 2.3.1-2.3.3".

A critical requirement is that all compute nodes listed in the node database must be running Oracle VM
Server 3.2.10 or 3.2.11. That means the requirement applies not only to the active compute nodes but also
to those that are powered off, non-functional or even no longer installed in the rack. Any compute node
registered in the node database that cannot be brought online and upgraded to run the correct version of
Oracle VM Server, must be decommissioned first. See Section 8.9, “Upgrading to Oracle Private Cloud
Appliance Release 2.3.x with Non-Functional Compute Nodes” for additional information.

Caution

Oracle VM Server 3.2.9 or older, these can only be recovered afterwards through a
manual upgrade or by means of reprovisioning. Guest VMs must be backed up in

A If you execute the software update with one or more compute nodes still running
advance.

Before starting the Oracle PCA Release 2.3.x Controller Software update, also make sure that the ILOM
firmware on all Oracle Server X5-2 compute nodes has been upgraded to version 3.2.4.68, or a newer
supported version. If after the controller software update these compute nodes with an older installed ILOM
firmware are provisioned, failures will occur. For more information, see Compute Node ILOM Firmware
Causes Provisioning Failure and OSA Image Corruption with Oracle PCA Release 2.3.x Controller
Software in the Oracle Private Cloud Appliance Release Notes.

3.4.3 Monitoring the Update Process

Actively monitoring the appliance update process is not strictly necessary. However, it is useful in order

to estimate time remaining or detect delays and potential problems. Apart from the command line method
described in the update procedure, you can use additional terminal windows to monitor the progress of the
software update. Specifically, if you have an active ssh connection to management node 1, you can watch
the update run on the ILOM of management node 2, and vice versa.

Monitoring the Update Process

1. Open aterminal session and ssh into the active management node. From there, open another
terminal session and connect to the secondary management node ILOM, which is updated first
when you start the update. You can access the ILOMs over the internal appliance Ethernet network
(192. 168. 4. 0/ 24).

Note
@ The internal IP addresses are assigned as follows:

e The internal host IP and ILOM IP of management node 1 are: 192. 168. 4. 3
and 192. 168. 4. 103.

* The internal host IP and ILOM IP of management node 2 are: 192. 168. 4. 4
and 192. 168. 4. 104.

ssh root @0. 100. 1. 101
root @O0. 100. 1. 101' s passwor d:

root @vcammO05r1 ~]# ssh 192. 168. 4. 104
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Executing the Software Update

Passwor d:

Oacle(R) Integrated Lights CQut Manager

Version 3.2.4.20.a r94217

Copyright (c) 2014, Oacle and/or its affiliates. All rights reserved.
Host nane: il om ovcammO6r 1

-> start /SP/consol e
Are you sure you want to start /SP/console (y/n)? vy
Serial console started. To stop, type ESC (

Start the ILOM console.

-> start /SP/consol e
Are you sure you want to start /SP/console (y/n)? vy
Serial console started. To stop, type ESC (

Messages from the BIOS and from the Oracle Linux and Oracle PCA installations appear in the
console. Several reboots occur during the update process. Toward the end of the process a message
appears that indicates the system is ready for customer use on the next reboot. At this point your
terminal sessions are disconnected. You can log on to the other management node, which has taken
over the master role, and follow the second management node update by connecting to its ILOM.

If you were connected to 192. 168. 4. 3 and 192. 168. 4. 104 at first, then connect to 192. 168. 4. 4
and 192. 168. 4. 103. Depending on which management node held the master role before the update,
you may need to connect in reverse order.

3.4.4 Executing the Software Update

After you have carefully reviewed all the guidelines preceding this section, and you have confirmed that
your environment is in the appropriate condition for the software update, you may begin updating the
controller software. Follow the steps in this procedure to update the Oracle PCA Controller Software.

Updating the Controller Software

1.

Log into My Oracle Support and download the required Oracle PCA software update.

You can find the update by searching for the product name “Oracle Private Cloud Appliance”, or for the
Patch or Bug Number associated with the update you need.

Caution

carefully. It is crucial for a successful Oracle PCA Controller Software update

A Read the information and follow the instructions in the r eadne file very
and Oracle VM upgrade.

Make the update, a zipped ISO, available on an HTTP or FTP server that is reachable from your Oracle
PCA.

Using SSH and an account with superuser privileges, log into the master management node.

Note
@ The default r oot password is Welcomel. For security reasons, you must set a
new password at your earliest convenience.

Connect to the management node using its IP address in the data center network, as you configured
it in the Network Setup tab of the Oracle PCA Dashboard. For details, see Section 2.5, “Network
Settings”.
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Executing the Software Update

Note
E The data center IP address used in this procedure is an example.

# ssh root @O0. 100. 1. 101
root @O0. 100. 1. 101' s password:
root @vcamO5r1 ~] #

Launch the Oracle PCA command line interface.

# pca-admin
Wl cone to PCA! Release: 2.2.1
PCA>

Download the I1SO to your Oracle PCA. Confirm that you want to start the download.

PCA> updat e appliance get i mage http://nyserver.org/i mages/ pca-2. 3. 3-b999.iso0.zip

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEREEREEEEREEEEREEEESEESEESESESEESSE]

WARNING !'!'l' THIS IS A DESTRUCTI VE OPERATI ON.

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEREEREEEEREEEREESEESEESEESESESEESESE]

Are you sure [y/N:y

The update job has been submitted. Use "show task <task id>" to nonitor the progress.
Task_I D Status Progress Start_Tinme Task_Nane

333dcc8b617f 74 RUNNI NG None 01-17-2018 09: 06: 29 updat e_downl oad_i mage

1 row di spl ayed

Status: Success

Check the progress of the ISO download. When the download is finished, proceed with the next step.

PCA> show task 333dcc8b617f 74

Task_Nanme updat e_downl oad_i mage
St at us SUCCESS

Pr ogress 100

Start _Ti ne 01-17-2018 09: 06: 29
End_Ti ne 01-17-2018 09: 13: 11
Pid 459257

Resul t None

Status: Success

shar ed_st or age directory, which is an NFS mount from the appliance internal

Note
E After download, the image is unpacked and the files are copied to the / nf s/
storage on both management nodes.

When the download has completed successfully, activate it by launching the update process.

If your environment is very large or has a complex setup with many configuration object stored in the
management database, make sure that the terminal session can retain its connection for many hours or
is protected against inadvertent interruptions. Ask Oracle for guidance, and refer to the readme file and
Oracle Private Cloud Appliance Release Notes for timing details.

PCA> updat e appliance install_i mage
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WARNING !'!'l THIS | S A DESTRUCTI VE OPERATI ON.

khkhkkhhkhhhkhkhhhhhkhhkhhhhkhhhkhhkhhkhhhkhhkhhkhhkhkhhkhhkhhkhkhhkhkhkhhkhkhk k%

Are you sure [y/N:y
Status: Success

Caution

A When updating the Oracle PCA Controller Software to Release 2.3.x,
Oracle VM Manager is unavailable for the entire duration of the update. The
virtualized environment remains functional, but configuration changes and other
management operations are not possible.

Depending on the size of the Oracle VM installation and the number of installed
compute nodes, it can take up to several hours for the St at us: Success
message to appear. Particularly in the case of the Release 2.3.x update,
prerequisite checks must be performed, and the Oracle VM database must be
exported in preparation of the upgrade.

Once you issue this command, the update process is initiated as described in Section 1.7, “Oracle
Private Cloud Appliance Software Update”.

9. Check the progress of the software update.

PCA> |i st update-task

Mynt _Node_I P Update_Started Updat e_Ended El apsed Updat e status
192.168.4. 4 01-17-2018 13:08:09 01-17-2018 13:49:04 0:40:55 Succeeded
192.168.4.3 01-17-2018 13:55:41 01-17-2018 14:37:10 0:41:29 Succeeded

2 rows displ ayed
St atus: Success

Caution

management node can take several hours to complete the process. During this
time, you can monitor progress by entering this command at the prompt: t ai |

A Due to the database transformation for the Oracle VM upgrade, the first
-f /tnp/install.log.

Note
@ At a certain point during the update process, the active management node is
rebooted. As a result, the SSH connection is lost. In addition, this may cause the
Dashboard to become unresponsive temporarily, and you may be required to
log back in.
When the master management node reboots, the secondary (updated) management node assumes
the master role. The original master management node is then also updated and becomes the backup
management node.

The software update process is automated to a certain degree, triggering a number of configuration tasks
as it progresses. If any of these tasks should fail, the system writes entries in the error database and
attempts to restart them every five minutes over a period of 30 minutes. At any given time the administrator
can use the CLI to check for configuration task errors and rerun them if necessary. For details about these
particular commands, see Section 4.2.24, “rerun”.




Upgrading the Virtualization Platform

Caution

A Once you have confirmed that the update process has completed, it is advised
that you wait a further 30 minutes before starting another compute node or
management node software update. This allows the necessary synchronization
tasks to complete.

If you ignore the recommended delay between these update procedures there could
be issues with further updating as a result of interference between existing and new
tasks.

3.5 Upgrading the Virtualization Platform

Some releases of the Oracle PCA Controller Software include a new version of Oracle VM, the
virtualization platform used in Oracle Private Cloud Appliance. As part of the controller software update, the
new Oracle VM Manager Release is automatically installed on both management nodes.

After the controller software update on the management nodes, Oracle VM Manager displays events
indicating that the compute nodes are running outdated version of Oracle VM Server. These events are
informational and do not prevent any operations, but it is recommended that you upgrade all compute
nodes to the new Oracle VM Server Release at your earliest convenience.

The Oracle VM Server upgrade was intentionally decoupled from the automated controller software update
process. This allows you to plan the compute node upgrades and the migration or downtime of your virtual
machines in steps and outside peak hours. As a result, service interruptions for users of the Oracle VM
environment can be minimized or even eliminated. By following the instructions in this section, you also
make sure that previously deployed virtual machines remain fully functional when the appliance update to
the new software release is complete.

During an upgrade of Oracle VM Server, no virtual machine can be running on a given compute node.
VMs using resources on a shared storage repository can be migrated to other running compute nodes. If a
VM uses resources local to the compute node you want to upgrade, it must be shut down, and returned to
service after the Oracle VM Server upgrade.

Oracle PCA 2.3.x and Oracle VM 3.4.x

Release 2.3.x of the Oracle PCA Controller Software is a milestone release, bringing all the improvements
of Oracle VM 3.4.x to Oracle Private Cloud Appliance. The differences with Oracle VM 3.2.x are so
significant that additional prerequisites must be met before the update can proceed. As a consequence, the
upgrade of the compute nodes to the new version of Oracle VM Server also requires a different approach.

Both compute node upgrade procedures are described in separate sections below. Make sure that you
follow the correct procedure for your Oracle PCA environment.

3.5.1 Oracle PCA 2.3 — Upgrading Oracle VM to Release 3.4

If you are installing Oracle Private Cloud Appliance Controller Software Release 2.3.x, then the
management nodes are set up to run Oracle VM Manager 3.4.x.

Compute nodes cannot be upgraded to Oracle VM Server Release 3.4.x with the Oracle VM Manager web
Ul. You must upgrade them using the updat e conput e- node command within the Oracle PCA CLI.

Caution

A With Oracle PCA Controller Software up to Release 2.3.3, if you do attempt
to upgrade a compute node from within Oracle VM Manager, the resulting
error message provides false information. Do not use the suggested
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K
K

Upgr adeSer ver s. py script but use the Oracle PCA CLI as described in this
section. As of Release 2.3.4, the script in question no longer applies, since all
compute nodes must already be running Oracle VM Server Release 3.4.x.

Note

After the Oracle VM Manager upgrade to Release 3.4.x, an event is generated

for each compute node because the Oracle VM Server version is "older than the
management version". This is expected behavior and the events are cleared when
the compute nodes have been upgraded to Release 3.4.x.

Note

With Oracle PCA Controller Software up to Release 2.3.3, it is possible to

keep part of your environment running at Oracle VM Server Release 3.2.10 or
3.2.11, but those compute nodes can no longer be reconfigured with Oracle VM
Manager Release 3.4.x. For more information about the functional restrictions, see
Section 8.10, “Managing a Mixed Compute Node Environment”. As of Oracle PCA
Controller Software Release 2.3.4, this note no longer applies, since all compute
nodes must already be running Oracle VM Server Release 3.4.x.

Upgrading a Compute Node to a Newer Oracle VM Server Release

B> b

Caution

Execute this procedure on each compute node after the software update on the
management nodes has completed successfully.

Caution

If compute nodes are running other packages that are not part of Oracle PCA,
such as external storage plugins from other vendors, these must be uninstalled
before the Oracle VM Server upgrade. For details, see Third-Party Oracle Storage
Connect Plugins Must Be Removed Before Appliance Software Update to Release
2.3.1in the Oracle Private Cloud Appliance Release Notes.

1. Make sure that the appliance software has been updated successfully to the new release.

You can verify this by logging into the master management node and entering the following command

in the Oracle PCA CLI:

# pca-adnin

Wel come to PCA! Rel ease: 2.3.3
PCA> show ver si on

Ver si on
Bui | d
Dat e

St atus: Success

Leave the console and CLI connection open. You need to run the update command later in this

procedure.

Log in to Oracle VM Manager.

For details, see Section 5.2, “Logging in to the Oracle VM Manager Web UI”".
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Oracle PCA 2.3 — Upgrading Oracle VM to Release 3.4

3. Identify the master server in each server pool.

or newer, and the compute nodes have already been upgraded to Oracle VM
Server 3.4, then there is no master server. You can skip this step and upgrade

Note
@ If the Oracle PCA was previously updated with controller software Release 2.3.1

the compute nodes in any order.
In the Servers and VMs tab, select the server pool in the navigation pane.

In the management pane, select the Info perspective from the list in the toolbar.

A configuration overview of the server pool is displayed.

As long as the compute nodes in the server pool are running Oracle VM Server 3.2.x, one of
them is a master server. Locate the Master Server setting and write down which server is the pool

master.
Caution

A The server pool master server should be the last Oracle VM Server to go
through this upgrade procedure. This allows you to upgrade the compute
nodes one by one without causing the master role to be transferred to
another node in the server pool each time. This eliminates potential resource
locks and errors related to transferring the master role, and saves a
significant amount of time.

4. Migrate all running virtual machines away from the compute node you want to upgrade.

Information on migrating virtual machines is provided in the Oracle VM Manager User's Guide section
entitled Migrate or Move Virtual Machines.

5. Place the compute node in maintenance mode.

Information on using maintenance mode is provided in the Oracle VM Manager User's Guide section
entitled Edit Server.

a.

In the Servers and VMs tab, select the Oracle VM Server in the navigation pane. Click Edit Server
in the management pane toolbar.

The Edit Server dialog box is displayed.

Select the Server in Maintenance Mode check box to place the Oracle VM Server into
maintenance mode. Click OK.

The Oracle VM Server is in maintenance mode and ready for servicing.
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Oracle PCA 2.3 — Upgrading Oracle VM to Release 3.4

6. Run the Oracle VM Server update for the compute node in question.

a.

b.

Return to the open management node console window with active CLI connection.

Run the updat e conput e- node command for the compute nodes you wish to update at this time.
Run this command for one compute node at a time.

arguments is not supported. Neither is running the command concurrently in

Warning
O Running the updat e conput e- node command with multiple servers as
separate terminal windows.

PCA> updat e conput e- node ovcacn09r1

EIE R R R R R R S R R R R R R R R R R S R S R R S R R R R

WARNING !'!'l' THIS IS A DESTRUCTI VE OPERATI ON.

EIE R R R R R R R S R S R R R R R R R R R S R R S R R S R R

Are you sure [y/N:y
Status: Success
This CLI command invokes a validation mechanism, which verifies critical requirements that a

compute node must meet to qualify for the Oracle VM Server 3.4 upgrade. It also ensures that all
the necessary packages are installed from the correct source location, and configured properly.

Wait for the command to complete successfully. The update takes approximately 30 minutes for
each compute node.

As part of the update procedure, the Oracle VM Server is restarted but remains in maintenance
mode.

Warning
O If the compute node does not reboot during the update, you must restart it
from within Oracle VM Manager.

7. Return to Oracle VM Manager to take the compute node out of maintenance mode.

a.

In the Servers and VMs tab, select the Oracle VM Server in the navigation pane. Click Edit Server
in the management pane toolbar.

The Edit Server dialog box is displayed.

Clear the Server in Maintenance Mode check box. Click OK.

The Oracle VM Server rejoins the server pool as a fully functioning member.

8. Repeat this procedure for each compute node in your Oracle PCA.

Caution

A The server pool master server should be the last Oracle VM Server in a pool

to go through this upgrade procedure. This allows you to upgrade the compute
nodes one by one without causing the master role to be transferred to another
node in the server pool each time. This eliminates potential resource locks and
errors related to transferring the master role, and saves a significant amount of
time.
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The appliance software update is now complete. Next, perform the required post-upgrade verification
steps. The procedure for those additional manual verification tasks is documented in the Post Upgrade
section of the support note with Doc ID 2242177.1.

After successful completion of the post-upgrade verification steps, the Oracle PCA is ready to resume all
normal operations.

3.5.2 Oracle PCA 2.2 and Earlier — Upgrading Oracle VM Release 3.2

2.3.%, please follow the instructions in Section 3.5.1, “Oracle PCA 2.3 — Upgrading

Warning
O If you are installing Oracle Private Cloud Appliance Controller Software Release
Oracle VM to Release 3.4” instead.

If you are installing Oracle Private Cloud Appliance Controller Software Release 2.2.x or earlier, then the
Oracle VM Manager version on the management nodes may have been upgraded to a newer version
3.2.x. To check which Oracle PCA Controller Software Releases include an Oracle VM upgrade, refer to
Section 3.2, “Mandatory Updates”. If this is the case for your controller software, then the compute nodes
should be upgraded to the corresponding version of Oracle VM Server. Follow the procedure in this section
to perform the upgrade.

Upgrading a Compute Node to a Newer Version of Oracle VM Server 3.2
Caution
management nodes has completed successfully. At that stage, the YUM repository

configuration of all compute nodes has been updated to point to the new Oracle VM

A Execute this procedure on each compute node after the software update on the
Server packages on the Oracle PCA internal storage.

Note

overview of its usage in the context of Oracle PCA, and links to detailed instructions
in the Oracle VM documentation, are provided in this Administrator's Guide, in

s A large part of this procedure must be executed from Oracle VM Manager. An
Chapter 5, Managing the Oracle VM Virtual Infrastructure.

1. Make sure that the appliance software has been updated successfully to the new release.

You can verify this by logging into the master management node and entering the following command
in the Oracle PCA CLI:

# pca-adnmin
Wel conme to PCA! Release: 2.2.1

PCA> show ver si on

Ver si on 2.2.1
Bui | d 999
Dat e 2016- 05- 17

St atus: Success
2. Log in to Oracle VM Manager.

For details, see Section 5.2, “Logging in to the Oracle VM Manager Web UI”.
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Oracle PCA 2.2 and Earlier — Upgrading Oracle VM Release 3.2

3. Identify the master server in the server pool.
a. Inthe Servers and VMs tab, select the server pool in the navigation pane.

b. Inthe management pane, select the Info perspective from the list in the toolbar.

A configuration overview of the server pool is displayed.

c. Locate the Master Server setting and write down which server is the pool master.
Caution

A The server pool master server should be the last Oracle VM Server to go
through this upgrade procedure. This allows you to upgrade the compute
nodes one by one without causing the master role to be transferred to
another node in the server pool each time. This eliminates potential resource
locks and errors related to transferring the master role, and saves a
significant amount of time.

4. Migrate all running virtual machines away from the compute node you want to upgrade.

Information on migrating virtual machines is provided in the Oracle VM Manager User's Guide section
entitled Migrate or Move Virtual Machines.

5. Place the compute node in maintenance mode.

Information on maintenance mode is provided in the Oracle VM Manager User's Guide section entitled
Edit Server.

a. Inthe Servers and VMs tab, select the Oracle VM Server in the navigation pane. Click Edit Server
in the management pane toolbar.

The Edit Server dialog box is displayed.

b. Select the Maintenance Mode check box to place the Oracle VM Server into maintenance mode.
Click OK.

The Oracle VM Server is in maintenance mode and ready for servicing.
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Upgrading Component Firmware

6. Run the Oracle VM Server update on the compute node in question.

Information on the Oracle VM Server update functionality is provided in the Oracle VM Manager User's
Guide section entitled Update Server.

a. Inthe Servers and VMs tab, select the server pool in the navigation pane.
b. Inthe management pane, select the Servers perspective from the list in the toolbar.
A table is displayed with all servers in the server pool.

c. Select the appropriate compute node in the management pane table and click Update Server in the
management pane toolbar.

As part of the update procedure, the Oracle VM Server is restarted but remains in maintenance
mode.

Warning
o If the compute node does not reboot during the update, you must restart it from
within Oracle VM Manager.

7. Take the compute node out of maintenance mode.

a. Inthe Servers and VMs tab, select the Oracle VM Server in the navigation pane. Click Edit Server
in the management pane toolbar.

The Edit Server dialog box is displayed.
b. Clear the Maintenance Mode check box. Click OK.
The Oracle VM Server rejoins the server pool as a fully functioning member.
8. Repeat this procedure for each compute node in your Oracle PCA.

Caution

through this upgrade procedure. This allows you to upgrade the compute nodes
one by one without causing the master role to be transferred to another node in
the server pool each time. This eliminates potential resource locks and errors

A The server pool master server should be the last Oracle VM Server to go
related to transferring the master role, and saves a significant amount of time.

The appliance software update is now complete. The Oracle PCA is ready to resume all normal operations.

3.6 Upgrading Component Firmware

All the software components in a given Oracle PCA release are designed to work together. As a general
rule, no individual appliance component should be upgraded. If a firmware upgrade is required for one or
more components, the correct version is distributed inside the Oracle PCA . i so file you downloaded from
My Oracle Support. When the image file is unpacked on the internal shared storage, the firmwares are
located in this directory: / nf s/ shared_st orage/ ngnt _i mage/ fi rmware/ .

Warning
O Do not perform any compute node provisioning operations during firmware
upgrades.
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Firmware Policy

If a specific or additional procedure to upgrade the firmware of an Oracle PCA hardware component

is available, it appears in this section. For components not listed here, you may follow the instructions
provided in the product documentation of the subcomponent. An overview of the documentation for
appliance components can be found in the Preface of this book and on the index page of the Oracle PCA
Documentation Library.

3.6.1 Firmware Policy

To improve Oracle PCA supportability, reliability and security, Oracle has introduced a standardized
approach to component firmware. The general rule remains unchanged: components and their respective
firmware are designed to work together, and therefore should not be upgraded separately. However, the
firmware upgrades, which are provided as part of the . i so file of a given controller software release, are
no longer optional.

As part of the test process prior to a software release, combinations of component firmware are tested

on all applicable hardware platforms. This allows Oracle to deliver a fully qualified set of firmware for the
appliance as a whole, corresponding to a software release. In order to maintain their Oracle PCA in a
qualified state, customers who upgrade to a particular software release, are expected to also install all the
qualified firmware upgrades delivered as part of the controller software.

Qualified Firmware for Oracle PCA Controller Software Release 2.3.4

Table 3.2 lists the firmware versions that have been qualified by Oracle for Release 2.3.4. All required
firmware packages are provided on the Controller Software 1SO image.

Table 3.2 Qualified Firmware Release 2.3.4

Component Firmware Version

ZS5-ES storage server software (Fishworks) * 0S8.7.20 (2013.06.05.7.20,1-1.4)
+ 0S8.7.28 (2013.06.05.7.28,1-1.1)

Required with hard drives delivered
after April 2019. For details, refer to
Section 3.6.3

NM2-36P InfiniBand switch 2.2.9-3

Oracle Server X5-2 management node ILOM/BIOS SW 2.2.0: 4.0.4.22-r127518

Oracle Server X7-2 compute node ILOM/BIOS

SW 1.3.0: 4.0.4.21-r127001

InfiniBand Falcon CX-3 HCA (for X5-2, X7-2) 2.35.5532
Valil (for X7-2) 4.740.00-8317
InfiniBand Falcon CX-3 HCA (for X5-2) 2.35.5532
Oracle Switch ES1-24 1.3.1.21
Oracle Fabric Interconnect F1-15 4.0.12

X7-2: H101812SFSUNL1.2T (1.2TB 10K RPM Disk) A990

X6-2: H101812SFSUN1.2T (1.2TB 10K RPM Disk) A990

X6-2: Oracle_ QDR _Infiniband_Adapter_M3 (Infiniband Falcon 2.35.5532

CX3 HCA (For X6)

X6-2: service-processor (Oracle Server X6-2 ILOM Software

Release 2.2.0)

SW 2.2.0: 4.0.4.22 r127518 and BIOS
38.11.01.00
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Component Firmware Version
X5-2: H101212SESUN1.2T (DISK_FIRMWARE) A720

X5-2: H101812SFSUN1.2T (DISK FIRMWARE) A990

X5-2: SAS9361-8i (SAS9361-8i RAID controller (Aspen)) 4.680.00-8315
X4-2: H101212SESUN1.2T (DISK FIRMWARE) A720

X4-2: Oracle_QDR_Infiniband_Adapter_M3 (Infiniband Falcon 2.11.1280

CX3 HCA (For X4)

X4-2: SGX-SAS6-R-INT-Z (SAS Controller Firmware:Niwot 2.130.373-4378

HBA fw)

X4-2: service-processor (ILOM Software Release 2.1.0 for SW 2.1.0: 4.0.4.22 r127068

SUN SERVER X4-2)

X3-2: QDR-CX2 (Sun Dual Port 4x QDR IB Host Channel 2.11.2010

Adapter PCI (CX2)

X3-2: SGX-SAS6-R-INT-Z 2.130.373-4378

X3-2: service-processor (ILOM Software Release SW 2.1.0 for SW 2.1.0: 4.0.4.22 r127068 and BIOS
Sun Server X3-2 (formerly Sun Fire X4170 M3) 17.15.01.00

3.6.2 Install the Current Firmware on All Compute Nodes

To avoid compatibility issues with newer Oracle PCA Controller Software and Oracle VM upgrades, you
should always install the server ILOM firmware included in the ISO image of the current Oracle PCA

software release.

For firmware upgrade instructions, refer to the Administration Guide of the server series installed in your

appliance rack.

3.6.3 Upgrading the Operating Software on the Oracle ZFS Storage Appliance

The instructions in this section are specific for a component firmware upgrade as part of the Oracle Private

Cloud Appliance.

Caution

During this procedure, the Oracle PCA services on the management nodes must
be halted for a period of time. Plan this upgrade carefully, so that no compute node
provisioning, Oracle PCA configuration changes, or Oracle VM Manager operations

are taking place at the same time.

version 8.7.14 is required. Version 8.7.14 can then be upgraded to the intended
newer version. For additional information, refer to Oracle ZFS Storage Appliance
Firmware Upgrade 8.7.20 Requires A Two-Phased Procedure in the Oracle Private

Cloud Appliance Release Notes.

Note

Detailed information about software upgrades can be found in the Oracle ZFS
Storage Appliance Customer Service Manual (document ID: E79459). Refer to the

section “Upgrading the Software”.

Warning
O For firmware upgrades to version 8.7.20 or newer, an intermediate upgrade to
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Upgrading the Operating Software on the Oracle ZFS Storage Appliance

The Oracle PCA internal ZFS Storage Appliance contains two clustered controllers
in an active/passive configuration. You may disregard the upgrade information for
standalone controllers.

O Latest ZFS Storage Appliance Hard drives require newer firmware

The hardware specification of the Oracle ZFS Storage Appliance ZS5-ES has
been updated. It affects the disk shelf, controller, and complete storage appliance,
delivered with hard drives of the newer type. The old and new hard drives are
identified by their part numbers, as indicated below.

For correct operation with new hard drives, firmware version 8.7.29 must be
installed on the ZFS Storage Appliance. It can be downloaded from My Oracle
Support: please search for Patch ID 30026556. The requirement applies to the
following hard drives, which are customer-replaceable units:

e 1.2TB SAS-3 system drives in both storage controllers

Part number 7093035 is replaced by new part number 7363535.
e 7.6TB SAS-3 cache drives in both storage controllers

This drive can be identified by its size: it replaces the previous 3.2TB model.
¢ 1.2TB SAS-3 storage drives in the DE3-24P disk shelf

Part number 7093035 is replaced by new part number 7363535.

There are 20 of these drives in the disk shelf, which must all be of the same
type.

e 200GB SAS-3 write-optimized log drives in the DE3-24P disk shelf
Part number 7336973 is replaced by new part number 7364128.

Upgrading the ZFS Storage Appliance Operating Software

1.

Before initiating the upgrade on the storage controllers, follow the preparation instructions in the
Oracle ZFS Storage Appliance Customer Service Manual. Refer to the section entitled “Preparing for a
Software Upgrade”.

Log on to the master management node using SSH and an account with superuser privileges.

Unzip the firmware package included in the Oracle PCA software image.

[root @vcamO05r1 ~]# nkdir /nfs/shared_storage/ yum ak
[ root @vcamO05r1 ~]# cd /nfs/shared_storage/ yun ak
[ root @vcamO5r1 ak]# unzi p /nfs/shared_storage/ mgnt _i mage/ firmwar e/ st or age/ AK_NAS/ p27357887_20131_Generi c.
Archive: [/nfs/shared_storage/ mgnt _i mage/firmaare/ st orage/ AK_NAS/ p27357887_20131_Ceneric. zi p
extracti ng: ak-nas-2013-06-05-7-14-1-1-1-nd. pkg. gz
inflating: OS8714_Readne. ht m

Download the software update package to both storage controllers. Their management IP addresses
are 192.168.4.1 and 192.168.4.2.

a. Log on to one of the storage controllers using SSH and an account with superuser privileges.

[root @vcammO05r1 ~]# ssh root @92.168.4.1
Passwor d:
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ovcasnOlr1: >

b. Enter the following series of commands to download the software update package from the shared
storage directory to the controller.

ovcasn01r1l: > mai nt enance system updat es downl oad
ovcasn01r 1: mai nt enance system updates downl oad (unconmi tted)> \
set url=http://192.168. 4. 100/ shar es/ expor t/ Yuni ak/ ak- nas- 2013- 06- 05- 7- 14- 1- 1- 1- nd. pkg. gz

url = http://192. 168. 4. 100/ shar es/ expor t/ Yuni ak/ ak- nas- 2013- 06- 05- 7- 14- 1- 1- 1- nd. pkg.

ovcasn01r 1: mai nt enance system updates downl oad (unconmitted)> set user=root
user = root

ovcasn01r 1: mai nt enance system updates downl oad (unconmitted)> set password

Ent er password:
paSSV\DTd = *kkkkk*kk

ovcasn01r 1: mai nt enance system updates downl oad (unconmtted)> comm t

Transferred 157M of 484M (32. 3%

c. Wait for the package to fully download and unpack before proceeding.
d. Repeat these steps for the second storage controller.
Check the storage cluster configuration and make sure you are logged on to the standby controller.

ovcasn02r1: > configuration cluster show
Properties:

state = AKCS_STRI PPED
description = Ready (waiting for fail back)
peer _asn = 8a535bd2- 160f - c93b- 9575- d29d4c86cac5
peer _host nane = ovcasnOlr1l
peer_state = AKCS_OMNNER

peer _descri ption Active (takeover conpl et ed)
Always upgrade the operating software first on the standby controller.
a. Display the available operating software versions and select the version you downloaded.

ovcasn02r1: > nai nt enance system updat es
ovcasn02r 1: mai nt enance system updat es> show

Updat es:

UPDATE RELEASE DATE STATUS
ak- nas@013. 06. 05.3.0,1-1. 14 2014-12-19 14:31:49 previ ous
ak- nas@013.06.05.4.2,1-1. 1 2015-6-16 17:03: 41 current
ak- nas@013.06.05.7.14,1-1.1 2018-1-6 17:16: 42 wai ting

ovcasn02r 1: mai nt enance system updat es> sel ect ak-nas@O013.06.05.7.14,1-1.1

b. Launch the upgrade process with the selected software version.

ovcasn02r 1: mai nt enance system updat es> upgrade

This procedure will consume several minutes and requires a system reboot upon
successful update, but can be aborted with [Control-C] at any tinme prior to
reboot. A health check will validate systemreadi ness before an update is
attenpted, and may al so be executed independently using the check command.

Are you sure? (Y/N) Y

c. Atthe end of the upgrade, when the controller has fully rebooted and rejoined the cluster, log back
in and check the cluster configuration. The upgraded controller must still be in the state "Ready
(waiting for failback)".

ovcasn02r1: > configuration cluster show
Properti es:
state = AKCS_STRI PPED
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descri ption

peer _asn

peer _host nanme
peer _state

peer _description

Ready (waiting for fail back)
8a535bd2- 160f - c93b- 9575- d29d4c86cac5
ovcasnO01lr1

AKCS_OMER

Active (takeover conpl eted)

From the Oracle PCA master management node, stop the Oracle PCA services.

[ root @vcamO05r1 ~]# service ovca stop

Upgrade the operating software on the second storage controller.

a. Check the storage cluster configuration. Make sure you are logged on to the active controller.

ovcasn01r1l: > configuration cluster show
Properti es:

state AKCS OMNER
description = Active (takeover conpl eted)
peer _asn 34e4292a- 71ae- 6¢cel- e26¢- cc38c2af 9719

ovcasn02r 1
AKCS_STRI PPED
Ready (waiting for fail back)

peer _host nane
peer _state
peer _description

b. Display the available operating software versions and select the version you downloaded.

ovcasnO1r1: > nui nt enance system updates
ovcasnO01r 1: mai nt enance system updat es> show

Updat es:

UPDATE RELEASE DATE STATUS
ak- nas@013. 06. 05. 3.0, 1-1. 14 2014-12-19 14: 31: 49 previ ous
ak-nas@013.06.05.4.2,1-1.1 2015-6-16 17:03:41 current
ak- nas@013. 06. 05.7.14,1-1.1 2018-1-6 17:16: 42 wai ting

ovcasn01r 1: mai nt enance system updat es> sel ect ak-nas@013. 06. 05.7.14,1-1.1

c. Launch the upgrade process with the selected software version.

ovcasn01r 1: mai nt enance system updat es> upgrade

This procedure will consunme several minutes and requires a systemreboot upon
successful update, but can be aborted with [Control-C] at any tine prior to
reboot. A health check will validate systemreadi ness before an update is
attenpted, and may al so be executed independently using the check command

Are you sure? (Y/N Y

d. Atthe end of the upgrade, when the controller has fully rebooted and rejoined the cluster, log back
in and check the cluster configuration.

ovcasn01r1: > configuration cluster show
Properti es:

state = AKCS_STRI PPED
description Ready (waiting for fail back)
peer _asn 34e4292a- 71ae- 6¢cel- e26¢- cc38c2af 9719

ovcasn02r 1
AKCS_OMNER
Active (takeover conpl eted)

peer _host nane
peer _state
peer _description

The last upgraded controller must now be in the state "Ready (waiting for failback)". The controller
that was upgraded first, took over the active role during the upgrade and reboot of the second
controller, which held the active role originally.
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9.

10.

11.

Now that both controllers have been upgraded, verify that all disks are online.

ovcasnOlr 1: > mai nt enance har dware show

[-..1]

NAVE STATE  MANUFACTURER  MODEL SERI AL
chassi s-001 1323FM402K ok O acl e Oracl e Storage DE2-24P  1323FMA02K
di sk- 000 HDD 0 ok HI TACHI H109090SESUN900G 001319A5TOKF KPJ5TIKF
di sk- 001 HDD 1 ok HI TACHI H109090SESUN900G 001319A5SH6F KPJ5SH6F
di sk- 002 HDD 2 ok HI TACHI H109090SESUN900G 001319A5UMBF KPJ5UMBF
di sk- 003 HDD 3 ok HI TACHI H109090SESUN900G 001319A5UJ8F KPJ5UJ8F
di sk- 004 HDD 4 ok HI TACHI H109090SESUN900G 001319A5WUVF  KPJI5WUVF

[-..1]

Initiate an Oracle PCA management node failover and wait until all services are restored on the other
management node. This helps prevent connection issues between Oracle VM and the ZFS storage.

a. Log on to the master management node using SSH and an account with superuser privileges.

b. Reboot the master management node.

[root @vcamO05r1 ~]# pca- check- naster
NCDE: 192.168.4.3 MASTER True
[root @vcamO05r1 ~]# shutdown -r now

c. Log on to the other management node and wait until the necessary services are running.

Note

3 Enter this command at the prompt: tai | -f /var/| og/ nessages. The
log messages should indicate when the management node takes over the
master role.

Verify the status of the services:

[ root @vcammO06r1 ~] # service ovca status

Checki ng Oracl e Fabric Manager: Running

MySQL runni ng (70254) [ &K ]
Oracl e VM Manager is running...

Oracle VM Manager CLI is running...

tinyproxy (pid 71315 71314 71313 71312 71310 71309 71308 71307 71306 71305 71301) is running...

dhcpd (pid 71333) is running...

snnptrapd (pid 71349) is running...

|l og server (pid 6359) is running...

remaster server (pid 6361) is running...
http server (pid 71352) is running...
taskmoni tor server (pid 71356) is running...
xm rpc server (pid 71354) is running...
nodestate server (pid 71358) is running...
sync server (pid 71360) is running...

nmoni tor server (pid 71363) is running...

When the storage controller cluster has been upgraded, remove the shared storage directory you
created to make the unzipped package available.

# cd / nfs/shared_storage/ yum ak

#1s

ak- nas- 2013- 06- 05- 7- 14- 1- 1- 1- nd. pkg. gz (0S8714_Readne. ht m

# rm ak- nas-2013- 06- 05- 7- 14- 1- 1- 1- nd. pkg. gz OS8714_Readne. ht ni

rm renove regular file "ak-nas-2013-06-05-7-14-1-1-1-nd. pkg.gz'? yes
rm renpve regular file ~0S8714_Readne. htm'? yes

# cd ..

# rmdir ak

#
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3.6.4 Upgrading the NM2-36P Sun Datacenter InfiniBand Expansion Switch
Firmware

The instructions in this section are specific for a component firmware upgrade as part of the Oracle Private
Cloud Appliance.

unsigned version 2.2.7-2 is required. Version 2.2.7-2 can then be upgraded to
the intended newer version. For additional information, refer to NM2-36P Sun
Datacenter InfiniBand Expansion Switch Firmware Upgrade 2.2.9-3 Requires A

Warning
O For firmware upgrades to version 2.2.8 or newer, an intermediate upgrade to
Two-Phased Procedure in the Oracle Private Cloud Appliance Release Notes.

Note

@ Detailed information about firmware upgrades can be found in the Sun Datacenter
InfiniBand Switch 36 Product Notes for Firmware Version 2.2 (document ID:
E76431). Refer to the section “Upgrading the Switch Firmware”.
Caution

A It is recommended that you back up the current configuration of the NM2-36P Sun

Datacenter InfiniBand Expansion Switches prior to performing a firmware upgrade.

Backup and restore instructions are provided in the maintenance and configuration
management sections of the Oracle ILOM Administration Guide that corresponds
with the current ILOM version used in the switch. For example:

¢ Oracle ILOM 3.0: https://docs.oracle.com/cd/E36265_01/html/E36266/
ceiidgfj.html#scrolltoc

¢ Oracle ILOM 3.2: https://docs.oracle.com/cd/E37444 _01/htmI/E37446/
z400371a1482122.html#scrolltoc

Upgrading the InfiniBand Switch Firmware
1. Log on to the master management node using SSH and an account with superuser privileges.

2. Unzip the firmware package included in the Oracle PCA software image.

[root @vcamO5r1 ~]# nkdir /nfs/shared_storage/ yum nn2
[root @vcamO05r1 ~]# cd / nfs/shared_storage/ yun nn2
[ root @vcamO5r1 nnR]# unzi p / nfs/shared_storage/ ngnt _i mage/ firmwar e/ | B_gat eway/ NM2- 36P/ p22173626_218_ Gener
Archive: [nfs/shared_storage/ ngnt _i mage/ firmare/ | B_gat eway/ NM2- 36P/ p22173626_218 Ceneri c. zi p
inflating: |icense.txt
inflating: readme_SUN DCS 36p_2.1.8-1.txt

creating: SUN DCS 36p_2.1.8-1/
inflating: SUN DCS 36p_2.1.8-1/pkey_filter.pl

creating: SUN DCS 36p_2.1.8-1/SUN DCS 36p/
inflating: SUN_DCS 36p_2.1.8-1/SUN_DCS 36p/ SUN- |1 LOV CONTROL- M B. mi b
inflating: SUN_DCS 36p_2.1.8-1/SUN_DCS_36p/ SUN- FABRI C-M B. i b
inflating: SUN DCS 36p_2.1.8-1/SUN DCS 36p/sundcs_36p repository 2.1.8 1. pkg
inflating: SUN_DCS 36p_2.1.8-1/SUN_DCS 36p/ SUN- HW TRAP-M B. i b
inflating: SUN_DCS 36p_2.1.8-1/ SUN_DCS _36p/ SUN- DCS- | B- M B. t xt
i nflating: SUN_DCS 36p_2.1.8-1/SUN_DCS _36p/ SUN- PLATFORM M B. i b
inflating: SUN DCS 36p_2.1.8-1/SUN DCS 36p/ ENTI TY-M B. ni b
inflating: SUN DCS 36p_2.1.8-1/SUN DCS 36p_2. 1. 8-1_net adat a. xn
inflating: SUN _DCS 36p_2.1.8-1/ READVE pkey_filter
inflating: SUN DCS 36p_2.1.8-1_ TH RDPARTYLI CENSE. pdf
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Log on to one of the InfiniBand switches as root.

root @vcamO05r1 ~]# ssh root @92. 168. 4. 202

root @92. 168. 4. 202' s password:

You are now logged in to the root shell.

It is reconmended to use | LOM shell instead of root shell.

Al'l usage should be restricted to documented conmands and documented config files.
To view the |list of documented conmands, use "hel p" at |inux pronpt.

[root @] om ovcaswl9r1l ~]#

Check the master configuration and the state of the SubnetManager.

[root @] om ovcaswl9r 1l ~] # get mast er

Local SM not enabl ed

Last change in Master Subnet Manager status detected at: Thu Mar 22 14:29:18 UTC 2018

Mast er Subnet Manager on smlid 6 smguid 0x13970201001ba4 : Mr25408 Connect X Mel | anox Technol ogi es
Mast er Subnet Manager Activity Count: 348521 Priority: O

Warning
O The command output must read Local SM not enabled. If this is not the case,
abort this procedure and contact Oracle Support.

List the details of the current firmware version.

[root @] om ovcaswl9r1l ~]# version
SUN DCS 36p version: 1.3.3-2
Build tine: Feb 19 2013 13:29: 01
SP board info:

Manuf act uri ng Date: 2012.06. 23
Serial Nunber: "NCDBJ1073"

Har dwar e Revi si on: 0x0007

Fi rmnvar e Revi si on: 0x0000

Bl GS versi on: SUNOR100

Bl S date: 06/22/2010

Connect to the ILOM and start the firmware upgrade procedure. Press "Y" when prompted to load the
file.

[root @] om ovcaswl9r1l ~]# spsh

Oracl e(R) Integrated Lights Qut Manager

Version | LOM 3.0 r47111

Copyright (c) 2012, Oracle and/or its affiliates. All rights reserved.

-> | oad -source http://192. 168. 4. 100/ shar es/ export/ Yum nn2/ \
SUN_DCS 36p_2. 1. 8-1/ SUN_DCS 36p/sundcs_36p_repository_2.1.8 1. pkg

Downl oadi ng firmvare image. This will take a few m nutes.
Are you sure you want to |load the specified file (y/n)

Setting up environment for firmvare upgrade. This will take few m nutes.
Starting SUN DCS 36p FW update

Perform ng operation: 14 A

|4 fw upgrade from7.3.0(IN:4) to 7.4.1010(I N :4):

Upgrade started...

Upgr ade conpl et ed.

INFO 14 fw upgrade from7.3.0(IN:4) to 7.4.1010(I N :4) succeeded

Sunmary of Firmaare update

|4 status : FW UPDATE - SUCCESS
| 4 update succeeded on DA
|4 already up-to-date on : none
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|4 update failed on : none

Perform ng operation: SUN DCS 36p firnmware update

SUN DCS 36p upgrade from1.3.3-2 to 2.1.8-1:

Upgrade started...

Upgr ade conpl et ed.

I NFO SUN DCS 36p upgrade from1.3.3-2 to 2.1.8-1 succeeded
Fi rmnvar e update is conplete.

ILOMw Il be restarted and will take 2 minutes to cone up.
You will need to reconnect to Integrated Lights Qut Manager.

7. Reconnect to the InfiniBand switch to verify that the new firmware is running and to confirm that the
SubnetManager remains disabled.

root @vcamO05r1 ~]# ssh root @92. 168. 4. 202
root @92. 168. 4. 202' s password:
[root @] om ovcaswl9r1l ~]# version
SUN DCS 36p version: 2.1.8-1
Build time: Sep 18 2015 10: 26: 47
SP board info:

Manuf act uri ng Date: 2013.06. 15
Serial Nunber: "NCDBJ1073"

Har dwar e Revi si on: 0x0007

Fi rmnvar e Revi si on: 0x0000

Bl CS versi on: SUNOR100

Bl S date: 06/22/2010

[root @] om ovcaswl9r1l ~]# get master
Local SM not enabl ed

Warning
O The command output must read Local SM not enabled. If this is not the case,
abort this procedure and contact Oracle Support.

8. When the first InfiniBand switch has completed the upgrade successfully and has come back online,
connect to the other InfiniBand switch, with IP address 192.168.4.203, and execute the same
procedure.

9. When both InfiniBand switches have been upgraded, remove the shared storage directory you created
to make the unzipped package available.

root @vcamO05r1 ~]# cd /nfs/shared_storage/ yunm
root @vcamO05r1 yuni# Is -al

total 323
dr wxr - Xr - x
dr wxr wxr wx 3
dr wxr - Xr - x
dr wxr - Xr - x
dr wxr - Xr - x
dr wxr - Xr - x

root root 8 Mar 26 07:57 .

root root 31 Mar 13 13:38 ..

root root 5 Mar 13 12: 04 backup_COWUTE

root root 5 Mar 13 13:19 current_COWUTE

root root 6 Mar 26 07:58 nn®

root root 587 Mar 13 12: 04 OVM 3.4.4 1735 server

dr wxr - Xr - x root root 18 Mar 13 12:03 OVM 3.4.4 1735 transition
dr wxr - Xr - x root root 9 Mar 13 12: 03 OVM 3. 4.4 1735 _update
root @vcamO05r1 yuni# rm-rf nn2/

A WWWNNPE

3.6.5 Upgrading the Oracle Fabric Interconnect F1-15 Firmware

The instructions in this section are specific for a component firmware upgrade as part of the Oracle Private
Cloud Appliance.
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Note

E Detailed information about firmware upgrades can be found in the XgOS User's
Guide (document ID: E53170). Refer to the section “System Image Upgrades”.
Caution

A It is recommended that you back up the current configuration of the Fabric

Interconnects prior to performing a firmware upgrade. Store the backup
configuration on another server and add a time stamp to the file name for future
reference.

For detailed information, refer to the section “Saving and Restoring Your
Configuration” in the XgOS User's Guide (document ID: E53170).

Upgrading the Fabric Interconnect Firmware
1. Log on to the master management node using SSH and an account with superuser privileges.

2. Copy the firmware package from the Oracle PCA software image to the Yum repository share.

root @vcamO05r1 ~]# cp /nfs/shared_storage/ ngnt _i mage/ firmware/ | B_gat eway/ \
OFIl / xsi go-4. 0. 12- XGOS. xpf [/ nfs/shared_st orage/ yum

3. Log on to one of the Fabric Interconnects as admin.

root @vcamO05r1 ~]# ssh adm n@92. 168. 4. 205
Passwor d:
Last login: Thu Cct 15 10:57:23 2015 from 192. 168. 4.4
Wl come to XgOS
Copyright (c) 2007-2012 Xsigo Systens, Inc. Al rights reserved.
Enter "help" for information on avail abl e conmands.
Enter the conmand "show system copyright" for I|icensing information
adm n@vcasw22r 1[ xsi go]

4, List the details of the current firmware version.
adm n@vcasw22r 1] xsi go] show system versi on

Build 3.9.4-XG0S - (buildsys) Thu Mar 19 03:25:26 UTC 2015
adm n@vcasw22r 1[ xsi go]

5. Check the master configuration and the state of the SubnetManager. Optionally run the additional
diagnostics command for more detailed information.

adm n@vcasw22r 1[ xsi go] show di agnostics sminfo

- SMis running on ovcasw22r 1

- SMLid 39

- SMcGuid 0x139702010017b4
- SM key 0x0

- SMpriority 0

- SM State MASTER

adm n@vcasw22r 1] xsi go] show di agnosti cs opensm param

penSM $ Current log level is 0x83
penSM $ Current smpriority is 0

pensSM $
OpenSM Ver si on : OpenSM 3.3.5
SM St at e . Master
SMPriority 0
SA State . Ready
Rout i ng Engi ne : m nhop

Loaded event plugins : <none>
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Perf Mgr state/sweep state : D sabl ed/ Sl eepi ng

MAD st at s

QPO MADs out st andi ng 0

QPO MADs outstanding (on wire) : O

QP0 MADs rcvd : 6323844
QP0 MADs sent : 6323676
QPO uni casts sent . 2809116
QPO unknown MADs rcvd 0

SA MADs out st andi ng 0

SA MADs rcvd : 120021107
SA MADs sent : 120024422
SA unknown MADs rcvd 0

SA MADs i gnored 0

Subnet fl ags

Sweepi ng enabl ed 1

Sweep interval (seconds) 10
Ignore existing Ifts 0

Subnet Init errors (0]

In sweep hop O 0

First time naster sweep 0

Comi ng out of standby 0

Known SMs

Port GUI D SM State Priority
0x139702010017b4 Mast er 0 SELF

0x139702010017c0 St andby 0

QpensM $
adm n@vcasw22r 1[ xsi go]

Start the system upgrade procedure.

adm n@vcasw22r 1[ xsi go] system upgrade
http://192. 168. 4. 100/ shar es/ export/ Yum xsi go- 4. 0. 12- XGOS. xpf f orcebaseos
Copyi ng. . .

L g g g g g g g gy
HHHHHHHHHH AR AR

[ 100%

You have begun to upgrade the system software.

Pl ease be aware that this will cause an |/ O service interruption
and the system nay be reboot ed.

The following software will be installed:

XgOS Operating System software including SCP Base CS
XgOS Front -panel software

XgOS Common Chassi s Managenment software on | OC

XgOS VNI C Manager and Agent software

XgOS VN10G and VN10x1G Manager and Agent software
XgOS VHBA and VHBA-2 Manager and Agent software

© e O Sy

. XgOS VHBA- 3 Manager and Agent software

10. XgOs VHBA 2x 8G FC Manager and Agent software
Are you sure you want to update the software (y/n)? vy
Runni ng verify scripts...

Runni ng preunpack scripts...

g g g g g g g g g g g g g g g
HHHHHHHHHH AR R R H
g g g g g g g g g g g g g g
HHHHHHHHHH AR AR AR AR AR R R AR H

Running preinstall scripts...
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Installing Base OS - please wait...

LABEL=/ dev/ uba /mt/usb vfat rw 0 O

Rootfs installation successful

The installer has determ ned that a reboot of the Base OS is required (HCA driver changed)
The installer has determ ned that a cold restart of the Director is necessary

Instal | i ng package. ..

Runni ng postinstall scripts...

Instal | ati on successful. Please stand by for CLI restart.

adm n@ owa[ xsi go] Rebooting OS. Please log in again in a couple of mnutes...

khkkkhhkhhhkhhkhhhhhhhhhhhhhhkhhhhkhhhkhkk

Xsigo systemis being shut down now

kkkkhhkhhhkhhkhhhhhhhkhhhhhhhkhhhhhkhhhkk

Connection to 192.168. 4. 204 cl osed.

After reboot, it takes approximately 10 minutes before you can log back in. The upgrade resets the
admin user's password to the default "adni n". It may take several attempts, but login with the default
password eventually succeeds.

Reconnect to the Fabric Interconnect to change the admin and root passwords back to the setting from
before the firmware upgrade.

Note
E When you log back in after the firmware upgrade, you may encounter messages
similar to this example:

Message from sysl ogd@vcasw22rl at Fri Jun 22 09: 49: 33 2018 ...
ovcasw22r1 systencontroller[2713]: [EMERG ims::|MsSService [ins::failedl oginattenpt]
user admn has tried to log on for 5 tinmes in a row w thout success !!

These messages indicate failed login attempts from other Oracle PCA
components. They disappear after you set the passwords back to their original
values.

Modify the passwords for users root and admin as follows:

adm n@vcasw22r 1[ xsi go] set system root - password
Admini strator's password: admin

New password: mnmyOri gi nal Root Passwor d

New password agai n: myOri gi nal Root Passwor d

adm n@vcasw22r 1[ xsi go] set user admi n -password
New password: nmyOrigi nal Adm nPasswor d
New password agai n: nmyOri gi nal Adm nPasswor d

Reconnect to the Fabric Interconnect to verify that the new firmware is running and to confirm that all
VNICs and vHBAs are in up/up state.

root @vcamO05r1 ~]# ssh adm n@92. 168. 4. 205

adm n@vcasw22r 1[ xsi go] show system versi on
Build 4.0.12- XG0S - (buildsys) Fri Jun 22 04:42:35 UTC 2018

adm n@vcasw22r 1[ xsi go] show di agnostics sminfo

- SMis running on ovcasw22r 1

- SMLid 39

- SM Guid 0x139702010017b4
- SM key 0x0

- SMpriority 0

- SM State MASTER

adm n@vcasw22r 1] xsi go] show vni ¢

name state mac- addr i paddr i f if-state
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et h4. ovcacn08r 1 up/ up 00: 13: 97: 59: 90: 11 0.0.0.0/32 mgnt _pvi (64539) up

et h4. ovcacn09r 1 up/ up 00: 13: 97: 59: 90: OD 0.0.0.0/32 mgnt _pvi (64539) up

et h4. ovcacnlOr 1 up/ up 00: 13: 97: 59: 90: 09 0.0.0.0/32 mgnt _pvi (64539) up

et h4. ovcacnlirl up/ up 00: 13: 97: 59: 90: 1D 0.0.0.0/32 mgnt _pvi (64539) up

et h4. ovcacnl2rl up/ up 00: 13: 97: 59: 90: 19 0.0.0.0/32 mgnt _pvi (64539) up

[...]

et h7. ovcacn29r1 up/ up 00: 13: 97: 59: 90: 28 0.0.0.0/32 5/1 up

et h7. ovcammO05r 1 up/ up 00: 13: 97: 59: 90: 04 0.0.0.0/32 4/ 1 up

et h7. ovcammO06r 1 up/ up 00: 13: 97: 59: 90: 08 0.0.0.0/32 5/1 up

40 records displ ayed

adm n@vcasw22r 1[ xsi go] show vhba

nane state fabric-state i f if-state wwnn

vhba03. ovcacn07r 1 up/ up down( Down) 12/1 down 50: 01: 39: 71: 00: 58: B1: OA
vhba03. ovcacn08r 1 up/ up down( Down) 3/1 down 50: 01: 39: 71: 00: 58: B1: 08
vhba03. ovcacn09r 1 up/ up down( Down) 12/1 down 50: 01: 39: 71: 00: 58: B1: 06
vhba03. ovcacnl0r 1 up/ up down( Down) 3/1 down 50: 01: 39: 71: 00: 58: B1: 04
[...]

vhba04. ovcacn29r 1 up/ up down( Down) 12/ 2 down 50: 01: 39: 71: 00: 58: B1: 13
vhba04. ovcamO05r 1 up/ up down( Down) 3/2 down 50: 01: 39: 71: 00: 58: B1: 01
vhba04. ovcamO6r 1 up/ up down( Down) 12/ 2 down 50: 01: 39: 71: 00: 58: B1: 03

20 records displ ayed

When the first Fabric Interconnect has completed the upgrade successfully and has come back online,
connect to the other Fabric Interconnect, with IP address 192.168.4.204, and execute the same
procedure.




Chapter 4 The Oracle Private Cloud Appliance Command Line
Interface (CLI)
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All Oracle Private Cloud Appliance (PCA) command line utilities are consolidated into a single command
line interface that is accessible via the management node shell by running the pca- adm n command
located at / usr/ shi n/ pca- adni n. This command is in the system path for the root user, so you
should be able to run the command from anywhere that you are located on a management node. The CLI
provides access to all of the tools available in the Oracle PCA Dashboard, as well as many that do not
have a Dashboard equivalent. The design of the CLI makes it possible to script actions that may need

to be performed more regularly, or to write integration scripts with existing monitoring and maintenance
software not directly hosted on the appliance.
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It is important to understand that the CLI, described here, is distinct from the Oracle VM Manager
command line interface, which is described fully in the Oracle VM documentation available at https://
docs.oracle.com/enl/virtualization/oracle-vm/3.4/cli/index.html.

In general, it is preferable that CLI usage is restricted to the active management node. While it is possible
to run the CLI from either management node, some commands are restricted to the active management
node and return an error if you attempt to run them on the passive management node.

4.1 CLI Usage

The Oracle PCA command line interface is triggered by running the pca- adnm n command. It can run
either in interactive mode (see Section 4.1.1, “Interactive Mode”) or in single-command mode (see
Section 4.1.2, “Single-command Mode”) depending on whether you provide the syntax to run a particular
CLI command when you invoke the command line interpreter.

The syntax when using the CLI is as follows:

PCA> Command Command_Tar get <Argunent s> Options
where:
» Command is the command type that should be initiated. For example | i st ;

» Command_Tar get is the Oracle PCA component or process that should be affected by the command.
For example managenent - node, conput e- node, t ask etc;

» <Ar gunent s> consist of positioning arguments related to the command target. For instance, when
performing a reprovisioning action against a compute node, you should provide the specific compute
node that should be affected as an argument for this command. For example: r epr ovi si on
conput e- node ovcacnllri;

» Opti ons consist of options that may be provided as additional parameters to the command to affect
its behavior. For instance, the | i st command provides various sorting and filtering options that can be
appended to the command syntax to control how output is returned. For example: | i st conput e-
node --filter-colum Provisioning _State --filter dead.See Section 4.1.3, “Controlling
CLI Output” for more information on many of these options.

The CLI includes its own internal help that can assist you with understanding the commands, command
targets, arguments and options available. See Section 4.1.4, “Internal CLI Help” for more information
on how to use this help system. When used in interactive mode, the CLI also provides tab completion to
assist you with the correct construction of a command. See Section 4.1.1.1, “Tab Completion” for more
information on this.

4.1.1 Interactive Mode

The Oracle PCA command line interface (CLI) provides an interactive shell that can be used for user-
friendly command line interactions. This shell provides a closed environment where users are able to enter
commands specific to the management of the Oracle PCA. By using the CLI in interactive mode, the user
can avail of features like tab completion to easily complete commands correctly. By default, running the
pca- adim n command without providing any additional parameters causes the CLI interpreter to run in
interactive mode.

It is possible to identify that you are in a CLI shell running in interactive mode as the shell prompt is
indicated by PCA>.

Example 4.1 An example of interactive mode usage of the CLI

# pca-admin
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Interactive Mode

Wel cone to PCA! Rel ease: 2.3.2

PCA>

PCA> | i st managenent - node

Managenent _Node | P_Address Provisioning_Status |LOM MAC Provi sioning_State Master
ovcamO5r 1 192. 168. 4. 3 RUNNI NG 00: 10: e0: 65: 30: 5f  runni ng Yes
ovcamO6r 1 192. 168. 4. 4 RUNNI NG 00: 10: e0: 65: 30: 65 runni ng None

2 rows displ ayed

St at us: Success
PCA> exit
#

To exit from the CLI when it is in interactive mode, you can use either the g, qui t, or exi t command, or
alternatively use the Ctrl+D key combination.

4.1.1.1 Tab Completion

The CLI supports tab-completion when in interactive mode. This means that pressing the tab key while
entering a command can either complete the command on your behalf, or can indicate options and
possible values that can be entered to complete a command. Usually you must press the tab key at least
twice to effect tab-completion.

Tab-completion is configured to work at all levels within the CLI and is context sensitive. This means that
you can press the tab key to complete or prompt for commands, command targets, options, and for certain
option values. For instance, pressing the tab key twice at a blank prompt within the CLI automatically lists
all possible commands, while pressing the tab key after typing the first letter or few letters of a command
automatically completes the command for you. Once a command is specified, pressing the tab key
indicates command targets. If you have specified a command target, pressing the tab key indicates other
options available for the command sequence. If you press the tab key after specifying a command option
that requires an option value, such as the - -fi | t er - col unm option, the CLI attempts to provide you with
the values that can be used with that option.

Example 4.2 Examples showing tab-completion

PCA> <t ab>

ECF create exit q rerun start
add del ete get qui t set st op
backup deprovi sion help renove shel | updat e
configure di agnose list reprovi sion show

PCA> |ist <tab>

conput e- node managenent - node net wor k- por t server-profile t enant - gr oup
config-error net wor k of m net wor k st orage- networ k updat e-task
| ock net wor k- card opus- port t ask wwpn- i nf o

PCA> | i st nxtab>anagenent - node

The <t ab> indicates where the user pressed the tab key while in an interactive CLI session. In the final
example, the command target is automatically completed by the CLI.

4.1.1.2 Running Shell Commands

It is possible to run standard shell commands while you are in the CLI interpreter shell. These can be run
by either preceding them with the shel | command or by using the ! operator as a shortcut to indicate that
the command that follows is a standard shell command. For example:

PCA> shel | date
Mon Jun 27 09:49: 50 UTC 2016
PCA> luptime > /tnp/uptinme-today
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PCA> Irm /tnp/ upti nme-today

4.1.2 Single-command Mode

The CLI supports 'single-command mode', which allows you to execute a single command from the shell
via the CLI and to obtain the output before the CLI exits back to the shell. This is particularly useful when
writing scripts that may interact with the CLI, particularly if used in conjunction with the CLI's JSON output
mode described in Section 4.1.3.1, “JSON Output”.

To run the CLI in single-command mode, simply include the full command syntax that you wish to execute
as parameters to the pca- adni n command.

An example of single command mode is provided below:

# pca-admin |ist conpute-node

Conput e_Node | P_Address Provi si oni ng_Status |LOM MAC Provi si oni ng_State
ovcacn08r 1 192.168. 4.9 RUNNI NG 00: 10: e0: 65: 2f : b7 runni ng
ovcacn28r1 192. 168. 4. 10 RUNNI NG 00: 10: e0: 62: 31: 81 runni ng
ovcacnlOr1 192.168. 4.7 RUNNI NG 00: 10: e0: 65: 2f : cf runni ng
ovcacn30r 1 192.168.4.8 RUNNI NG 00: 10: e0: 40: cb: 59 runni ng
ovcacnO7r1 192.168. 4. 11 RUNNI NG 00: 10: e0: 62: ca: 09 runni ng
ovcacn26r 1 192.168. 4. 12 RUNNI NG 00: 10: e0: 65: 30: f5 runni ng
ovcacn29r1 192.168. 4.5 RUNNI NG 00: 10: e0: 31: 49: 1d runni ng
ovcacn09r 1 192. 168. 4.6 RUNNI NG 00: 10: e0: 65: 2f : 3f runni ng

8 rows di spl ayed
St at us: Success

#

4.1.3 Controlling CLI Output

The CLI provides options to control how output is returned in responses to the various CLI commands
that are available. These are provided as additional options as the final portion of the syntax for a CLI
command. Many of these options can make it easier to identify particular items of interest through sorting
and filtering, or can be particularly useful when scripting solutions as they help to provide output that is
more easily parsed.

4.1.3.1 JSON Output

JSON format is a commonly used format to represent data objects in a way that is easy to machine-parse
but is equally easy for a user to read. Although JSON was originally developed as a way to represent
JavaScript objects, parsers are available for a wide number of programming languages, making it an ideal
output format for the CLI if you are scripting a custom solution that may need to interface directly with the
CLL.

The CLI returns its output for any command in JSON format if the - - j son option is specified when a
command is run. Typically this option may be used when running the CLI in single-command mode. An
example follows:

# pca-admin |ist conpute-node --json

"00: 10: e0: 65: 2f : b2": {
"name": "ovcacnO8r1",
"ilomstate": "running",
"ip": "192.168.4.5",
"tenant _group_nane": "Rackl_Server Pool ",
"state": "RUNNING',
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"net wor ks":
"ilommac":

"00: 10: e0: 62: ca: 04": {
"name": "ovcacnO7r1",
"ilomstate":
"ip": "192.168.4.6",
"t enant _group_nane":
"state": "RUNNING',
"net wor ks":
"ilommac":

"00: 10: e0: 62: 98: de": {
"name": "ovcacnO9r1",
"ilomstate":
"ip": "192.168.4.7",
"t enant _group_nane":
"state": "RUNNING',
"net wor ks":
"ilommac":

"00: 10: e0: 65: 2f : 8e": {
"name": "ovcacnlOr1",
"ilomstate":
"ip": "192.168.4.8",
"t enant _group_nane":
"state": "RUNNING',
"net wor ks":
"ilommac":

"vm private,
"00: 10: e0: 65: 2f : b7"

vm _publ i c_vl an,

"runni ng",

"mgnt _public_eth,
"00: 10: e0: 62: ca: 09"

"runni ng",

"vm private,
"00: 10: e0: 62: 98: e3"

vm _publ i c_vl an,

"runni ng",

"mgnt _public_eth,
"00: 10: e0: 65: 2f : 93"

mgmt _pvi, ngnt_public_eth"

"Rack1_Server Pool ",

vm _publ i c_vl an, vm private"

mgmt _pvi ,

"Rack1_Server Pool ",

mgmt _pvi ,

"Rack1_Server Pool ",

vm public_vlan, mgmt _pvi,

mgmt _publ i c_eth"

vm private"

In some cases the JSON output may contain more information than is displayed in the tabulated output
that is usually shown in the CLI when the - - j son option is not used. Furthermore, the keys used in the
JSON output may not map identically to the table column names that are presented in the tabulated output.

Sorting and filtering options are currently not supported in conjunction with JSON output, since these
facilities can usually be implemented on the side of the parser.

4.1.3.2 Sorting

Typically, when using the | i st command, you may wish to sort information in a way that makes it easier
to view items of particular interest. This is achieved using the - - sort ed- by and - - sor t ed- or der
options in conjunction with the command. When using the - - sor t ed- by option, you must specify the
column name against which the sort should be applied. You can use the - - sort ed- or der option to
control the direction of the sort. This option should be followed either with ASC for an ascending sort, or
DES for a descending sort. If this option is not specified, the default sort order is ascending.

For example, to sort a view of compute nodes based on the status of the provisioning for each compute

node, you may do the following:

PCA> | i st conpute-node --sorted-by Provisioning_State --sorted-order ASC

Conput e_Node | P_Address Provi si oni ng_Status |LOM MAC Pr ovi
ovcacn08r 1 192. 168. 4.9 RUNNI NG 00: 10: e0: 65: 2f : b7 dead
ovcacn28r 1l 192.168. 4. 10 RUNNI NG 00: 10: e0: 62: 31: 81 initi
ovcacnlOr 1 192.168. 4.7 RUNNI NG 00: 10: e0: 65: 2f : cf initi
ovcacn30r 1 192. 168. 4. 8 RUNNI NG 00: 10: e0: 40: cb: 59 runni
ovcacnO7r 1 192.168.4.11 RUNN NG 00: 10: e0: 62: ca: 09 runni
ovcacn26r 1l 192.168.4.12 RUNN NG 00: 10: e0: 65: 30: f5 runni
ovcacn29r 1 192.168.4.5 RUNNI NG 00: 10: e0: 31: 49: 1d runni
ovcacn09r 1 192. 168. 4.6 RUNNI NG 00: 10: e0: 65: 2f : 3f runni

i sioning_State

ializing_stage wait_for_hnp
ializing_stage wait_for_hnp
i ng
i ng
i ng
i ng

ng
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8 rows di spl ayed

St at us: Success

Note that the - - sor t ed- by option is case sensitive, but you can use tab-completion to easily obtain the
options for different column names. See Section 4.1.1.1, “Tab Completion” for more information.

4.1.3.3 Filtering

Some tables may contain a large number of rows that you are not interested in, to limit the output to items
of particular interest you can use the filtering capabilities that are built into the CLI. Filtering is achieved
using a combination of the - -filter-columand--filter options. The--filter-col umm option
must be followed by specifying the column name, while the - - fi | t er option is followed with the specific
text that should be matched to form the filter. The text that should be specified fora--filter may
contain wildcard characters. If that is not the case, it must be an exact match. Filtering does not currently
support case insensitivity, regular expressions or partial matches.

For example, to view only the compute nodes that have a Provisioning state equivalent to ‘dead’, you could
use the following filter:

PCA> | i st conpute-node --filter-colum Provisioning_State --filter dead

Conput e_Node | P_Address Provi si oni ng_Status |LOM MAC Provi si oni ng_State
ovcacn09r 1 192. 168. 4. 10 DEAD 00: 10: e0: Of : 55: cb dead
ovcacnllril 192. 168. 4.9 DEAD 00: 10: e0: Of : 57: 93 dead
ovcacnl4r1 192.168. 4.7 DEAD 00: 10: e0: 46: 9e: 45 dead
ovcacn36r 1 192.168.4.11 DEAD 00: 10: e0: Of : ba: 9f dead

4 rows displ ayed

Status: Success

Note that the - - fi | t er - col unn option is case sensitive, but you can use tab-completion to easily obtain
the options for different column names. See Section 4.1.1.1, “Tab Completion” for more information.

4.1.4 Internal CLI Help

The CLI includes its own internal help system. This is triggered by issuing the hel p command:

PCA> hel p

Docurent ed conmands (type hel p <topic>)

add create di agnose i st rerun start
backup del ete get renmove set st op
configure deprovision help reprovi sion show update

Undocunent ed commands

EOF exit q quit shel

The help system displays all of the available commands that are supported by the CLI. These are
organized into 'Documented commands' and 'Undocumented commands'. Undocumented commands are
usually commands that are not specific to the management of the Oracle PCA, but are mostly discussed
within this documentation. Note that more detailed help can be obtained for any documented command by
appending the name of the command to the hel p query. For example, to obtain the help documentation
specific to the list command, you can do the following:

PCA> hel p |i st
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Usage: pca-adnmin |ist <Conmand Target> [ OPTS]

Command Tar get s:

conput e- node Li st conputer node.
confi g-error Li st configuration errors.
| ock Li st I ock.
managenent - node Li st managenment node.
net wor k Li st net bundl e net works.
net wor k- card Li st network card.
net wor k- port Li st network port.
of m net wor k Li st OFM net wor ks.
opus- port Li st OPUS port.
server-profile Li st server profile.
st or age- net wor k Li st storage networks.
task Li st task.
t enant - gr oup Li st tenant-group.
updat e- t ask Li st update task.
wwpn- i nf o Li st wwpn i nfo.
Opt i ons:
--json Di splay the output in json format.
--less Di spl ay output in the |ess pagi nati on node.
--nore Di spl ay output in the nore pagi nati on node.

--tee=QUTPUTFI LENAME Export output to a file.
--sorted-by=SORTEDBY Sorting the table by a col um.
--sort ed- or der =SORTEDORDER

Sorting order.
--filter-col um=FI LTERCOLUWN

Tabl e col um that needs to be filtered.
--filter=FI LTER filter criterion

You can drill down further into the help system for most commands by also appending the command target
onto your hel p query:

PCA> hel p reprovision conput e-node

Usage:
reprovi si on conput e-node <conpute node nane> [options]

Exanpl e:
reprovi si on conput e-node ovcacnllirl

Descri pti on:
Repr ovi si on a conput e node.

Finally, if you submit a help query for something that doesn't exist, the help system generates an error and
automatically attempts to prompt you with alternative candidates:

PCA> |ist ta
Status: Failure
Error Message: Error (M SSING TARGET _000): M ssing command target for command: |ist.

Command targets can be: ['update-task', 'config-error', 'nanagenent-node', 'lock',
'network-port', 'server-profile', 'tenant-group', 'storage-network', 'opus-port', 'task',
' conput e-node', 'of mnetwork', 'wwn-info', 'network-card', 'network'].

4.2 CLI Commands
This section describes all of the documented commands available via the CLI.
4.2.1 add compute-node

Adds a compute node to an existing tenant group. To create a new tenant group, see Section 4.2.9, “create
tenant-group”.
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Syntax
add conput e- node node t enant - group-nane [--json][--less][--nmore][--
t ee=OQUTPUTFI LENAME ]
where t enant - gr oup- nane is the name of the tenant group you wish to add one or more compute nodes
to, and node is the name of the compute node that should be added to the selected tenant group.
Description
Use the add conput e- node command to add the required compute nodes to a tenant group you created.
If a compute node is currently part of another tenant group, it is first removed from that tenant group. If
custom networks are already associated with the tenant group, the newly added server is connected to
those networks as well. Use the command add net wor k-t o-t enant - gr oup to associate a custom
network with a tenant group.
Options
The following table shows the available options for this command.
Option Description
--json Return the output of the command in JSON format
--less Return the output of the command one screen at a time
for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.
--nore Return the output of the command one screen at a time
for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.
- -t ee=OUTPUTFI LENAVE When returning the output of the command, also write it to the
specified output file.
Examples

Example 4.3 Adding a Compute Node to a Tenant Group
PCA> add conput e- node ovcacn09r1 nyTenant G oup

The job for sync networks and pool policies for the tenant group nyTenant G oup has been submtted.
Pl ease | ook into "/var/log/ovca.log" and "/var/l og/ovca-sync.|log" to nonitor the progress.

Status: Success

4.2.2 add network

Connects a server node to an existing network. To create a new custom network, see Section 4.2.8,
“create network”.

Syntax
add networ k net wor k- name node [--json][--1ess][--nmore][--tee=0OUTPUTFI LENAME ]

where net wor k- nane is the name of the network you wish to connect one or more servers to, and node
is the name of the server node that should be connected to the selected network.
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Description

Use the add net wor k command to connect the required server nodes to a custom network you created.
When you set up custom networks between your servers, you create the network first, and then add the
required servers to the network. Use the cr eat e net wor k command to configure additional custom

networks.

Options

The following table shows the available options for this command.

Option Description

--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time
for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time

for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=QUTPUTFI LENAMVE

When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.4 Connecting a Compute Node to a Custom Network

PCA> add networ k MyNetwor k ovcacn09r 1

Status: Success

4.2.3 add network-to-tenant-group

Associates a custom network with an existing tenant group. To create a new tenant group, see
Section 4.2.9, “create tenant-group”. To create a new custom network, see Section 4.2.8, “create network”.

Syntax

add networ k-t o-tenant-group network-nanetenant-group-nane[--json][--less][--

nore][--tee=QUTPUTFI LENAME ]

where net wor k- nane is the name of an existing custom network, and t enant - gr oup- nane is the name
of the tenant group you wish to associate the custom network with.

Description

Use the add net wor k-t o-t enant - gr oup command to connect all member servers of a tenant group to
a custom network. The custom network connection is configured when a server joins the tenant group, and
unconfigured when a server is removed from the tenant group.

Consequently, even though output is returned and you regain control of the CLI,
certain operations continue to run for some time.

Note
@ This command involves verification steps that are performed in the background.
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Options

The following table shows the available options for this command.

Option Description
--json Return the output of the command in JSON format
--less Return the output of the command one screen at a time

for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time
for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=QUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.5 Associating a Custom Network with a Tenant Group

PCA> add networ k-t o-tenant-group nyPublicNetwork nyTenant G oup
Status: Success

4.2.4 add server

Adds a server to an existing tenant group. This command will be deprecated in the future, and replaced
with the add conput e- node command. For details, see Section 4.2.1, “add compute-node”.

Syntax

add server nodetenant-group-name[--json][--less][--nore][--tee=CUTPUTFI LENAVE
]

where t enant - gr oup- nane is the name of the tenant group you wish to add one or more servers to, and
node is the name of the server node that should be added to the selected tenant group.

4.2.5 backup

Triggers a manual backup of the Oracle Private Cloud Appliance.

Note
@ The backup command can only be executed from the active management node; not
from the standby management node.

Syntax
backup[--json][--less][--nmore][--tee=0QUTPUTFI LENAME ]
Description

Use the backup command to initiate a backup task outside of the usual cron schedule. The backup task
performs a full backup of the Oracle PCA as described in Section 1.6, “Oracle Private Cloud Appliance
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Backup”. The CLI command does not monitor the progress of the backup task itself, and exits immediately
after triggering the task, returning the task ID, its initial status, its progress and start time. This command
must only ever be run on the active management node.

You can use the show t ask command to view the status of the task after you have initiated the backup.
See Example 4.42, “Show Task” for more information.

Options

The following table shows the available options for this command.

Option Description
--json Return the output of the command in JSON format
--less Return the output of the command one screen at a time

for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time
for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=0OUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.6 Running a backup task
PCA> backup
The backup job has been submtted. Use "show task <task id>" to nonitor the progress.

Task_I D Status Progress Start_Ti me Task_Nane

341e7bc74f 339c  RUNNI NG None 06-27-2016 09:59: 36 backup

1 row di spl ayed

Status: Success

4.2.6 configure vhbas

Configures vHBAs on compute nodes.

Syntax
configure vhbas {ALL |node}[--json][--less][--nore][--tee=0QUTPUTFI LENAME ]
where node is the compute node name for the compute node for which the vHBAs should be configured,
and ALL refers to all compute nodes provisioned in your environment.

Description

This command creates the default virtual host bus adapters (VHBAS) for fibre channel connectivity, if they
do not exist. Each of the four default vVHBAs corresponds with a bond on the physical server. Each vHBA
connection between a server node and Fabric Interconnect has a unique mapping. Use the conf i gur e
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vhbas command to configure the virtual host bus adapters (vHBA) on all compute nodes or a specific
subset of them.

Options

The following table shows the available options for this command.

Option Description

ALL | node Configure vHBAs for all compute nodes or for one or more
specific compute nodes.

--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time

for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time
for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=OUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.7 Configuring the vHBAS for Specific Compute Nodes

PCA> configure vhbas ovcacnllrl ovcacnl4rl

Conput e_Node St at us
ovcacnl4rl Succeeded
ovcacnlilrl Succeeded

2 rows displ ayed
Status: Success

4.2.7 create lock

Imposes a lock on certain appliance functionality.

Caution
A I Never use locks without consultation or specific instructions from Oracle Support.
Syntax
create lock {all _provisioning]|database|install |manufacturing|provisioning|
servicel}[--json][--less][--nore][--tee=QUTPUTFI LENAME ]
Description
Use the cr eat e | ock command to temporarily disable certain appliance-level functions. The lock types
are described in the Options.
Options

The following table shows the available options for this command.
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Option

Description

al | _provi sioning

Suspend all management node updates and compute node
provisioning. Running tasks are completed and stop before the
next stage in the process.

A daemon checks for locks every few seconds. Once the lock
has been removed, the update or provisioning processes
continue from where they were halted.

dat abase Impose a lock on the databases during the management node
update process. The lock is released after the update.
install Placeholder lock type. Currently not used.

manuf act uri ng

For usage in manufacturing.

This lock type prevents the first boot process from initiating
between reboots in the factory. As long as this lock is active,
the ovca service does not start.

provi si oni ng

Prevent compute node provisioning. If a compute node
provisioning process is running, it stops at the next stage.

A daemon checks for locks every few seconds. Once the lock
has been removed, all nodes advance to the next stage in the
provisioning process.

service Placeholder lock type. Behavior is identical to manufacturing
lock.

--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time
for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time

for easy viewing, as with the nor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=QUTPUTFI LENAME

When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.8 Imposing a Provisioning Lock

PCA> create | ock provisioning
St atus: Success

4.2.8 create network

Syntax

Creates a new custom network, private or public, at the appliance level. See Section 2.7, “Network

Customization” for detailed information.

create network networ k-name {rack_i nternal _network | external _network'ports' |
host _network ' ports' prefix netmask [route-destinationgateway] }[--json][--less]]

--nore][--tee=CQUTPUTFI LENAME ]
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Options

where net wor k- nane is the name of the custom network you wish to create.

If the network type is ext er nal _net wor k, then the Fabric Interconnect ports where the network
terminates must also be specified as ' ports'.

If the network type is host _net wor k, then additional arguments are expected. The subnet arguments are
mandatory; the routing arguments are optional.

» prefi x: defines the fixed part of the host network subnet, depending on the netmask

* net mask: determines which part of the subnet is fixed and which part is variable

e [route-destination]:the external network location reachable from within the host network, which
can be specified as a single valid IPv4 address or a subnet in CIDR notation.

* [ gat eway] : the IP address of the gateway for the static route, which must be inside the host network

subnet

The IP addresses of the hosts or physical servers are based on the prefix and netmask of the host
network. The final octet is the same as the corresponding internal management IP address. The routing
information from the create network command is used to configure a static route on each compute node

that joins the host network.

The following table shows the available options for this command.

Option

Description

{rack_i nternal _network |
ext ernal _network | host _net work }

The type of custom network to create. The options are:
< a network internal to the rack
» a network with external connectivity

« a network with external connectivity, accessible for physical
hosts

external _network ' ports'

To create a custom network with external connectivity, you
must specify the ports on the Fabric Interconnect as well. Ports
are identified by their /O module number and port number,
separated by a colon. Put the port identifiers between quotes
as a space-separated list, for example: ' 4: 2 5: 2" .

host _network ' ports' prefix
net mask [ rout e- desti nation
gat eway]

To create a custom host network, you must specify the ports
on the Fabric Interconnect as with an external network. Ports
are identified by their /O module number and port number,
separated by a colon. Put the port identifiers between quotes
as a space-separated list, for example: ' 4: 2 5: 2" .

In addition, the host network requires arguments for its subnet.
The routing arguments are optional. All four arguments are
explained in the Syntax section above.

--json

Return the output of the command in JSON format

--less

Return the output of the command one screen at a time

for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.
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Option Description

--nore Return the output of the command one screen at a time
for easy viewing, as with the nor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=OUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.9 Creating an Internal Custom Network

PCA> create network M/PrivateNetwork rack_internal _network
Status: Success

Example 4.10 Creating a Custom Network with External Connectivity

PCA> create network M/PublicNetwork external _network '4:2 5:2'
St at us: Success

Note

@ If, instead of using the CLI interactive mode, you create a network in a single CLI
command from the Oracle Linux prompt, you must escape the quotation marks
to prevent bash from interpreting them. Add a backslash character before each
guotation mark:

# pca-adnmin create network MyPublicNetwork external _network \'4:2 5:2\'

4.2.9 create tenant-group

Creates a new tenant group. With the tenant group, which exists at the appliance level, a corresponding
Oracle VM server pool is created. See Section 2.8, “Tenant Groups” for detailed information.

Syntax
create tenant-grouptenant-group-name[--json][--less][--nore][--
t ee=OQUTPUTFI LENAME ]
where t enant - gr oup- nane is the name of the tenant group — and server pool — you wish to add to the
environment.
Description
Use the creat e t enant - gr oup command to set up a new placeholder for a separate group of compute
nodes. The purpose of the tenant group is to group a number of compute nodes in a separate server
pool. When the tenant group exists, add the required compute nodes using the add conput e- node
command. If you want to connect all the members of a server pool to a custom network, use the command
add networ k-t o-tenant-group.
Options
The following table shows the available options for this command.
Option Description
--json Return the output of the command in JSON format
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Option Description

--less Return the output of the command one screen at a time

for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time
for easy viewing, as with the nmor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=OUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.11 Creating a Tenant Group
PCA> create tenant-group nmyTenant G oup
Status: Success

4.2.10 delete config-error

The del ete confi g-error command can be used to delete a failed configuration task from the
configuration error database.

Syntax

delete config-errorid[--confirm][--force][--]json][--less][--noDre]]|--
t ee=QUTPUTFI LENAME ]

where i d is the identifier for the configuration error that you wish to delete from the database.

Description

Use the del et e confi g- error command to remove a configuration error from the configuration error
database. This is a destructive operation and you are prompted to confirm whether or not you wish to
continue, unless you use the - - conf i r mflag to override the prompt.

Once a configuration error has been deleted from the database, you may not be able to re-run the
configuration task associated with it. To obtain a list of configuration errors, use the | i st confi g-error
command. See Example 4.32, “List All Configuration Errors” for more information.

Options

The following table shows the available options for this command.

Option Description

--confirm Confirm flag for destructive command. Use this flag to disable
the confirmation prompt when you run this command.

--force Force the command to be executed even if the target is in an
invalid state. This option is not risk-free and should only be
used as a last resort.

--json Return the output of the command in JSON format
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Option Description

--less Return the output of the command one screen at a time

for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time
for easy viewing, as with the nmor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=OUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.12 Removing a Configuration Error

PCA> del ete config-error 87

L o R R R

WARNING !'!'l THIS I S A DESTRUCTI VE OPERATI ON.

L R R R

Are you sure [y/N:y
St at us: Success

4.2.11 delete lock

Removes a lock that was previously imposed on certain appliance functionality.

Syntax

del ete [ ock {all _provi sioning|database|install |manufacturing|provisioning]|

service}[--confirm][--force][--json][--less][--nmore][--tee=0OUTPUTFI LENAME ]
Description

Use the del et e | ock command to re-enable the appliance-level functions that were locked earlier.
Options

The following table shows the available options for this command.

Option Description

{all _provisioning|dat abase The type of lock to be removed.

|install | manufacturing|

provi si oni ng | service} For a description of lock types, see Section 4.2.7, “create lock”.
--confirm Confirm flag for destructive command. Use this flag to disable

the confirmation prompt when you run this command.

--force Force the command to be executed even if the target is in an
invalid state. This option is not risk-free and should only be
used as a last resort.

--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time

for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.
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Option Description

--nore Return the output of the command one screen at a time
for easy viewing, as with the nor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=OUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.13 Unlocking Provisioning

PCA> del ete | ock provi sioning

khkkhkkhkkhkkhkkhkhkhhhhhkhkhhkhkhhkhkhkhkhkhkhkhkhkhkhkhkhkkhkhkhkkhkhkhkhkkhkkkhkkkkkkkkkkkkkkk*k*k*x*%x

WARNING !'!'! THIS | S A DESTRUCTI VE OPERATI ON.

IR R SR EEEEEEEEEEEEEEEEEEEEEEEEEREEEEEEEEEESEEEERESEESEESEEEE RS ESEESEE]
Are you sure [y/N:y

Status: Success

4.2.12 delete network

Deletes a custom network. See Section 2.7, “Network Customization” for detailed information.

Syntax
del et e networ k network-nanme [--confirm][--force][--json][--less][--nmore][--
t ee=QUTPUTFI LENAME ]
where net wor k- nane is the name of the custom network you wish to delete.

Description
Use the del et e net wor k command to remove a previously created custom network from your
environment. This is a destructive operation and you are prompted to confirm whether or not you wish to
continue, unless you use the - - conf i r mflag to override the prompt.
A custom network can only be deleted after all servers have been removed from it. See Section 4.2.20,
“remove network”.
Default Oracle PCA networks are protected and any attempt to delete them will fail.

Options

The following table shows the available options for this command.

Option Description

--confirm Confirm flag for destructive command. Use this flag to disable
the confirmation prompt when you run this command.

--force Force the command to be executed even if the target is in an
invalid state. This option is not risk-free and should only be
used as a last resort.

--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time
for easy viewing, as with the | ess command on the Linux
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Option Description

command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time
for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=OUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.14 Deleting a Custom Network

PCA> del ete network M/Networ k

khkkhkkhkkhkkhkkhkkhkkhkkhkkhkhkhkhkkhkhkkhkkhkhkkhkhkhkhkhkkhkhkhkkhkkhkkhkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkkkkkkkkkkkkkkkkk**x*%x

WARNING !'!I'l THIS IS A DESTRUCTI VE OPERATI ON.

khkkhkkhkkhkkhkkhkkhkkhkkhkhkkhkhkhkkhkhkhkhkhkhkkhkhkhkhkkhkhkkhkhkkhkkhkhkkhkkhkkhkkhkkhkkhkkhkkkkhkkkkkhkkkkkkkkkkkkk*k*x*%x

Are you sure [y/N:y
Status: Success

Example 4.15 Attempting to Delete a Default Network
PCA> del ete network vm private
Status: Failure

Error Message: Error (NETWORK 003): Exception while deleting network: vmprivate.
[" I NVALI D_NAME_002: Invalid Network name: vmprivate. Nane is reserved.']

4.2.13 delete task

The del et e command can be used to delete a task from the database.

Syntax
delete taskid[--confirm][--force][--]json][--less][--nore][--
t ee=OUTPUTFI LENAME ]
where i d is the identifier for the task that you wish to delete from the database.

Description
Use the del et e t ask command to remove a task from the task database. This is a destructive operation
and you are prompted to confirm whether or not you wish to continue, unless you use the - - conf i r mflag
to override the prompt.

Options

The following table shows the available options for this command.

Option Description

--confirm Confirm flag for destructive command. Use this flag to disable
the confirmation prompt when you run this command.

--force Force the command to be executed even if the target is in an
invalid state. This option is not risk-free and should only be
used as a last resort.
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Option Description
--json Return the output of the command in JSON format
--less Return the output of the command one screen at a time

for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time
for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=OUTPUTFI LENAME When returning the output of the command, also write it to the

specified output file.

Examples

Example 4.16 Removing a Task

PCA> del ete task 341le7bc74f 339c

LR R R R R R R R R R R R E R EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE R

WARNING !'!'! THIS | S A DESTRUCTI VE OPERATI ON.

IR R S R R R RS R E R R R RS RS R R R R RS R R R RS R R R R SRR R SRR R EEREEREEEEEREEEEEEE]
Are you sure [y/N:y

Status: Success

4.2.14 delete tenant-group

Deletes a tenant group. The default tenant group cannot be deleted. See Section 2.8, “Tenant Groups” for
detailed information.

Syntax
del ete tenant-grouptenant-group-name[--confirm][--force][--json][--less][--
nore][--tee=CUTPUTFI LENAME ]
where t enant - gr oup- nane is the name of the tenant group — and server pool — you wish to add to the
environment.

Description
Use the del et e t enant - gr oup command to remove a previously created, non-default tenant group
from your environment. All servers must be removed from the tenant group before it can be deleted. When
the tenant group is deleted, the server pool file system is removed from the internal ZFS storage and the
virtual IP address becomes available for re-use by another tenant group.
This is a destructive operation and you are prompted to confirm whether or not you wish to continue,
unless you use the - - conf i r mflag to override the prompt.

Options

The following table shows the available options for this command.

Option Description

--confirm Confirm flag for destructive command. Use this flag to disable
the confirmation prompt when you run this command.
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Option

Description

--force

Force the command to be executed even if the target is in an
invalid state. This option is not risk-free and should only be
used as a last resort.

--json

Return the output of the command in JSON format

--less

Return the output of the command one screen at a time

for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore

Return the output of the command one screen at a time
for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=QUTPUTFI LENAME

When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.17 Deleting a Tenant Group

PCA> del et e tenant-group nyTenant G oup

EE R R R R

WARNING !'!'l THIS IS A DESTRUCTI VE OPERATI ON.

L R R R R

Are you sure [y/N:y

Status: Success

4.2.15 deprovision compute-node

Cleanly removes a previously provisioned compute node's records in the various configuration databases.
A provisioning lock must be applied in advance, otherwise the node is reprovisioned shortly after

deprovisioning.

Syntax
deprovi si on conput e- node conput e- node-nane [--confirm][--force][--json][--less]
[--nmore][--tee=QUTPUTFI LENAME ]
where conput e- node- nane is the name of the compute node you wish to remove from the appliance
configuration.

Description

Use the depr ovi si on conput e- node command to take an existing compute node out of the appliance
in such a way that it can be repaired or replaced, and subsequently rediscovered as a brand new
component. The compute node configuration records are removed cleanly from the system.

& |

Caution

For deprovisioning to succeed, the compute node ILOM password must be the
default Welcomel. If this is not the case, the operation may result in an error. This
also applies to reprovisioning an existing compute node.

By default, the command does not continue if the compute node contains running VMs. The correct
workflow is to impose a provisioning lock before deprovisioning a compute node, otherwise it is
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Options

rediscovered and provisioned again shortly after deprovisioning has completed. When the appliance is
ready to resume its normal operations, release the provisioning lock again. For details, see Section 4.2.7,
“create lock” and Section 4.2.11, “delete lock”.

This is a destructive operation and you are prompted to confirm whether or not you wish to continue,
unless you use the - - conf i r mflag to override the prompt.

The following table shows the available options for this command.

Option Description

--confirm Confirm flag for destructive command. Use this flag to disable
the confirmation prompt when you run this command.

--force Force the command to be executed even if the target is in an
invalid state. This option is not risk-free and should only be
used as a last resort.

--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time
for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time

for easy viewing, as with the nor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=QUTPUTFI LENAME

When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.18 Deprovisioning a Compute Node

deprovi si on conput e- node ovcacn29r1

kkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkhkhkhkkhkhkhkkhkhkkhkhkkhkhkhkhkhkkhkkhkkhkkhkhkkhkkhkhkkhkkhkkhkkkhkkhkkkkkkkkkkkkkkkkkkk*x*%x

WARNING !'!I'l THIS IS A DESTRUCTI VE OPERATI ON.

kkhkkhkkhkkhkkhkkhkkhkkhkhkkhkkhkkhkhkhkhkkhkhkkhkhkhkkhkkhkkhkkhkhkkhkkhkkhkkhkhkkhkkhkkhkkhkkhkkhkkhkkhkkkhkkkkkkkkkkkkkkkkkk*x*%x

Are you sure [y/N:y
Shutting down dhcpd:
Starting dhcpd:
Shutting down dnsmasq:
Starting dnsmasq:

Status: Success

4.2.16 diagnose

Syntax

2222

Performs various diagnostic checks against the Oracle Private Cloud Appliance for support purposes.

di agnose {il om|software | hardware |rack-nmonitor }[--json][--less][--nore][--

t ee=OUTPUTFI LENAME ]

The following table describes each possible target of the di agnose command.
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Command Target

Information Displayed

ilom The i | omdiagnostic checks that the ILOM for
each component is accessible on the management
network.

software The sof t war e diagnostic triggers the Oracle PCA
software acceptance tests.

hardware The har dwar e diagnostic has two further options:

» The r ack option displays status information for
rack components that were pingable at least once
in the lifetime of the rack. The command output is
real-time information.

If required, the results can be filtered by
component type (cn, ilom, mn, etc.) Use tab
completion to see all component types available.

e The r eset option must be followed by a
component host name. The command resets the
event counters in the monitor database to zero for
the component in question.

If a component is or was in critical state, the
reset command re-enables monitoring for that
component.

rack-monitor

The r ack- noni t or diagnostic checks for errors
that may have been registered by the monitor
service. Optionally these can be filtered per
component category.

If required, the results can be filtered by component
type (cn, ilom, mn, etc.) Use tab completion to see
all component types available.

Description

Options

Use the di agnose command to initiate a diagnostic check of various components that make up Oracle

PCA.

A large part of the diagnostic information is stored in the inventory database and the monitor database.
The inventory database is populated from the initial rack installation and keeps a history log of all the rack
components. The monitor database stores rack component events detected by the monitor service. Some
of the diagnostic commands are used to display the contents of these databases.

The following table shows the available options for this command.

Option Description

--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time
for easy viewing, as with the | ess command on the Linux
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Option Description

command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time
for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=OUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.19 Running the ILOM Diagnostic

PCA> di agnose il om

Checking ILOM health............ pl ease wait..

| P_Addr ess St at us Health_Detail s

192. 168. 4. 129 Not Connect ed

192. 168. 4. 128 Not Connect ed

192. 168. 4. 127 Not Connect ed

192. 168. 4. 126 Not Connect ed

192. 168. 4. 125 Not Connect ed

192. 168. 4. 124 Not Connect ed

192. 168. 4. 123 Not Connect ed

192. 168. 4. 122 Not Connect ed

192. 168. 4. 121 Not Connect ed

192. 168. 4. 120 Not Connect ed

192.168.4.101 K

192.168.4.102 K

192. 168. 4. 105 Faul ty Mon Nov 25 14:17:37 2013 Power PS1 (Power Supply 1)
A loss of ACinput to a power supply has occurred.
(Probability: 100, UUI D: 2clec5fc-ffa3-c768-e602-cal2b86e3eal,
Part Nunber: 07047410, Serial Nunber: 476856F+1252CE027X,
Ref erence Docunent: http://wwm. sun. com nsg/ SPX86- 8003- 73)

192.168.4.107 K

192.168.4.106 K

192.168.4.109 K

192.168.4.108 K

192.168.4.112 K

192. 168. 4. 113 Not Connect ed

192.168.4.110 K

192.168.4.111 K

192. 168. 4. 116 Not Connect ed

192. 168. 4. 117 Not Connect ed

192. 168. 4. 114 Not Connect ed

192. 168. 4. 115 Not Connect ed

192. 168. 4. 118 Not Connect ed

192. 168. 4. 119 Not Connect ed

27 rows di spl ayed

St at us: Success

Example 4.20 Running the Software Diagnostic

PCA> di agnose software
PCA Sof tware Acceptance Test runner utility

Test - 883 - Conpute node xsigo VHBA Acceptance [ PASSED]

Test - 882 - Mynt node xsigo VHBA Accept ance [ PASSED]

Test - 881 - Automate checking XSI GO PVI HA feature Acceptance [ PASSED]
Test - 1083 - Mgmt node xsigo network interface Acceptance [ PASSED]
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Test - 701 - OpenSSL CVE-2014- 0160 Heartbl eed bug Acceptance [ PASSED]
Test - 1300 - Al conpute nodes runni ng Acceptance [ PASSED]

Test - 1078 - Test for ovs-agent service on CNs Acceptance [PASSED]

Test - 1079 - Test for shares nounted on CNs Acceptance [ PASSED]

Test - 799 - Check PCA DBs exi st Acceptance [ PASSED|

Test - 1117 - Network interfaces check Acceptance [ PASSED|

Test - 1316 - PCA versi on Acceptance [ PASSED|

Test - 1318 - Check support packages in PCA i mage Acceptance [ PASSED]
Test - 964 - Bash Code Injection Vulnerability bug Acceptance [ PASSED]
Test - 785 - PCA package Acceptance [ PASSED|

Test - 966 - Check Oracle VM 3.4 xen security update Acceptance [ PASSED]
Test - 787 - Shared Storage Acceptance [ PASSED]

Test - 906 - Check OVM manager version Acceptance [ PASSED]

Test - 904 - Check managenment nodes runni ng Acceptance [ PASSED]

Test - 962 - Managenent Nodes have | Pv6 di sabl ed [ PASSED]

Test - 909 - |PolB is configuration on conpute nodes Acceptance [PASSED]
Test - 788 - PCA services Acceptance [ PASSED|

Test - 789 - PCA config file Acceptance [PASSED]

Test - 928 - Repositories defined in OVM nanager Acceptance [ PASSED]
Test - 1107 - Conpute node xsigo network interface Acceptance [ PASSED|
Test - 824 - OVYM manager settings Acceptance [ PASSED]

Test - 822 - Conpute node network interface Acceptance [ PASSED]

Test - 926 - Networks defined in OVM manager for CNs Acceptance [ PASSED]
Test - 927 - OVM server nodel Acceptance [ PASSED|

St at us: Success

4.2.17 get log

Retrieves the log files from the selected components and saves them to a temporary directory.

Note
@ Currently the Oracle Fabric Interconnect F1-15 is the only target component
supported with this command.

Syntax
get | ogconponent [--confirm][--json][--less][--nore][--tee=QUTPUTFI LENAME ]
where conponent is the identifier of the rack component from which you want to retrieve the log files.

Description
Use the get | og command to collect the log files of a given rack component or set of rack components of
a given type. The command output indicates where the log files are saved: this is a the temporary directory
on the management node where you run the command. From this location you can examine the logs or
copy them to your local system so they can be included in your communication with Oracle.

Options

The following table shows the available options for this command.

Option Description
--json Return the output of the command in JSON format
--less Return the output of the command one screen at a time

for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.
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Option Description

--nore Return the output of the command one screen at a time
for easy viewing, as with the nor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=OUTPUTFI LENAME When returning the output of the command, also write it to the

specified output file.

Examples

Example 4.21 Collecting the Log Files from the Fabric Interconnects

Note that the CLI uses 'xsigo' as the internal alias for an Oracle Fabric Interconnect F1-15.

PCA> get | og xsigo
Log files to be found: /tnp/xsigo-I|og*
St at us: Success

4.2.18 list

Syntax

The | i st command can be used to list the different components and tasks within the Oracle PCA. The
output displays information relevant to each component or task. Output from the list command is usually
tabulated so that different fields appear as columns for each row of information relating to the command
target.

list {conpute-node|config-error |l ock |nanagenent - node | net wor k | net wor k-

card | networ k- port | of m network | opus-port |server-profile]|storage-network
|task | tenant - group |update-task |wwpn-info}[--json][--less][--nore][--

t ee=OQUTPUTFI LENAME ] [ [ --sorted-by SORTEDBY | --sorted-order SORTEDORDER ] ] [ [ --filter-column
FI LTERCOLUWN | -filter FI LTER]]

where SORTEDBY is one of the table column names returned for the selected command target, and
SORTEDORDER can be either ASC for an ascending sort, or DES for a descending sort. See Section 4.1.3.2,
“Sorting” for more information.

where FI LTERCOLUMWN is one of the table column names returned for the selected command target, and
FI LTERIs the text that you wish to match to perform your filtering. See Section 4.1.3.3, “Filtering” for more
information.

The following table describes each possible target of the | i st command.

Command Target Information Displayed

compute-node Displays basic information for all compute nodes
installed.

config-error Displays all configuration tasks that were not
completed successfully and ended in an error.

lock Displays all locks that have been imposed.

management-node Displays basic information for both management
nodes.

network Displays all networks configured in the environment.

network-card Displays information about the 1/0 modules installed

in the Fabric Interconnects.
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Command Target

Information Displayed

network-port

Displays the status of all ports on all I/O modules
installed in the Fabric Interconnects.

ofm-network

Displays network configuration, read directly from
the Oracle Fabric Manager software on the Fabric
Interconnects.

opus-port

Displays connection information about every port
of every Oracle Switch ES1-24 in the Oracle PCA
environment.

server-profile

Displays a list of connectivity profiles for servers,
as stored by the Fabric Interconnects. The
profile contains essential networking and storage
information for the server in question.

storage-network

Displays a list of known storage clouds. The
configuration of each storage cloud contains
information about participating Fabric Interconnect
ports and server vHBAs.

task

Displays a list of running, completed and failed
tasks.

tenant-group

Displays all configured tenant groups. The list
includes the default configuration as well as custom
tenant groups.

update-task

Displays a list of all software update tasks that have
been started on the appliance.

wwpn-info

Displays a list of all World Wide Port Names
(WWPNSs) for all ports participating in the Oracle
PCA Fibre Channel fabric. In the standard
configuration each compute node has a vHBA in
each of the four default storage clouds.

Note that you can use tab completion to help you correctly specify the obj ect for the different command
targets. You do not need to specify an obj ect if the command target is syst em properti es or

ver si on.

Description

Options

Use the | i st command to obtain tabulated listings of information about different components or activities
within the Oracle PCA. The | i st command can frequently be used to obtain identifiers that can be used in
conjunction with many other commands to perform various actions or to obtain more detailed information
about a specific component or task. The | i st command also supports sorting and filtering capabilities to
allow you to order information or to limit information so that you are able to identify specific items of interest

quickly and easily.

The following table shows the available options for this command.

Option Description

| ock | managenent - node | net wor k

{conput e- node | confi g-error | The command target to list information for.
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Option

Description

| net wor k- card | net wor k- port |

of m net wor k | opus-port |server-

profile|storage-network |task |

t enant - gr oup | updat e- t ask | wapn-
info}

--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time
for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time

for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=OUTPUTFI LENAME

When returning the output of the command, also write it to the
specified output file.

[ --sorted-by SORTEDBY ]

Sort the table by the values within a particular column in the
table, specified by replacing SORTEDBY with the name of the
column that should be used to perform the sort.

[ --sorted-order SORTEDORDER ]

Used to specify the sort order, which can either be ASC for an
ascending sort, or DES for a descending sort. You must use the
- - sort ed- by option in conjunction with this option.

[ --filter-column FI LTERCOLUWN ]

Filter the table for a value within a particular column in the
table, specified by replacing FI LTERCOLUVN with the name of
the column that should be used to perform the sort. You must
use the - - fi | t er option in conjunction with this option.

[ --filter FI LTER]

The filter that should be applied to values within the column
specified by the - - fi | t er - col unm option.

Note
@ When the target of the | i st command is either managenent - node or conput e-
node, the Node_State column is used to show the software completeness of a
node through the provisioning process. It does not indicate the system status of a
node.
Examples

Example 4.22 List all management nodes

PCA> | i st managenent - node
Managenent _Node | P_Address

ovcammO5r 1 192. 168. 4. 3 RUNNI NG
ovcammO6r 1 192. 168. 4. 4 RUNNI NG

2 rows displ ayed

St at us: Success

Example 4.23 List all compute nodes

PCA> | i st conput e- node
Conput e_Node | P_Address

Provi si oni ng_St at us

Provi si oni ng_St at us

| LOM_MVAC Provi sioning_State Master
00: 10: e0: 65: 30: 5f  runni ng Yes
00: 10: e0: 65: 30: 65 runni ng None

| LOM_MVAC Provi si oni ng_State
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ovcacnlOr 1 192.168. 4.7 RUNNI NG
ovcacn08r 1 192.168.4.5 RUNNI NG
ovcacn09r 1 192.168. 4. 10 RUNNI NG
ovcacnO7r 1 192. 168. 4. 8 RUNNI NG

4 rows displ ayed
Status: Success
Example 4.24 List All Tenant Groups

PCA> |i st tenant-group

Narre Def aul t State
Rack1_Ser ver Pool True r eady
nyTenant G oup Fal se r eady

2 rows displ ayed
Status: Success

Example 4.25 List Appliance Networks

PCA> |ist network

Net wor k_Nane Def aul t
mgmt _pvi True
mgmt _public_eth True
vm private True
vm public_vlan True

4 rows di spl ayed

Status: Success

Type

00: 10: e0: 65: 2f : 4b
00: 10: e0: 65: 2f : f3
00: 10: e0: 62: 98: e3
00: 10: e0: 65: 2f: 93

rack_i nt ernal _net wor k
ext er nal _net wor k
rack_i nt ernal _net wor k
ext ernal _net wor k

runni ng

initializing_stage wait_..

runni ng
runni ng

Example 4.26 List the Network Ports Configured on the Fabric Interconnects

PCA> | i st network- port

Por t Di rect or Type

3.2 ovcaswlbsr 1 sanFc8CGhPor t

3.1 ovcaswlbsr 1 sanFc8CGhPor t

4:1 ovcaswl5r 1 nwEt her net 10GbPor t
4:4 ovcaswl5r 1 nwEt her net 10GbPor t
4:3 ovcaswl5r 1 nwEt her net 10GbPor t
4:2 ovcaswl5r 1 nwEt her net 10GbPor t
5.1 ovcaswl5r 1 nwEt her net 10GbPor t
5.4 ovcaswl5r 1 nwEt her net 10GbPor t
5:3 ovcaswl5r 1 nwEt her net 10GbPor t
5.2 ovcaswi5r 1 nwEt her net 10GbPor t
10: 4 ovcaswl5r 1 nwEt her net 10GbPor t
10: 3 ovcaswl5r 1 nwEt her net 10GbPor t
10: 2 ovcaswl5r 1 nwEt her net 10GbPor t
10: 1 ovcaswlsr 1 nwEt her net 10GbPor t
11: 4 ovcaswl5r 1 nwEt her net 10GbPor t
11: 3 ovcaswl5r 1 nwEt her net 10GbPor t
11: 2 ovcaswl5r 1 nwEt her net 10GbPor t
11:1 ovcaswl5r 1 nwEt her net 10GbPor t
12: 2 ovcaswlb5r 1 sanFc8CGhPor t

12: 1 ovcaswlbsr 1 sanFc8CGhPor t

3.2 ovcasw22r 1 sanFc8CGhPor t

3.1 ovcasw22r 1 sanFc8CGhPor t

4:1 ovcasw22r 1 nwEt her net 10GbPor t

State Net wor ks

down None

down None

up mgmt _public_eth, vm public_vlan
down None

down None

down None

up mgmt _public_eth, vm public_vlan
down None

down None

down None

down None

down None

down None

down None

down None

down None

down None

down None

down None

down None

down None

down None

up mgmt _public_eth, vm public_vlan
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4:4 ovcasw22r 1 nwEt her net 10GbPor t down None
4:3 ovcasw22r 1 nwEt her net 10GbPor t down None
4:2 ovcasw22r 1 nwEt her net 10GbPor t down None
5:1 ovcasw22r 1 nwEt her net 10GbPor t up mgmt _public_eth, vm public_vlan
5.4 ovcasw22r 1 nwEt her net 10GbPor t down None
5:3 ovcasw22r 1 nwEt her net 10GbPor t down None
5.2 ovcasw22r 1 nwEt her net 10GbPor t down None
10: 4 ovcasw22r 1 nwEt her net 10GbPor t down None
10: 3 ovcasw22r 1 nwEt her net 10GbPor t down None
10: 2 ovcasw22r 1 nwEt her net 10GbPor t up None
10: 1 ovcasw22r 1 nwEt her net 10GbPor t down None
11: 4 ovcasw22r 1 nwEt her net 10GbPor t up None
11: 3 ovcasw22r 1 nwEt her net 10GbPor t down None
11: 2 ovcasw22r 1 nwEt her net 10GbPor t down None
11:1 ovcasw22r 1 nwEt her net 10GbPor t down None
12: 2 ovcasw22r 1 sanFc8CGhPor t down None
12:1 ovcasw22r 1 sanFc8CGhPor t down None

40 rows di spl ayed

St at us: Success

Example 4.27 List the I/O Modules installed in the Fabric Interconnects

PCA> |i st network-card

Sl ot Di rect or Type State Nunmber _OF _Ports
4 ovcasw22r 1 nwEt her net 4Por t 10GbCar dEt hl b up 4
10 ovcasw22r 1 nwEt her net 4Por t 10GbCar dEt hl b up 4
3 ovcasw22r 1 sanFc2Por t 8GoLr Car dEt hl b up 2
12 ovcasw22r 1 sanFc2Port 8GoLr Car dEt hl b up 2
5 ovcasw22r 1 nwEt her net 4Por t 10GbCar dEt hl b up 4
11 ovcasw22r 1 nwEt her net 4Por t 10GbCar dEt hl b up 4
12 ovcaswi5r 1 sanFc2Por t 8GoLr Car dEt hl b up 2
11 ovcaswi5r 1 nwEt her net 4Por t 10GbCar dEt hl b up 4
5 ovcaswi5r 1 nwEt her net 4Por t 10GbCar dEt hl b up 4
10 ovcaswi5r 1 nwEt her net 4Por t 10GbCar dEt hl b up 4
3 ovcaswi5r 1 sanFc2Por t 8GoLr Car dEt hl b up 2
4 ovcaswi5r 1 nwEt her net 4Por t 10GbCar dEt hl b up 4

12 rows di spl ayed

Status: Success
Example 4.28 List ports on each Oracle Switch ES1-24 using a Filter

Note that the CLI uses the internal alias for an Oracle Switch ES1-24, referencing an 'opus' switch or
port. In this example the command displays all internal Ethernet connections to the Net Mgt port on the
destination component. A wildcard is used in the - -fi | t er option.

PCA> |ist opus-port --filter-colum=Dest_Port --filter=*Mt

Dest Dest _Port Host nane Key OPUS RACK RU Src_Port Type
22 Net Myt ovcasw22r 1 OPUS- 1-9 OPUS- 1 1 22 9 switch
19 Net Mt ovcaswior 1 OPUS-1-10 OPUS-1 1 19 10 swi tch
PDU- A Net Mgt ovcapoPDU- Ar 1 OPUS-1-20 OPUS-1 1 0 20 power
15 Net Myt ovcaswl5r 1 OPUS- 2- 9 OPUS- 2 1 15 9 switch
20 Net Mt ovcasw20r 1 OPUS-2-10 OPUS-2 1 20 10 swi tch
PDU- B Net Mgt ovcapoPDU- Br 1 OPUS-2-20 OPUS- 2 1 0 20 power
16 Net Mt ovcaswler 2 OPUS-3-10 OPUS-3 2 16 10 swi tch
PDU- A Net Mgt ovcapoPDU- Ar 2 OPUS-3-20 OPUS-3 2 0 20 power
20 Net Mt ovcasw20r 2 OPUS-4-10 OPUS-4 2 20 10 swi tch
PDU- B Net Mgt ovcapoPDU- Br 2 OPUS-4-20 OPUS-4 2 0 20 power
16 Net Mt ovcaswl6r 3 OPUS-5-10 OPUS-5 3 16 10 swi tch
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PDU- A Net Mgt ovcapoPDU- Ar 3 OPUS-5-20 OPUS-5 3 0 20 power
20 Net Mgt ovcasw20r 3 OPUS-6-10 OPUS-6 3 20 10 switch
PDU- B Net Mgt ovcapoPDU- Br 3 OPUS-6-20 OPUS-6 3 0 20 power
14 rows di spl ayed

Status: Success

Example 4.29 List All Tasks

PCA> |ist task

Task_I D Status Progress Start_Ti me Task_Nane

341e7bc74f 339c  SUCCESS 100 06-27-2016 09: 59: 36 backup

341e73748f 5182 SUCCESS 100 06-27-2016 09: 00: 01 backup

341e0edf a4891e SUCCESS 100 06-26-2016 21:00: 01 backup

341daad4a2d3624 SUCCESS 100 06-26-2016 09: 00: 01 backup

341d45b5424c16 SUCCESS 100 06-25-2016 21:00: 01 backup

341cellf c6c39c SUCCESS 100 06-25-2016 09: 00: 01 update_downl oad_i mage

341c7c8af cc86a SUCCESS 100 06-24-2016 21:00: 02 backup

7 rows displ ayed

Status: Success

Example 4.30 List Storage Networks for External Fibre Channel Storage

PCA> | i st storage-network

Net wor k_Nane Descri ption

Cl oud_D Default Storage C oud rul5 port2 - Do not delete or nodify
Cloud_A Default Storage Cloud ru22 portl - Do not delete or nodify
Cloud_C Default Storage C oud rul5 portl - Do not delete or nodify
Cl oud_B Default Storage C oud ru22 port2 - Do not delete or nodify

4 rows di spl ayed

Status: Success

Example 4.31 List WWPNs To Configure External Fibre Channel Storage

PCA> | i st wwpn-info

WAPN
50: 01
50: 01
50: 01
50: 01
50: 01
50: 01
50: 01
50: 01
50: 01
50: 01
50: 01
50: 01
50: 01
50: 01
50: 01
50: 01
50: 01
50: 01
50: 01
50: 01
50: 01

39

39

39

39

39

39

39:
39:
39:
39:
39:
39:
39:
39:
39:
39:
39:
39:
39:
39:
39:

70

70

70

70

70

70

70:
70:
70:
70:
70:
70:
70:
70:
70:
70:
70:
70:
70:
70:
70:

00

00

00

00

00

00

00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:

69

69

69

69

69

69

69:
69:
69:
69:
69:
69:
6A
6A
6A
6A
6A
6A
6A
6A
6A

F1:
F1:
F1:
F1:
F1:
F1:
F1:
F1:
F1:
F1:
F1:
F1:
11:
11:
11:
11:
11:
11:
11:
11:
11:

06
04
08
ocC
0A
OE
07
05
09
0B
OF
0D
OE
0A
oC
08
04
06
0D
OF
0B

VHBA

vhba01l
vhba01l
vhba01l
vhba01l
vhba01l
vhba01l
vhba02
vhba02
vhba02
vhba02
vhba02
vhba02
vhba03
vhba03
vhba03
vhba03
vhba03
vhba03
vhba04
vhba04
vhba04

ovcacn08r 1
ovcacn09r 1
ovcacnlOr 1
ovcacn32r 1l
ovcacnO7r 1
ovcacn3lrl
ovcacn08r 1
ovcacn09r 1
ovcacnlOr 1
ovcacnO7r 1
ovcacn3lrl
ovcacn32r 1l
ovcacn3lrl
ovcacnO7r 1
ovcacn32r 1l
ovcacnlOr 1
ovcacn09r 1
ovcacn08r 1
ovcacn32r 1l
ovcacn3lrl
ovcacnO7r 1

Type

29202092922220202922222229292

Ali as

ovcacn08r 1- Cl oud_A
ovcacn09r 1- Cl oud_A
ovcacnlOr 1- C oud_A
ovcacn32r 1- Cl oud_A
ovcacn07r 1- Cl oud_A
ovcacn31lr 1-C oud_A
ovcacn08r 1- Cl oud_B
ovcacn09r 1- Cl oud_B
ovcacnlOr 1- Cl oud_B
ovcacn07r 1- Cl oud_B
ovcacn31lr 1-C oud_B
ovcacn32r 1-Cl oud_B
ovcacn31lr 1-C oud_C
ovcacn07r 1- C oud_C
ovcacn32r 1-C oud_C
ovcacnlOr 1- C oud_C
ovcacn09r 1- C oud_C
ovcacn08r 1- Cl oud_C
ovcacn32r 1- C oud_D
ovcacn31lr 1- C oud_D
ovcacn07r 1- C oud_D
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remove compute-node

50: 01: 39: 70: 00: 6A: 11: 09 vhba04 Cl oud_D ovcacnlOr1 CN ovcacnlOr 1- C oud_D
50: 01: 39: 70: 00: 6A: 11: 05 vhba04 Cl oud_D ovcacn09r 1 CN ovcacn09r 1- C oud_D
50: 01: 39: 70: 00: 6A: 11: 07 vhba04 Cl oud_D ovcacn08r 1 CN ovcacn08r 1- C oud_D

24 rows displ ayed
Status: Success

Example 4.32 List All Configuration Errors

PCA> |ist config-error

I D Modul e Host Ti mest anp

87 Managenent node password 192.168.4. 4 Thu Aug 21 02: 45:42 2015
84 M/SQL nenagenent password 192. 168. 4. 216 Thu Aug 21 02: 44:54 2015
53 Conput e node vHBA 192.168.4.7 Thu Aug 21 01:29:18 2015

3 rows displ ayed

Status: Success
4.2.19 remove compute-node

Removes a compute node from an existing tenant group.
Syntax

renove comnput e- node node t enant-group-nanme [--confirm][--force][--json][--less]
[--nore][--tee=COUTPUTFI LENAME ]

where t enant - gr oup- nane is the name of the tenant group you wish to remove one or more compute
nodes from, and node is the name of the compute node that should be removed from the selected tenant

group.
Description

Use the r enove conput e- node command to remove the required compute nodes from their tenant
group. Use Oracle VM Manager to prepare the compute nodes first: make sure that virtual machines have
been migrated away from the compute node, and that no storage repositories are presented. Custom
networks associated with the tenant group are removed from the compute node, not from the tenant group.

This is a destructive operation and you are prompted to confirm whether or not you wish to continue,
unless you use the - - conf i r mflag to override the prompt.

Options

The following table shows the available options for this command.

Option Description

--confirm Confirm flag for destructive command. Use this flag to disable
the confirmation prompt when you run this command.

--force Force the command to be executed even if the target is in an
invalid state. This option is not risk-free and should only be
used as a last resort.

--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time
for easy viewing, as with the | ess command on the Linux
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Option Description

command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time
for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=OUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.33 Removing a Compute Node from a Tenant Group

PCA> renpve conput e- node ovcacn09r1 nyTenant G oup

khkkhkkhkkhkkhkhkhkkhhkhhhhhhkhhhkhhkhhhkhhhkhkhhhhhkhhhhkhhkhkhhkhkhkhkhkhkhkhkhkhkhkhkhkkkkkx*x*%

WARNING !'!'! THIS I S A DESTRUCTI VE OPERATI ON.

khkkhkkhkkhkkhkhkhkhkhkhhhhhhkhhkhkhhkhhhkhhkhkhkhhhhhkhhhhkhhkhkhhkhkhkhkhkhkhkhkhkhkhkhkkxkkkx*x*%x

Are you sure [y/N:y

Status: Success

4.2.20 remove network

Disconnects a server node from a network.

Syntax
renove networ k networ k- name node [--confirm][--force][--json][--less][--nore]]
- -t ee=OUTPUTFI LENAME ]
where net wor k- nane is the name of the network from which you wish to disconnect one or more servers,
and node is the name of the server node that should be disconnected from the selected network.

Description
Use the renbve net wor k command to disconnect server nodes from a custom network you created. In
case you want to delete a custom network from your environment, you must first disconnect all the servers
from that network. Then use the del et e net wor k command to delete the custom network configuration.
This is a destructive operation and you are prompted to confirm whether or not you wish to continue,
unless you use the - - conf i r mflag to override the prompt.

Options

The following table shows the available options for this command.

Option Description

--confirm Confirm flag for destructive command. Use this flag to disable
the confirmation prompt when you run this command.

--force Force the command to be executed even if the target is in an
invalid state. This option is not risk-free and should only be
used as a last resort.

--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time
for easy viewing, as with the | ess command on the Linux
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Option Description

command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time
for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=OUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.34 Disconnecting a Compute Node from a Custom Network

PCA> renpve network M/Network ovcacnO9r 1

khkkhkkhkkhkkhkhkkhkkhkkhhhkhkhhkhkhhhkhkhkhhkkhkhkhkhkhkhkhkhkhkhkhkkhkkhkkhkkhkhkhkkkhkkkhkkkkkkkkkkkkkk**x*%x

WARNING !'!'! THIS | S A DESTRUCTI VE OPERATI ON.

IR R SR EEEEEEEEEEEEEEEEEEEEEEEEEREEEEREEEEEESEEEEREERESEESEEEERESEESEESESE]
Are you sure [y/N:y

Status: Success

4.2.21 remove network-from-tenant-group

Removes a custom network from a tenant group.

Syntax
renove networ k-fromtenant-group networ k-nane t enant - group-nane [--confirm]|[--
force][--json][--less][--nore][--tee=QUTPUTFI LENAME ]
where net wor k- nane is the name of a custom network associated with a tenant group, and t enant -
gr oup- nane is the name of the tenant group you wish to remove the custom network from.
Description
Use therenove networ k-fromtenant - gr oup command to break the association between a custom
network and a tenant group. The custom network is unconfigured from all tenant group member servers.
This is a destructive operation and you are prompted to confirm whether or not you wish to continue,
unless you use the - - conf i r mflag to override the prompt.
Options

The following table shows the available options for this command.

Option Description

--confirm Confirm flag for destructive command. Use this flag to disable
the confirmation prompt when you run this command.

--force Force the command to be executed even if the target is in an
invalid state. This option is not risk-free and should only be
used as a last resort.

--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time
for easy viewing, as with the | ess command on the Linux
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Option Description
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time
for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=OUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.35 Removing a Custom Network from a Tenant Group
PCA> renpve network-fromtenant-group nyPublicNetwork nyTenant G oup

LEEEEE SRS E SRR R R RS RS R EEREEEREEREREEEEEEEEREEREREREEEREEEEEREREES

WARNING !'!'l THIS IS A DESTRUCTI VE OPERATI ON.
LEEEEEEEE RS SRR R R RS RS R EEREEEREEREREEEEEEEEREEEEREEEEEREREEREEEES

Are you sure [y/N:y

Status: Success

4.2.22 remove server

Removes a server from an existing tenant group. This command will be deprecated in the future, and
replaced with the r enove conput e- node command. For details, see Section 4.2.19, “remove compute-
node”.

Syntax

renove server nodetenant-group-nanme[--confirm][--force][--json][--less][--
nore][--tee=CUTPUTFI LENAME ]

where t enant - gr oup- nane is the name of the tenant group you wish to remove one or more servers
from, and node is the name of the server node that should be removed from the selected tenant group.

This is a destructive operation and you are prompted to confirm whether or not you wish to continue,
unless you use the - - conf i r mflag to override the prompt.

4.2.23 reprovision

The r eprovi si on command can be used to trigger reprovisioning for a specified compute node within the
Oracle Private Cloud Appliance.

Caution

previously added to the Oracle VM environment and has active connections to
storage repositories other than those on the internal ZFS storage, the external

A Reprovisioning restores a compute node to a clean state. If a compute node was
storage connections need to be configured again after reprovisioning.

Syntax

reprovi si on {conput e-node }node [--json][--less][--more][--tee=0QUTPUTFI LENAME] [
--force][--save-local -repo]

where node is the compute node name for the compute node that should be reprovisioned.
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Description

Options

Use the r epr ovi si on command to reprov

ision a specified compute node. The provisioning process is

described in more detail in Section 1.4, “Provisioning and Orchestration”.

The reprovi si on command triggers a task that is responsible for handling the reprovisioning process

and exits immediately with status 'Success'

if the task has been successfully generated. This does not

mean that the reprovisioning process itself has completed successfully. To monitor the status of the

reprovisioning task, you can use the | i st
the servers. You can also monitor the log fil
of the log file can be obtained by checking t

conput e- node command to check the provisioning state of
e for information relating to provisioning tasks. The location
he Log_File parameter when you run the show syst em

properties command. See Example 4.41, “Show System Properties” for more information.

The following table shows the available opti

ons for this command.

Option Description
conput e- node The command target to perform the reprovision operation
against.

--save-local -repo

Skip the HMP step in the provisioning process in order to save
the local storage repository.

--json

Return the output of the command in JSON format.

--less

Return the output of the command one screen at a time

for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore

Return the output of the command one screen at a time
for easy viewing, as with the nmor e command on the Linux
command line. This option allows forward navigation only.

--force

Force the command to be executed even if the target is in an
invalid state. This option is not risk-free and should only be
used as a last resort.

- -t ee=QUTPUTFI LENAME

When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.36 Reprovisioning a Compute Node

Caution

A Do not force reprovisioning on a compute node with running virtual machines

because they will be left

PCA> reprovision conput e-node ovcacnllrl
The reprovision job has been submtted.

in an indeterminate state.

Use "show conput e- node <conpute node nane>" to nonitor the progress.

Status: Success

4.2.24 rerun

Triggers a configuration task to re-run on th

e Oracle Private Cloud Appliance.
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Syntax
rerun{ config-task}id[--json][--less][--nore][--tee=CUTPUTFI LENAME ]
where i d is the identifier for the configuration task that must be re-run.
Description
Use the r er un command to re-initiate a configuration task that has failed. Use the | i st confi g-error
command to view the configuration tasks that have failed and the associated identifier that you should use
in conjunction with this command. See Example 4.32, “List All Configuration Errors” for more information.
Options

The following table shows the available options for this command.

Option Description

config-task The command target to perform the rerun operation against.
--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time

for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time
for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=QUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.37 Re-run a configuration task

PCA> rerun config-task 84
Status: Success

4.2.25 set system-property
Sets the value for a system property on the Oracle Private Cloud Appliance.
Syntax
set systemproperty {ftp_proxy|http_proxy|https_proxy|log_count |
log file]log_level |log_size|tinmezone}value[--json][--less][--nore]]--
t ee=OQUTPUTFI LENAME ]
where val ue is the value for the system property that you are setting.

Description

Use the set system property command to set the value for a system property on the Oracle Private
Cloud Appliance.
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Important

A The set system property command only affects the settings for the
management node where it is run. If you change a setting on the active
management node, using this command, you should connect to the passive
management node and run the equivalent command there as well, to keep the two
systems synchronized. This is the only exception where it is necessary to run a CLI
command on the passive management node.

You can use the show system properti es command to view the values of various system properties
at any point. See Example 4.41, “Show System Properties” for more information.

Important

change to take effect. To do this, you must run servi ce ovca restart inthe

A Changes to system-properties usually require that you restart the service for the
shell of the active management node after you have set the system property value.

Options

The following table shows the available options for this command.

Option Description
ftp_proxy Set the value for the IP address of an FTP Proxy
htt p_proxy Set the value for the IP address of an HTTP Proxy
htt ps_pr oxy Set the value for the IP address of an HTTPS Proxy
| og_count Set the value for the number of log files that should be retained
through log rotation
log file Set the value for the location of a particular log file.
Caution
A Make sure that the new path to the log

file exists. Otherwise, the log server
stops working.

The system always prepends / var /
| og to your entry. Absolute paths are
converted to/ var/ | og/ <pat h>.

This property can be defined separately for the following
log files: backup, cli, diagnosis, monitor, ovca, snmp, and
syncservice.

| og_| evel Set the value for the log level output. Accepted log levels are:
DEBUG, INFO, WARNING, ERROR, CRITICAL.

This property can be defined separately for the following
log files: backup, cli, diagnosis, monitor, ovca, snmp, and
syncservice. Use tab completion to insert the log file in the
command before the log level value.

| og_si ze Set the value for the maximum log size before a log is rotated

ti mezone Set the time zone for the location of the Oracle PCA.

128



set system-property

Option Description

There are several hundred options, and the selection is case
sensitive. It is suggested to use tab completion to find the most
accurate setting for your location.

--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time

for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time
for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=QUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.38 Changing the location of the sync service log file

PCA> set systemproperty log_file syncservice sync/ovca-sync. | og
St at us: Success

PCA> show syst em properties

[...]

Backup. Log_Fil e /var /| og/ ovca- backup. | og
Backup. Log_Level DEBUG

Ci.Log File /var/l og/ovca-cli.log
Ci.Log_Level DEBUG

Sync. Log_Fil e /var/ | og/ sync/ ovca-sync. | og
Sync. Log_Level DEBUG

Di agnosi s. Log_File /var/l og/ovca-di agnosis. | og
Di agnosi s. Log_Level DEBUG

Status: Success

Note
@ Log configuration through the CLI is described in more detail in Section 8.2, “Setting
the Oracle Private Cloud Appliance Logging Parameters”.

Example 4.39 Configuring and unconfiguring an HTTP proxy

PCA> set system property http_proxy http://10.1.1.11: 8080
Status: Success

PCA> set system property http_proxy "'
Status: Success

Note
@ Proxy configuration through the CLI is described in more detail in Section 8.1,
“Adding Proxy Settings for Oracle Private Cloud Appliance Updates”.

Example 4.40 Configuring the Oracle PCA Time Zone

PCA> set system property tinezone US/ Eastern
Status: Success
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4.2.26 show

The showcommand can be used to view information about particular objects such as tasks, rack layout
or system properties. Unlike the | i st command, which applies to a whole target object type, the show
command displays information specific to a particular target object. Therefore, it is usually run by specifying
the command, the target object type and the object identifier.

Syntax

show{ cl oud- wapn | conput e- node | net wor k | rack- 1| ayout | server-profile|storage-
networ k | system properties |task |tenant-group|version|vhba-info}object[--]json]

[--less][--nore][--tee=CUTPUTFI LENANME ]

Where obj ect is the identifier for the target object that you wish to show information for. The following
table provides a mapping of identifiers that should be substituted for obj ect , depending on the command

target.

Command Target

Object Identifier

cloud-wwpn

Storage Network/Cloud Name

compute-node

Compute Node Name

network

Network Name

rack-layout

Rack Architecture or Type

server-profile

Server Name

storage-network

Storage Network/Cloud Name

system-properties

(none)

task

Task ID

tenant-group

Tenant Group Name

version

(none)

vhba-info

Compute Node Name

Note that you can use tab completion to help you correctly specify the obj ect for the different command
targets. You do not need to specify an obj ect if the command target is syst em properti es or

ver si on.

Description

Options

Use the show command to view information specific to a particular target object, identified by specifying
the identifier for the object that you wish to view. The exception to this is the option to view syst em

properti es, for which no identifier is required.

Frequently, the show command may display information that is not available using the | i st command in

conjunction with its filtering capabilities.

The following table shows the available options for this command.

Option

Description

cl oud- wwpn | conput e- node |
net wor k | rack- 1 ayout | server-

The command target to show information for.
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Option Description

profil e|storage-network |
system properties |task |tenant-
group |version |vhba-info

--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time

for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time
for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=QUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.41 Show System Properties

where it is run. If the system properties have become unsynchronized across
the two management nodes, the information reflected by this command may not
apply to both systems. You can run this command on either the active or passive

Note
3 This command only displays the system properties for the management node
management node if you need to check that the configurations match.

PCA> show syst em properties

HTTP_Pr oxy None

HTTPS_Pr oxy None

FTP_Pr oxy None

Log_File /var/ | og/ovca. | og
Log_Level DEBUG

Log_Si ze (MB) 250

Log_Count 5

Ti nezone US/ East ern

Backup. Log_Fi l e /var /| og/ ovca- backup. | og
Backup. Log_Level DEBUG

Ci.Log File /var/l og/ovca-cli.log
Ci.Log_Level DEBUG

Sync. Log_Fi |l e /var/| og/ ovca-sync. | og
Sync. Log_Level DEBUG

Di agnosi s. Log_File /var/l og/ovca-di agnosis. | og
Di agnosi s. Log_Level DEBUG

Moni tor. Log_Fil e /var/ | og/ ovca-nonitor.|og

Moni tor. Log_Level DEBUG

Snnp. Log_Fi l e / nf s/ shar ed_st orage/ | ogs/ ovca_snnptrapd. | og
Snnp. Log_Level DEBUG

Status: Success

Example 4.42 Show Task

PCA> show t ask 341e7bc74f 339¢c
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Task_Nane
St at us

Pr ogr ess
Start _Time

End_

Pi d

Ti me

Resul t

St at us:

Example 4.43 Show Rack Layout

Success

06-27-2016 09: 59: 36

None
1503341
None

PCA> show rack-1ayout x5-2_base

RU
42
41
40
39
38
37
36
35
34
33
32
31
30
29
28
27
26
25
24
23
22
21
21
20
19
18
17
16
15
14
13
12
11
10
9

OCOFRPNWAMIONO®

45 rows di spl ayed

Name
ovcacn42r 1l
ovcacn4lrl
ovcacn40r 1
ovcacn39r 1l
ovcacn38r 1l
ovcacn37r 1l
ovcacn36r 1l
ovcacn35r 1
ovcacn34r 1l
ovcacn33r 1l
ovcacn32r 1l
ovcacn3lrl
ovcacn30r 1
ovcacn29r 1
ovcacn28r 1l
ovcacn27r 1l
ovcacn26r 1l
ovcasw22r 1
ovcasw22r 1
ovcasw22r 1
ovcasw22r 1
ovcasw2lbr 1
ovcasw2lar 1l
ovcasw20r 1
ovcaswior 1
ovcaswlbsr 1
ovcaswlb5r 1
ovcaswlb5r 1
ovcaswlb5r 1
ovcacnlé4rl
ovcacnl3rl
ovcacnl2rl
ovcacnllrl
ovcacnlOr 1
ovcacn09r 1
ovcacn08r 1
ovcacnO7r 1
ovcamO6r 1
ovcamO5r 1
N/ A

N/ A
ovcasn02r 1
ovcasnOlr1l
ovcapduBr 1
ovcapduAr 1

Rol e

comput e
comput e
comput e
comput e
comput e
comput e
comput e
comput e
comput e
comput e
comput e
comput e
comput e
comput e
comput e
comput e
comput e
nfrastructure
nfrastructure
nfrastructure
nfrastructure
nfrastructure
nfrastructure
nfrastructure
nfrastructure
nfrastructure
nfrastructure
nfrastructure
nfrastructure
comput e
comput e
comput e
comput e
comput e
comput e
comput e
comput e
nfrastructure
nfrastructure
nfrastructure
nfrastructure
nfrastructure
nfrastructure
nfrastructure
nfrastructure

Type
conput e
conput e
conput e
conput e
conput e
conput e
conput e
conput e
conput e
conput e
conput e
conput e
conput e
conput e
conput e
conput e
conput e
swi tch
swi tch
swi tch
swi tch
swi tch
swi tch
swi tch
swi tch
swi tch
swi tch
swi tch
swi tch
conput e
conput e
conput e
conput e
conput e
conput e
conput e
conput e
managenent
managenent
st or age
st or age
st or age
st or age
pdu

pdu

Sub_Type

ovn- sw t ch2
ovn- sw t ch2
ovn-sw t ch2
ovn- sw t ch2
opus- sw t ch2
opus-sw tchl
i b-switch2

i b-switchl

ovn-sw tchl
ovn-sw tchl
ovn-sw tchl
ovn-sw tchl

managenent 2
managenent 1
di sk-shel f
di sk-shel f
zf s- head2
zf s- headl
pdu2

pdul

24
24
24
24

17,
17,
17,
17,

3]
3]

23
23
23
23

16,
16,
16,
16,

22]
22]
22]
22]

15]
15]
15]
15]
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St at us: Success

Example 4.44 Show the Ports and VNICs in the mgmt_public_eth Network

PCA> show network ngnt _public_eth

Net wor k_Nane
Tr unknode
Descri ption
Ports

Vni cs

St at us
Net wor k_Type
Conput e_Nodes

Prefix

Net mask

Rout e Desti nati on
Rout e Gat eway

Status: Success

mgmt _public_eth
Tr ue

Def aul t ext ernal
ovcasw22r 1:5: 1,

ovcacn27r 1- et h5,

ovcacn36r 1- et h5,
ovcacnl2r 1- et h5,
ovcacnlOr 1- et h5,
ovcacn38r 1- et h5,
ovcacn26r 1- et h5,

net wor k.
ovcasw22r1: 4: 1,

ovcacnl3r1- et h5,
ovcammO6r 1- et h5,
ovcacn30r 1- et h5,
ovcacn28r 1- et h5,
ovcacn34r 1- et h5,
ovcacn39r 1- et h5,

ready

ext ernal _net wor k
ovcacn27r1,
ovcacn06r 1,
ovcacn42r1l,
ovcacn34r1l,
192. 168. 100
None

None

None

ovcacnl3rl,
ovcacn29r 1,
ovcacn40r 1,
ovcacnllrl,

ovcacnlé4rl,
ovcacnO7r 1,
ovcacnlOr 1,
ovcacn26r 1,

Example 4.45 Show Details of a Storage Network

PCA> show st or age- net work Cl oud_A

Cloud_A
Default Storage C oud ru22 portl -
ovcasw22r1:12:1,
ovcacnllr1-vhbaO1l,
ovcacn09r 1- vhbaO1,
ovcacn08r 1- vhbaO1,
ovcacnl3r 1- vhbaOl,
ovcacnlOr 1- vhbaO1,

Net wor k_Nane
Descri ption
Ports

vHBAs

Status: Success

ovcasw22r1: 3: 1

ovcacn29r 1- vhbaO1l,
ovcacnl4r 1- vhbaO1l,
ovcacn30r 1- vhbaO1l,
ovcacn27r 1- vhbaO1l,
ovcamO6r 1- vhbaO1,

Example 4.46 Show Details of a Tenant Group

PCA> show t enant - group nyTenant G oup

Nanme

Def aul t

Tenant _G oup_I| D
Servers

State

Tenant _G oup_VI P
Tenant _Net wor ks
Pool _Fil esystem | D

Status: Success

nmyTenant G oup
Fal se

0004f b0000020000155¢15€268857a78

[" ovcacn09r1',
r eady

None

[" myPubl i cNet wor k' ]

'ovcacnlOr1']

Do

Do not delete or nodify.
ovcaswlbr1:5: 1,
ovcacnl4r 1- et h5,
ovcacn29r 1- et h5,
ovcacn42r 1- et h5,
ovcacn4lr 1- et h5,
ovcacn37r 1- et h5,

ovcacn35r 1- et h5

ovcacn09r1,
ovcacnl2rl,
ovcacn28r 1,
ovcacn35r1

3600144f 0d29d4c86000057162ecc0001

ovcaswlbrl: 4: 1

ovcacn09r 1- et h5,
ovcacnO7r 1- et h5,
ovcacn40r 1- et h5,
ovcammO5r 1- et h5,
ovcacnllr1-eth5,

ovcacn36r 1,
ovcacn30r 1,
ovcacnO5r 1,

not delete or nodify

ovcacnl2r 1- vhbaO1l,
ovcacn28r 1- vhba01l,
ovcacn26r 1- vhbaO1l,
ovcacn3lr 1- vhbaO1l,
ovcamO5r 1- vhba01l
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Example 4.47 Show Details of a Custom Network

PCA> show net wor k nmyHost Net wor k

ovcacn42r 1-et h8

Net wor k_Nane myHost Net wor k

Tr unknode Tr ue

Descri ption User defined network

Ports ["11:4"]

VNI Cs ovcacn02r 2- et h8, ovcacnO1lr2-et h8
St at us r eady

Net wor k_Type host _net wor k

Conput e_Nodes ovcacn42rl, ovcacn01lr2, ovcacnh02r2
Prefix 10. 10. 10

Net nask 255. 255. 255. 0

Rout e_Desti nati on 10. 10. 20. 0/ 24
Rout e_Gat eway 10. 10. 10. 250

Status: Success

Example 4.48 Show the WWPNSs for a Storage Network

PCA> show cl oud- wpn C oud_A

Cl oud_Nane

WAPN_Li st 50:01?39:70:00:58:91:1C, 50: 01: 39: 70
50: 01: 39: 70: 00: 58: 91: 18, 50:01:39:70

50: 01: 39: 70: 00: 58: 91: 10, 50:01:39: 70
50: 01: 39: 70: 00: 58: 91: 0C, 50:01:39: 70

50: 01: 39: 70: 00: 58: 91: 04, 50:01:39: 70

Status: Success

00: 58: 91: 1A,
00: 58: 91: 16

00: 58: 91: OE,
00: 58: 91: 0A,

00: 58: 91: 02

Example 4.49 Show the vHBA configuration for a Compute Node

PCA> show vhba-i nfo ovcacnlOr 1

VHBA_Nane Cl oud VWARNN

vhba03 Cloud_C 50: 01: 39: 71: 00: 58: B1: 04
vhba02 Cl oud_B 50: 01: 39: 71: 00: 58: 91: 05
vhba01l Cloud_A 50: 01: 39: 71: 00: 58: 91: 04
vhba04 Cl oud_D 50: 01: 39: 71: 00: 58: B1: 05

4 rows di spl ayed

St at us: Success

Example 4.50 Show Oracle PCA Version Information

PCA> show versi on

Ver si on 2.3.2
Bui | d 829
Dat e 2017-02-13

50: 01: 39: 70: 00: 58: B1: 04
50: 01: 39: 70: 00: 58: 91: 05
50: 01: 39: 70: 00: 58: 91: 04
50: 01: 39: 70: 00: 58: B1: 05
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Status: Success

4.2.27 start

Starts up a rack component.

Note
@ Feature disabled in this release.

Syntax
start {conput e- node CN| nanagenent - node MN}[--json][--less][--nore][--
t ee=QUTPUTFI LENAME ]
where CN refers to the name of the compute node and MN refers to the name of the management node to
be started.
Description
Use the st art command to boot a compute node or management node. You must provide the host name
of the server you wish to start.
Options
The following table shows the available options for this command.
Option Description
conput e- node CN | managenent - node | Start either a compute node or a management node. Replace
VN CN or MN respectively with the host name of the server to be
started.
--json Return the output of the command in JSON format
--less Return the output of the command one screen at a time
for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.
--nore Return the output of the command one screen at a time
for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.
- -t ee=OUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.
Examples
Example 4.51 Starting a Compute Node
PCA> start conpute-node ovcacnllrl
Status: Success
4.2.28 stop

Shuts down a rack component or aborts a running task.
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Note
@ Stopping a rack component is disabled in this release.

Syntax

st op { comput e- node CN | managenent - node MN|task i d |update-taskid}[--json][--]ess
J[--nmore][--tee=OQUTPUTFI LENAME ]

where CN or MN refers to the name of the server to be shut down, and i d refers to the identifier of the task
to be aborted.

Description

Use the st op command to shut down a compute node or management node or to abort a running task.
Depending on the command target you must provide either the host name of the server you wish to shut
down, or the unique identifier of the task you wish to abort. This is a destructive operation and you are
prompted to confirm whether or not you wish to continue, unless you use the - - conf i r mflag to override
the prompt.

Options

The following table shows the available options for this command.

Option Description

conput e- node CN | managenent - node | Shut down either a compute node or a management node.
VN Replace CN or MN respectively with the host name of the
server to be shut down.

taskid|update-taskid Aborts a running task.

Use the updat e- t ask target type specifically to abort
a software update task. It does not take a task ID as an
argument, but the management node IP address.

Caution

A ‘ Stopping an update task is a risky

operation and should be used with
extreme caution.

--confirm Confirm flag for destructive command. Use this flag to disable
the confirmation prompt when you run this command.

--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time

for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time
for easy viewing, as with the nmor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=QUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.
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Examples

Example 4.52 Aborting a Task
PCA> stop task 341d45b5424c16

kkhkkhkkhkkhkkhkkhkkhkkhkhkkhkkhkhkhkkhkkhkhkhkhkkhkhkhkkhkhkhkkhkkhkkhkkhkkhkhkkhkhkkhkkhkkhkkhkkkhkkkkkkkkkkkkkkkkkkk*k*x*%x

WARNING !'!'l THIS | S A DESTRUCTI VE OPERATI ON.
kkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkhkkhkkhkhkkhkhkhkhkkhkhkkhkkhkhkhkhkhkkhkkhkkhkhkkhkhkkhkkhkkhkkhkkhkkhkkkkkkkkkkkkkkkkkkk*k*x*%x

Are you sure [y/N:y

Status: Success

4.2.29 update appliance

Updates the Oracle PCA software stack by downloading and installing a new ISO image.

Caution

A This command may only be used up to Release 2.3.3. As of 2.3.4, the command
is replaced by the Oracle PCA Upgrader. For more information, see Section 3.3,
“Oracle PCA 2.3 — Using the Oracle PCA Upgrader”.

Syntax

update appliance {get_imageurl |install _image}[--confirm][--json][--less][--
nore][--tee=QUTPUTFI LENAME ]

where ur | is the download location for the zipped ISO file containing the software update.
Description

Use the updat e appl i ance command to first download a new version of the Oracle PCA software stack,
and then launch the software update process. This is a destructive operation and you are prompted to
confirm whether or not you wish to continue, unless you use the - - conf i r mflag to override the prompt.

Options

The following table shows the available options for this command.

Option Description

get i mage url Start the task to download the zipped ISO file containing the
software update from the specified url.

install _image Start the task to update the appliance software stack with the
previously downloaded image file.

--confirm Confirm flag for destructive command. Use this flag to disable
the confirmation prompt when you run this command.

--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time

for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time
for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.
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Option Description

- -t ee=QUTPUTFI LENAVE When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.53 Downloading an Oracle PCA Software Update

PCA> updat e appliance get_image http://nyserver.org/imges/ovca-2. 3. 2-b999.iso.zip

khkkhkkhkhkhkhhkhkkhkhkhhhhhkhkhhkhkhhkhkhkhkhhkkhkhkhkhkhkhkhkhkkhkkhkhkhkkhkkhkkhkkkkkkkkkkkkk*k*k*x*%

WARNING !'!I'l' THIS IS A DESTRUCTI VE OPERATI ON.

khkkhkkhkhkkhkhhkhkhhkhhhhhkhkhhkhkhkhkhkhkhkhkhkkhkkhkhkhkhkkhkhkkhkkhkkhkhkkhkkhkkhkkhkkkhkkkkkkkkkkkk*k*x*%x

Are you sure [y/N:y
The update job has been submtted. Use "show task <task id>" to nonitor the progress.

Task_I D Status Progress Start_Tine Task_Nane

333dcc8b617f 74 RUNNI NG None 09-27-2017 11:40:53 updat e_downl oad_i nage

1 row di spl ayed

Status: Success

4.2.30 update password

Modifies the password for one or more components within the Oracle Private Cloud Appliance.

Syntax
updat e password {nmgnt-root |nmysql-ovs |nmilomadnm n|nmilom operator |nmroot |
opus-root |ovm adm n | spCn-root | spMh-root |spZfs-root |systemroot |wW s-webl ogi c |
Xsi go-adm n | xsi go-recovery | xsi go-root |zfs-root }[ PCA-passwordtarget-password]]|
--confirm][--json][--less][--nore][--tee=OUTPUTFI LENAME ]
where PCA- passwor d is the current password of the Oracle PCA admin user, and t ar get - passwor d is
the new password to be applied to the target rack component.

Description
Use the updat e passwor d command to modify the password for one or more components within the
Oracle Private Cloud Appliance. This is a destructive operation and you are prompted to confirm whether
or not you wish to continue, unless you use the - - conf i r mflag to override the prompt.
Optionally you provide the current Oracle PCA password and the new target component password with the
command. If not, you are prompted for the current password of the Oracle PCA admin user and for the new
password that should be applied to the target.

Options

The following table shows the available options for this command.

Option Description

ngnt - r oot Sets a new password for the r oot user on the management
nodes.

nmysql - ovs Sets a new password for the ovs user in the MySQL database.
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Option

Description

nmilomadm n

Sets a new password for the i | om admi n user in the
InfiniBand switches' ILOMs.

nm il om oper at or

Sets a new password for the i | om oper at or user in the
InfiniBand switches' ILOMSs.

nm r oot Sets a new password for the r oot user in the InfiniBand
switches' ILOMs.

opus-r oot Sets a new password for the r oot user on the Ethernet
switches.

ovm adm n Sets a new password for the adm n user in Oracle VM
Manager.

spCn-r oot Sets a new password for the r oot user in the compute node
ILOMs.

spMWn-r oot Sets a new password for the r oot user in the management
node ILOMs.

spZf s-root Sets a new password for the r oot user on the ZFS storage

appliance as well as its ILOM.

syst em r oot

Sets a new password for the r oot user on all compute nodes.

w s-webl ogi c

Sets a new password for the webl ogi ¢ user in WebLogic
Server.

XSi go-admin

Sets a new password for the adni n user on the Fabric
Interconnects.

XSi go-recovery

Sets a new password for the r cl i user on the Fabric
Interconnects.

XSi go-r oot Sets a new password for the r oot user on the Fabric
Interconnects.

zf s-root Sets a new password for the r oot user on the ZFS storage
appliance as well as its ILOM.

--confirm Confirm flag for destructive command. Use this flag to disable
the confirmation prompt when you run this command.

--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time
for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time

for easy viewing, as with the nor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=QUTPUTFI LENAME

When returning the output of the command, also write it to the
specified output file.

Examples

Example 4.54 Changing the Oracle VM Manager Administrator Password

PCA> updat e password ovm admni n

L e R R R
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WARNING !'!'l THIS IS A DESTRUCTI VE OPERATI ON.

L R R R

Are you sure [y/N:y

Current PCA Password:

New ovm adnmi n Passwor d:
Confirm New ovm adnmi n Passwor d:
Status: Success

4.2.31 update compute-node

Updates the Oracle PCA compute nodes to the Oracle VM Server version included in the Oracle PCA I1ISO
image.

Syntax

updat e conmput e-node {node}[--confirm][--force][--json][--less][--nore]][--
t ee=OQUTPUTFI LENAME ]

where node is the identifier of the compute node that must be updated with the Oracle VM Server version
provided as part of the appliance software ISO image. Run this command for one compute node at a time.

not supported. Neither is running the command concurrently in separate terminal
windows.

Warning
O Running the updat e conput e- node command with multiple node arguments is
Description
Use the updat e conput e- node command to install the new Oracle VM Server version on the selected
compute node or compute nodes. This is a destructive operation and you are prompted to confirm whether
or not you wish to continue, unless you use the - - conf i r mflag to override the prompt.
Options

The following table shows the available options for this command.

Option Description

--confirm Confirm flag for destructive command. Use this flag to disable
the confirmation prompt when you run this command.

--force Force the command to be executed even if the target is in an
invalid state. This option is not risk-free and should only be
used as a last resort.

--json Return the output of the command in JSON format

--less Return the output of the command one screen at a time

for easy viewing, as with the | ess command on the Linux
command line. This option allows both forward and backward
navigation through the command output.

--nore Return the output of the command one screen at a time
for easy viewing, as with the mor e command on the Linux
command line. This option allows forward navigation only.

- -t ee=OUTPUTFI LENAME When returning the output of the command, also write it to the
specified output file.
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Examples
Example 4.55 Upgrade a Compute Node to Oracle VM Server Release 3.4.x

PCA> updat e conput e- node ovcacnlOr 1

kkhkkhkkhkkhkkhkkhkkhkkhkkhkhkkhkkhkkhkkhkkhkkhkkhkhkkhkhkhkkhkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkkkhkkkkkkkkkkkkkkkkk*x*%x

WARNING !'!I'l' THIS IS A DESTRUCTI VE OPERATI ON.

kkhkkhkkhkkhkkhkkhkkhkkhkkhkhkkhkkhkhkkhkhkkhkkhkhkkhkkhkhkkhkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkkhkkhkkhkkkkkkkkkkkkkkkk*x*%x

Are you sure [y/N:y

Status: Success
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Chapter 5 Managing the Oracle VM Virtual Infrastructure
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Warning
O Access to the Oracle VM Manager web user interface, command line interface

and web services API is provided without restrictions. The configuration of Oracle
Private Cloud Appliance (PCA) components within Oracle VM Manager is automatic
and handled by the Oracle PCA provisioning process. Altering the configuration of
these components directly within Oracle VM Manager is not supported and may
result in the malfunction of the appliance.

Here is a non-exhaustive list of critical limitations that are known to be violated
regularly, which results in severe system configuration problems and significant
downtime:

« DO NOT rename host names of compute names or other Oracle PCA
components.

e DO NOT rename server pools.
« DO NOT rename built-in repositories.

« DO NOT rename existing networks or modify their properties (VLAN tag,
MTU, and so on), except as documented explicitly in the Oracle Private Cloud
Appliance Administrator's Guide.

Warning

O The appliance controller software enables customization of networking, external
storage connectivity and server pools — known as tenant groups in Oracle PCA.
The resulting Oracle VM configurations also must not be altered within Oracle VM
Manager.

Use of Oracle VM Manager in the context of Oracle Private Cloud Appliance should
be limited to the management and creation of virtual machines.

Configuring additional storage, creating repositories, and setting up additional
networks specifically for the use of virtual machines is possible. However, this
should be done carefully, to avoid disrupting the configuration specific to the Oracle
PCA.
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Guidelines and Limitations

Management of virtual machines and your Oracle VM environment is achieved using the Oracle VM
Manager Web Ul (User Interface). While Oracle VM Manager does provide a command line interface and
web services API, use of these on your Oracle PCA should only be attempted by advanced users with a
thorough understanding of Oracle VM and the usage limitations within an Oracle PCA context.

The information provided in here, is a description of the Oracle VM Manager Web Ul within the context of
the Oracle PCA. Where particular actions within the Oracle VM Manager Web Ul are referenced, a link to
the appropriate section within the Oracle VM Manager User's Guide is provided. The complete Oracle VM
Manager User's Guide is available at this URL: https://docs.oracle.com/en/virtualization/oracle-vm/3.4/user/
index.html.

imposed by using it within Oracle PCA. More details about the use of the Oracle VM

Note
@ When consulting the Oracle VM documentation directly, keep in mind the limitations
documentation library can be found in About the Oracle VM Documentation Library.

New users of Oracle VM who want to learn the fundamentals of creating and maintaining a virtualized
environment should consult the Oracle VM Concepts Guide. It describes the concepts on which the Oracle
VM components and functionality are based, and also links to operational procedures in the Oracle VM
Manager User's Guide.

The Oracle VM Manager Web Ul is available at the virtual IP address that you configured for your
management nodes during installation. This virtual IP address is automatically assigned to whichever
management node is currently the master or active node within the cluster. If that management node
becomes unavailable, the standby management node is promoted to the active role and takes over the
IP address automatically. See Section 1.5, “High Availability” for more information on management node
failover.

The Oracle VM Manager Web Ul is configured to listen for HTTPS requests on port 7002.

5.1 Guidelines and Limitations

The Oracle VM Manager Web User Interface is provided without any software limitation to its functionality.
Once your appliance has been provisioned, the Oracle VM environment is fully configured and ready to
use for the deployment and management of your virtual machines. In this section, the operations that are
explicitly not permitted, are presented as guidelines and limitations that should be followed when working
within Oracle VM Manager, or executing operations programmatically through the command line interface
(CLI) or web services API (WSAPI).

The following actions must not be performed, except if Oracle gives specific instructions to do so.

Do Not:

 attempt to discover, remove, rename or otherwise modify servers or their configuration;
 attempt to modify the NTP configuration of a server;

» attempt to add, remove, rename or otherwise modify server pools or their configuration;

 attempt to change the configuration of server pools corresponding with tenant groups configured through
the appliance controller software (except for DRS policy setting);

» attempt to move servers out of the existing server pools;

» attempt to add or modify or remove server processor compatibility groups;
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About the Oracle VM Documentation Library

 attempt to modify or remove the existing local disk repositories or the repository named Rack1-
repository;

 attempt to delete or modify any of the preconfigured default networks, or custom networks configured
through the appliance controller software;

 attempt to connect virtual machines to the appliance management network;

 attempt to modify or delete any existing Storage elements that are already configured within Oracle VM,
or use the reserved names of the default storage elements — for example OVCA ZFSSA Rack1 — for any
other configuration;

 attempt to configure global settings, such as YUM Update, in the Reports and Resources tab (except
for tags, which are safe to edit);

» attempt to select a non-English character set or language for the operating system, because this is not
supported by Oracle VM Manager — see support note with Doc ID 2519818.1.

If you ignore this advice, the Oracle PCA automation, which uses specific naming conventions to
label and manage assets, may fail. Out-of-band configuration changes would not be known to the
orchestration software of the Oracle PCA. If a conflict between the Oracle PCA configuration and Oracle
VM configuration occurs, it may not be possible to recover without data loss or system downtime.

Note

@ An exception to these guidelines applies to the creation of a Service VM. This
is a VM created specifically to perform administrative operations, for which it
needs to be connected to both the public network and internal appliance networks.
For detailed information and instructions, refer to the support note with Doc ID
2017593.1.

There is a known issue with the Oracle PCA Upgrader provided with release 2.3.4,
which stops the upgrade process if Service VMs are present. For the appropriate
workaround, consult the support note with Doc ID 2510822.1.

Regardless of which interface you use to access the Oracle VM functionality directly, the same restrictions
apply. In summary, you may use the Web Ul, CLI or WSAPI for the operations listed below.

Use the Oracle VM Interfaces for:

» configuration and management of VM networks, VLAN interfaces and VLANS;
« configuration of VM vNICs and connecting VMs to networks;

« all VM configuration and life cycle management;

 attaching and managing external storage for VM usage,;

» compute node IPMI control.

About the Oracle VM Documentation Library

You can find the complete Oracle VM documentation library at this URL: https://docs.oracle.com/en/
virtualization/oracle-vm/index.html.

It is critical that you understand the scope of Oracle VM within the specific context of Oracle PCA. A major
objective of the appliance is to orchestrate or fully automate a number of Oracle VM operations. It also
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Logging in to the Oracle VM Manager Web Ul

imposes restrictions that do not exist in other Oracle VM environments, on infrastructure aspects such as
server hardware, networking and storage configuration. Consequently, some chapters or even entire books
in the Oracle VM documentation library are irrelevant to Oracle PCA customers, or should not be used
because they describe procedures that conflict with the way the appliance controller software configures
and manages the Oracle VM infrastructure.

This list, which is not meant to be exhaustive, explains which parts of the Oracle VM documentation should
not be referenced because the functionality in question is either not supported or managed at the level of
the appliance controller software:

* Installation and Upgrade Guide

Oracle Private Cloud Appliance always contains a clustered pair of management nodes with Oracle
VM Manager pre-installed. When you power on the appliance for the first time, the compute node
provisioning process begins, and one of the provisioning steps is to install Oracle VM Server on the
compute nodes installed in the appliance rack. The installation of additional compute nodes and
upgrades of the appliance software are orchestrated in a similar way.

» Getting Started Guide

Although the getting started guide is an excellent way to progress through the entire chain of operations
from discovering the first Oracle VM Server to the point of accessing a fully operational virtual machine, it
does not help the Oracle PCA user, who only needs Oracle VM Manager in order to create and manage
virtual machines.

» Administration Guide

This guide describes a number of advanced system administration tasks, most of which are performed
at the level of the virtualization platform. The information in this book may be useful for specific
configurations or environments, but we recommend that you consult with Oracle subject matter experts
to avoid making changes that adversely affect the Oracle PCA environment.

« Command Line Interface and Web Services API

The recommended interface to manage the Oracle VM environment within Oracle PCA is the Oracle
VM Manager Web Ul. The CLI and WSAPI should be used with care, within the limitations described
in the Oracle PCA documentation. They can be safely used in a programmatic context, for example to
automate operations related to the virtual machine life cycle (which includes create, clone, start, stop,
migrate VMs, pinning CPUs, uploading templates and ISOs, and so on).

Since Oracle VM Manager is the preferred interface to manage the virtualized environment, this chapter
provides links to various sections of the Oracle VM Manager User's Guide in order to help Oracle PCA
users perform the necessary tasks. The book is closely aligned with the structure of the Web Ul it
describes, and the sections and links in this chapter conveniently follow the same basic outline. Where
the Oracle VM Manager functionality overlaps with the default Oracle PCA configuration the document
indicates which operations are safe and which should be avoided.

5.2 Logging in to the Oracle VM Manager Web Ul

To open the Login page of the Oracle VM Manager Web Ul, enter the following address in a Web browser:
https://manager - vi p:7002/ovm/console

Where, manager - vi p refers to the virtual IP address, or corresponding host name, that you have
configured for your management nodes during installation. By using the virtual IP address, you ensure that
you always access the Oracle VM Manager Web Ul on the active management node.

146



Monitoring Health and Performance in Oracle VM

Important

connection, the firewall is configured to allow TCP traffic on the port that Oracle VM

A You must ensure that if you are accessing Oracle VM Manager through a firewalled
Manager is using to listen for connections.

Enter your Oracle VM Manager administration user name in the Username field. This is the administration
user name you configured during installation. Enter the password for the Oracle VM Manager
administration user name in the Password field.

Important

data. Therefore, to successfully log in and use the Oracle VM Manager Web Ul your

A The Oracle VM Manager Web Ul makes use of cookies in order to store session
web browser must accept cookies from the Oracle VM Manager host.

5.3 Monitoring Health and Performance in Oracle VM

The Health tab provides a view of the health of the compute nodes and the server pool within your
environment. This information complements the Hardware View provided in the Oracle PCA Dashboard.
See Section 2.3, “Hardware View” for more information.

The Statistics subtabs available on the Health tab provides statistical information, including graphs that
can be refreshed with short intervals or at the click of a button, for CPU and memory usage and for file
system utilization. These statistics can be viewed at a global scale to determine overall usage, or at the
detail level of a category of resources or even a single item.

The Server and VM Statistics subtab can display information per server to see the performance of each
individual compute node, or per virtual machine to help track the usage and resource requirements for any
of the virtual machines within your environment. The File System Statistics subtab displays storage space
utilization information, organized by storage location, and allows you to track available space for individual
file systems over time.

For detailed information on using the Health tab, please refer to the section entitled Health Tab in the
Oracle VM Manager User's Guide.

In addition to the Health tab you can also monitor the status of many resource categories through the Info
perspective or Events perspective. When you select these perspectives in the Management pane, the
type of information displayed depends on the active item in the Navigation pane on the left hand side.
Both the Info perspective and the Events perspective are common to many elements within the Oracle VM
Manager Web ULI.

The following sections in the Oracle VM Manager User's Guide provide detailed information about both
perspectives, using the server pool item as an example:

+ the Oracle VM Manager Info perspective

* the Oracle VM Manager Events perspective

5.4 Creating and Managing Virtual Machines

The Servers and VMs tab is used to create and manage your virtual machines. By default, compute nodes
in the base rack of the appliance are listed as belonging to a single server pool called Rackl ServerPool.
Compute nodes in an expansion rack are listed under the Unassigned Servers. The configuration of the
default server pool must not be altered. There is no need to discover servers, as compute nodes are
automatically provisioned and discovered within an Oracle PCA. Editing the configuration of the server
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Creating and Managing Virtual Machines

pool, servers and processor compatibility groups is not supported. The primary purpose of this tab within
the Oracle PCA context is to create and manage your virtual machines.

Virtual machines can be created using:

» ISO files in a repository (hardware virtualized only)

Mounted ISO files on an NFS, HTTP or FTP server (paravirtualized only)

Virtual machine templates (by cloning a template)

 Existing virtual machines (by cloning a virtual machine)

Virtual machine assemblies or virtual appliances

Virtual machines require most installation resources to be located in the storage repository, managed by

Oracle VM Manager, with the exception of mounted ISO files for paravirtualized guests. See Section 5.5,

“Managing Virtual Machine Resources” for more information on importing these resources into the Oracle
PCA repository.

The following list provides an outline of actions that you can perform in this tab, with links to the relevant
documentation within the Oracle VM Manager User's Guide:

» Create a virtual machine

You can create a virtual machine following the instructions provided in the section entitled Create Virtual
Machine.

You do not need to create any additional server pools. You need only ensure that your installation media
has been correctly imported into the Oracle Private Cloud Appliance repository.

» View virtual machine information and events

You can view information about your virtual machine or access virtual machine events by following the
information outlined in the section entitled View Virtual Machine Events.

 Edit a virtual machine

You can edit virtual machine parameters as described in the section entitled Edit Virtual Machine.
 Start a virtual machine

Further information is provided in the section entitled Start Virtual Machines.
» Connect to a virtual machine console

There are two options for virtual machine console connections:

« For more information about the use of the VM console, refer to the section entitled Launch Console.

* For more information about the use of the VM serial console, refer to the section entitled Launch Serial
Console.

 Stop a virtual machine
Further information is provided in the section entitled Stop Virtual Machines.

« Kill a virtual machine
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Further information is provided in the section entitled Kill Virtual Machines.
Restart a virtual machine

Further information is provided in the section entitled Restart Virtual Machines.
Suspend a virtual machine

Further information is provided in the section entitled Suspend Virtual Machines.
Resume a virtual machine

Further information is provided in the section entitled Resume Virtual Machine.

Migrate or move a virtual machine between repositories, between servers, and to or from the
Unassigned Virtual Machines folder

Further information is provided in the section entitled Migrate or Move Virtual Machines.

It is possible to create alternate repositories if you have extended the system with external storage.
If you have an additional repository, this function can be used to move a virtual machine from one
repository to another.

Because there is only a single server pool available in a default Oracle Private Cloud Appliance base
rack, migration of virtual machines can only be achieved between servers and between a server

and the Unassigned Virtual Machines folder. Migration between server pools is possible if you have
customized the default configuration by creating tenant groups. See Section 2.8, “Tenant Groups” for
more information.

Modifying Server Processor Compatibility Groups is not permitted.
Caution

A Compute nodes of different hardware generations operate within the same
server pool but belong to different CPU compatibility groups. By default, live
migration between CPU compatibility groups is not supported, meaning that
virtual machines must be cold-migrated between compute nodes of different
generations.

If live migration between compute nodes of different generations is required, it
must only be attempted from an older to a newer hardware generation, and never
in the opposite direction. To achieve this, the administrator must first create new
compatibility groups.

For more information about CPU compatibility groups, please refer to the section
entitled Server Processor Compatibility Perspective.

For more information about the Unassigned Virtual Machines folder, refer to the section entitled
Unassigned Virtual Machines Folder.

Control virtual machine placement through anti-affinity groups.

You can prevent virtual machines from running on the same physical host by adding them to an anti-
affinity group. This is particularly useful for redundancy and load balancing purposes.

Further information about anti-affinity groups is provided in the section entitled What are Anti-Affinity
Groups? in the Oracle VM Concepts Guide.
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For instructions to create and manage anti-affinity groups, refer to the section entitled Anti-Affinity
Groups Perspective in the Oracle VM Manager User's Guide.

Clone a virtual machine
Further information is provided in the section entitled Clone a Virtual Machine or Template.

You can create a clone customizer to set up the clone parameters, such as networking, and the virtual
disk, and I1SO resources. For more information about clone customizers, please refer to the section
entitled Manage Clone Customizers.

Export virtual machines to a virtual appliance

Exporting a virtual appliance lets you reuse virtual machines with other instances of Oracle VM, or with
other virtualization environments that support the Open Virtualization Format (OVA). You can export one
or more virtual machines to a virtual appliance. Further information is provided in the section entitled
Export to Virtual Appliance.

Send a message to a virtual machine

If you have installed Oracle VM Guest Additions within your virtual machine, you can use the Oracle
VM Messaging framework to send messages to your virtual machines to trigger actions within a virtual
machine. Refer to the section entitled Send VM Messages for more information.

Delete a virtual machine
Further information is provided in the section entitled Delete Virtual Machines.

Figure 5.1 A view of the Servers and VMs tab
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5.5 Managing Virtual Machine Resources

The Repositories tab provides a view of the Oracle PCA repository. By default, a shared repository is
configured on the ZFS storage appliance and named Rack1-repository. Additional local repositories are
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configured using the free disk space of each compute node. None of the default repository configurations
may be altered.

Caution

A Using local storage on the compute nodes has implications that you should take

into account when planning the deployment of your virtual environment. For
example:

« Virtual machines with resources in a local storage repository cannot be migrated
to another compute node.

e Templates, assemblies and ISOs in local storage repositories cannot be used to
create virtual machines on another compute node.

« If a compute node becomes unavailable, its locally stored virtual machines and
resources cannot be restored or migrated to another compute node for continued
service.

« The virtual machines and resources in local storage repositories are not protected
by automatic failover and high-availability mechanisms normally offered by a
clustered Oracle VM server pool with shared storage repository.

Additional repositories should be configured using external storage solutions. For information about
extending the storage capacity of Oracle PCA, see Section 5.7, “Viewing and Managing Storage
Resources”.

The Repositories tab is used to manage virtual machine resources, such as installation media and virtual
disks. From this tab, it is possible to create, import or clone Oracle VM templates, virtual appliances and
ISO image files. It is also possible to create, modify, or clone virtual disks here. The following list provides
an outline of actions that you can perform in this tab, with links to the relevant documentation within the
Oracle VM Manager User's Guide:

* Manage Virtual Machine Templates

Import a template

Edit a template

Clone a VM or template

Move a template

Manage template clone customizers

Delete a template

All documentation for these actions can be found in the section entitled VM Templates Perspective.

For specific information about virtual appliances offered through Oracle Technology Network, refer to
Virtual Appliances from Oracle.

* Manage Virtual Appliances

Import a virtual appliance

Create a VM from a virtual appliance
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« Edit a virtual appliance

* Refresh a virtual appliance

¢ Delete a virtual appliance

All documentation for these actions can be found in the section entitled Virtual Appliances Perspective.

For specific information about virtual appliances offered through Oracle Technology Network, refer to
Virtual Appliances from Oracle.

* Manage Virtual Machine ISO Image Files

¢ Import an ISO

Edit an ISO

Clone an ISO

* Delete an ISO

All documentation for these actions can be found in the section entitled ISOs Perspective.
* Manage Virtual Disks

» Create a virtual disk

e Import a virtual disk

L]

Edit a virtual disk

¢ Clone a virtual disk

* Delete a virtual disk

All documentation for these actions can be found in the section entitled Virtual Disks Perspective.
* View Virtual Machine Configuration Entries

For more information, refer to the section entitled VM Files Perspective.

Virtual Appliances from Oracle

On Oracle Technology Network, you can find several pre-configured Oracle VM Virtual Appliances,
which can be downloaded for convenient deployment on Oracle Private Cloud Appliance. These virtual
appliances allow users of Oracle PCA to rapidly set up a typical Oracle product stack within their Oracle
VM environment, without having to perform the full installation and configuration process.

For detailed information, including documentation specific to the virtual appliances, refer to the Oracle VM
Virtual Appliances overview page on Oracle Technology Network.

For Oracle VM instructions related to virtual appliances, follow the links provided above.

For more general information about the use of virtual appliances and templates, refer to the chapter
Understanding Repositories in the Oracle VM Concepts Guide. The most relevant sections are:

* How is a Repository Organized?
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» How are Virtual Appliances Managed?

5.6 Configuring Network Resources for Virtual Machines

The Networking tab is used to manage networks within the Oracle VM environment running on the Oracle

PCA.
Caution

A By default, a number of networks are defined during factory installation. These
must not be altered as they are required for the correct operation of the Oracle
PCA software layer.

The default networks are set up as follows:
* 192. 168. 140. 0 : the management network

This is a private network used exclusively for Oracle VM management traffic. Both management nodes
and all compute nodes are connected to this network through their bondO interface.

e 192. 168. 40. 0 : the storage network

This is a private IPolB network used exclusively for traffic to and from the ZFS storage appliance. Both
management nodes and both storage controllers are connected to this network through their bond1
interface.

Additionally, three networks are listed with the VM Network role:

e vm public_vlan

This default network is the standard choice for virtual machines requiring external network connectivity. It
supports both tagged and untagged traffic. For untagged traffic it uses the Oracle VM standard VLAN 1,

meaning no additional configuration is required.

If you prefer to use VLANS for your VM networking, configure the additional VLAN interfaces and
networks of your choice as follows:

Note

@ When reprovisioning compute nodes or provisioning newly installed compute
nodes, you always need to configure VLANs manually. The VLAN configuration is
not applied automatically when the compute node joins an existing server pool.

1. Go to the Networking tab and select the VLAN Interfaces subtab.

The process for creating VLAN Interfaces is described in detail in the Oracle VM Manager User's
Guide in the section entitled Create VLAN Interfaces.

2. Click Create VLAN Interface. In the navigation tree of the Create VLAN Interfaces window, select
the bond4 port of each compute node in the default Rack1_ServerPool.

3. Inthe next step of the wizard, add the VLAN IDs you require. When you complete the wizard, a new

VLAN interface for each new VLAN ID is configured on top of each compute node network port you
selected.

4. Create a new VLAN network with the VM role for each VLAN tag you added. Each new network
should contain the VLAN interfaces associated with a particular VLAN ID; for example all VLAN
interfaces with ID 11 on top of a bond4 port.
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Tip
; You can filter the VLAN interfaces by ID to simplify the selection of the VLAN
interfaces participating in the new network.

The process for creating networks with VLAN interfaces is described in the Oracle VM Manager
User's Guide in the section entitled Create New Network.

5. Configure your data center network accordingly.

For details, see Section 8.3, “Configuring Data Center Switches for VLAN Traffic”.

e vm private

This default network is intended for virtual machines requiring network connectivity to other virtual
machines hosted on the appliance, but not external to the appliance. For untagged traffic it uses the
Oracle VM standard VLAN 1. To use the VLANs of your choice, configure the additional VLAN interfaces
and networks as follows:

nodes, you always need to configure VLANs manually. The VLAN configuration is

Note
@ When reprovisioning compute nodes or provisioning newly installed compute
not applied automatically when the compute node joins an existing server pool.

1. Go to the Networking tab and select the VLAN Interfaces subtab.

The process for creating VLAN Interfaces is described in detail in the Oracle VM Manager User's
Guide in the section entitled Create VLAN Interfaces.

2. Click Create VLAN Interface. In the navigation tree of the Create VLAN Interfaces window, select
the bond3 port of each compute node in the default Rack1l_ ServerPool.

3. Inthe next step of the wizard, add the VLAN IDs you require. When you complete the wizard, a new
VLAN interface for each new VLAN ID is configured on top of each compute node network port you
selected.

4. Create a new VLAN network with the VM role for each VLAN tag you added. Each new network
should contain the VLAN interfaces associated with a particular VLAN ID; for example all VLAN
interfaces with ID 1001 on top of a bond3 port.

Tip
; You can filter the VLAN interfaces by ID to simplify the selection of the VLAN
interfaces participating in the new network.

The process for creating networks with VLAN interfaces is described in the Oracle VM Manager
User's Guide in the section entitled Create New Network.

ngnt _public_eth

This network is automatically created during the initial configuration of the appliance. It uses the public
network that you configured in the Oracle PCA Dashboard. The primary function of this network is to
provide access to the management nodes from the data center network, and enable the management
nodes to run a number of system services. As long as you have not configured this network with a VLAN
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tag, it may also be used to provide external untagged network access to virtual machines. The subnet
associated with this network is the same as your data center network.

A

For more information about Oracle PCA network configuration, see Section 1.2.4, “Network Infrastructure”.

A

K

Caution

Always use the vm publ i ¢c_vI an network as your first VM network option. The
nmgnt _publ i c_et h is unavailable for VM networking when configured with a
management VLAN. When no management VLAN is configured, it is restricted to
untagged VM traffic, and should only be considered if the circumstances require
it.

Caution

Do not alter the internal appliance management network (192. 168. 4. 0)
connections on the compute nodes or any other rack components. The environment
infrastructure depends on the correct operation of this network.

For example, if you configured networking for virtual machines in such a way that
they can obtain an IP address inthe 192. 168. 4. 0 subnet, IP conflicts and security
issues are likely to occur.

Note

If VM-to-VM network performance is not optimal, depending on the type of network
load, you could consider increasing the guests' MTU from the default 1500 bytes
to 9000. Note that this is a change at the VM level; the compute node interfaces
are set to 9000 bytes already, and must never be modified. Connectivity between
VMs and external systems may also benefit from the higher MTU, provided this is
supported across the entire network path.

Do not edit or delete any of the networks listed here. Doing so may cause your appliance to malfunction. In
an Oracle PCA context, use the Networking tab to configure and manage Virtual NICs and VLANSs for use
by your virtual machines.
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5.7 Viewing and Managing Storage Resources

Figure 5.2 A view of the Networking tab
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The storage resources underlying the built-in Oracle PCA ZFS storage repository and the server pool
clustering file system are listed under the Storage tab within Oracle VM Manager. The internal ZFS

storage is listed under the SAN Servers folder. Do not modify or attempt to delete this storage.

Warning
O Compute node provisioning relies on the internal ZFS file server and its exported
storage. Changing the configuration will cause issues with provisioning and server

pool clustering.

While the storage repository on the internal ZFS Storage Appliance can be used for a basic virtualized
environment and for test purposes, the preferred approach for production environments is to attach
additional external storage for use within Oracle VM. The options to extend the storage capacity of an
Oracle PCA are explained in detail in the Oracle Private Cloud Appliance Installation Guide: refer to the

chapter entitled Extending Oracle Private Cloud Appliance - External Storage.

Information on expanding your Oracle VM environment with storage repositories located on the external
Fibre Channel or InfiniBand storage is provided in the Oracle VM Manager User's Guide. Refer to the
section entitled Storage Tab. You are also fully capable of using other networked storage, available on the

public network or a custom network, within your own Virtual Machines.
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Figure 5.3 A view of the Storage tab
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5.8 Tagging Resources in Oracle VM Manager

The Reports and Resources tab is used to configure global settings for Oracle VM and to manage tags,
which can be used to identify and group resources. Since many of the global settings such as server
update management and NTP configuration are managed automatically within Oracle PCA, you do not
need to edit any settings here. Those configuration changes could cause the appliance to malfunction.

You are able to create, edit and delete tags, by following the instructions in the section entitled Tags.

You can also use this tab to generate XML reports about Oracle VM objects and attributes. For details,
refer to the section entitled Reports.

5.9 Managing Jobs and Events

The Jobs tab provides a view of the job history within Oracle VM Manager. It is used to track and audit
jobs and to help troubleshoot issues within the Oracle VM environment. Jobs and events are described in
detail within the Oracle VM Manager User's Guide in the section entitled Jobs Tab.

Since the Recurring Jobs, described in the Oracle VM Manager User's Guide, are all automated and
handled directly by the Oracle PCA, you must not edit any of the settings for recurring jobs.
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Chapter 6 Automating Oracle Private Cloud Appliance Service
Requests
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Oracle Private Cloud Appliance (PCA) is qualified for Oracle Auto Service Request (ASR). ASR is a
software feature for support purposes. It is integrated with My Oracle Support and helps resolve problems
faster by automatically opening service requests when specific hardware failures occur. Using ASR is
optional: the components must be downloaded, installed and configured in order to enable ASR for your
appliance.

The information in this chapter is based on the support note with Doc ID 2032791.1. For the latest
information about installing Oracle Auto Service Request (ASR) on Oracle PCA, refer to My Oracle Support
or contact your Oracle representative.

Caution

Field Engineer. Request installation of ASR at the time of system install.

A Oracle Auto Service Request (ASR) must be installed by an authorized Oracle
Installation at a later date will be a Time and Materials charge.

Oracle is continuously analyzing and improving the ASR fault rules to enhance the Oracle support
experience. This includes adding, modifying and removing rules to focus on actionable events from ASR
assets while filtering non-actionable events. For up-to-date fault coverage details, please refer to the
Oracle Auto Service Request documentation page: http://www.oracle.com/technetwork/systems/asr/
documentation/index.html.

6.1 Understanding Oracle Auto Service Request (ASR)

ASR is designed to automatically open service requests when specific Oracle PCA hardware faults occur.
To enable this feature, the Oracle PCA components must be configured to send hardware fault telemetry
to the ASR Manager software. ASR Manager must be installed on the master management node, which
needs an active outbound Internet connection using HTTPS or an HTTPS proxy.

When a hardware problem is detected, ASR Manager submits a service request to Oracle Support
Services. In many cases, Oracle Support Services can begin work on resolving the issue before the
administrator is even aware the problem exists.

ASR detects faults in the most common hardware components, such as disks, fans, and power supplies,
and automatically opens a service request when a fault occurs. ASR does not detect all possible hardware
faults, and it is not a replacement for other monitoring mechanisms, such as SMTP and SNMP alerts,
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within the customer data center. It is a complementary mechanism that expedites and simplifies the
delivery of replacement hardware. ASR should not be used for downtime events in high-priority systems.
For high-priority events, contact Oracle Support Services directly.

An email message is sent to both the My Oracle Support email account and the technical contact for
Oracle Private Cloud Appliance to notify them of the creation of the service request. A service request may
not be filed automatically on some occasions. This can happen because of the unreliable nature of the
SNMP protocol or a loss of connectivity to ASR Manager. Oracle recommends that customers continue to
monitor their systems for faults and call Oracle Support Services if they do not receive notice that a service
request has been filed automatically.

For more information about ASR, consult the following resources:

» Oracle Auto Service Request web page: http://www.oracle.com/technetwork/systems/asr/overview/
index.html.

» Oracle Auto Service Request user documentation: http://docs.oracle.com/cd/E37710_01/index.htm.

6.2 ASR Prerequisites

Before you install ASR, make sure that the prerequisites in this section are met.

Verifying ASR Prerequisites
1. Make sure that you have a valid My Oracle Support account.
If necessary, create an account at https://support.oracle.com.
2. Ensure that the following are set up correctly in My Oracle Support:
« technical contact person at the customer site who is responsible for Oracle PCA

« valid shipping address at the customer site where the Oracle PCA is located, so that parts are
delivered to the site where they must be installed

3. Make sure that Oracle Java - JDK 7 (1.7.0_13 or later) or Oracle Java 8 (1.8.0_25 or later) is installed
on both management nodes in your Oracle PCA. Check the version installed on the system by entering
the following command at the Oracle Linux prompt: j ava - ver si on.

If the installed version does not comply with the ASR prerequisites, download a compatible Java
version, unpack the archive in / opt / and install it on both management nodes.

Note
@ OpenJDK is not supported by ASR.

If necessary, you can download the latest version from the Java SE Downloads
page: http://www.oracle.com/technetwork/java/javase/downloads/.

4. Verify connectivity to the Internet using HTTPS.

For example, try cur | to test whether you can access https://support.oracle.com.

6.3 Installing ASR Manager

The necessary packages for ASR Manager must first be downloaded and stored in an installation directory
that is accessible from both management nodes. For ASR Manager to work on Oracle PCA, it must be
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installed on both management nodes, and failover must be configured so that the ASR Manager role is
always fulfilled by the management node that also has the master role.

Downloading the Current ASR Packages

1. Verify whether ASR Manager is already installed. If any version older than 5.0 is installed, uninstall it
first.

For detailed information, refer to the document ASR Manager 5.x Installation, Backup and Upgrade
(Doc ID 1392042.1).

2. Download ASR Manager Release 5.0 or newer from the ASR download page.

Select the download for the Linux x86-64 platform.

Note
@ The version tested at the time of writing is 5.2.1. The latest version is 5.3.

3. Unpack the *. zi p file in a directory available to both management nodes. For example: / nf s/
shar ed_st or age/ ASRM pkg.

[ root @vcamO05r1 ~]# cd /nfs/shared_storage/ ASRM pkg
[ root @vcamO5r1 pkg]# unzi p p21056276_521 Li nux- x86- 64. zi p
Archive: p21056276_521 Li nux-x86-64. zi p

inflating: asrmanager-5.0.2-20141215170108. rpm

inflating: readne. htnm

inflating: |icense_agreenent.htm

Installing ASR Components on the Management Nodes

1. Using SSH and an account with superuser privileges, log into the master management node.

Note
@ The data center IP address used in this procedure is an example.

# ssh root @O0. 100. 1. 101

root @O0. 100. 1. 101' s passwor d:

[ root @vcamO05r1 ~]# pca- check- nast er
NODE: 10.100.1.101 WNMASTER True

2. Go to the shared directory where you stored the ASR package.

# cd / nfs/shared_storage/ ASRM pkg

3. Install the ASR Manager package.

# rpm -i asrmanager-5. 2. 1-20150501144949. r pm

Copyright [2008,2014], Oacle and/or its affiliates. Al rights reserved.

Li cense and Terms of Use for this software are described at https://support.oracle.con
(see Legal Notices and Terms of Use).

ASR Manager (pid 345193) is RUNNI NG

Instal | i ng ASR Manager bundl es. ..

Successfully installed ASR Manager bundl es.
asrm unrecogni zed service

Successful ly added ASR Manager (asrn) service.

khkkkhkhkhhhkhhkhhhhhhhkhhhhhhkhkhhhhhhhkhhhhkhhkhkhhhhkhhkhkhkhkhhkhk k%

To all ow a non-root user to manage ASR Manager service:
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Add the following line to /etc/sudoers file
' <user Name> ALL=(root) NOPASSWD: / opt/asrmanager/ bi n/asr start,/opt/asrmanager/bi n/asr stop,
/ opt / asr manager/ bi n/ asr status,/opt/asrnmanager/bin/asr restart'’

khkkkhkhkhhhhhkhhhhhhhkhhhhkhhkhhhhhkhhhkhhhhkhhkhhhhhkhhkhkhhkhhkhk k%

The ASR Manager application is installed in '/opt/asrmanager'. Log files are |located in '/var/opt/asrmnage

ASR Admi ni stration conmand is now avail abl e at /opt/asrmanager/bi n/ asr.
ASR Manager is stopped.
ASR Manager (pid 347799) is RUNNI NG

Checki ng ASR Manager status ....lnstallation of asrmanager was successful .
Warning
O For Oracle PCA the auto-update feature of ASR must not be used.

At the end of the installation, the ASR Manager service (asr n) is started automatically.

Disable auto-update.

# [ opt/asrmanager/ bi n/ asr di sabl e_aut oupdat e

Stop the ASR Manager service and prevent it from starting automatically.
# service asrm st atus

ASR Manager (pid 357177) is RUNNI NG

# service asrm stop

ASR Manager is stopped.
# chkconfig asrm of f

Configure the i ni t service to log when the ASR Manager service starts and stops.
a. Openthefile/etc/init.d/ asrmforediting.

b. In the start and stop sections, add the echo commands as shown.
start)

/ opt / asr manager/ bi n/ asrm st art
echo "START: "“hostnane™ “date "+% %" " >> /nfs/shared_storage/ ASRM ASRHA. | og

st op)
/ opt / asr manager/ bi n/ asr m st op
echo "STOP: "hostnane™ “date "+% %" " >> /nfs/shared_storage/ ASRM ASRHA. | og

c. Save and close the file/etc/init.d/ asrm
Preserve the data in the original ASR directories.

# nmv [var/opt/asrmanager /var/opt/orig_asrnmanager

Repeat this procedure on the other management node.

# ssh root @O0. 100. 1. 102

root @O. 100. 1. 102' s password:

[ root @vcamO06r1 ~]# pca- check- naster
NODE: 10.100.1.102 MASTER Fal se

Caution

A The secondary management node does not need to take over the master role
during the ASR installation.
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l The ASR Manager service must remain stopped on both management nodes.

Configuring ASR Manager Failover

1. Using SSH and an account with superuser privileges, log into the master management node.

Note
@ The data center IP address used in this procedure is an example.

# ssh root @O0. 100. 1. 101
root @0. 100. 1. 101' s passwor d:
[ root @vcamO05r1 ~]#

2. Create the following directories and log file on the shared storage:

# nkdir /nfs/shared_storage/ ASRM
# nkdir /nfs/shared_storage/ ASRM Var Opt Asr manager
# touch /nfs/shared_storage/ ASRM ASRHA. | og

3. Copy the original ASR data from the master management node local file system to the shared storage.
# cp -r /var/opt/orig_asrmanager/* /nfs/shared_storage/ ASRM Var Opt Asr manager

4. Create a symlink to the directory on the shared storage.
# I n -s /nfs/shared_storage/ ASRM Var Opt Asr manager /var/ opt/asrmanager
5. Add the asr mservice to the Oracle PCA system configuration.
a. Openthefile/var/1ib/ovcal ovca-system conf for editing.
b. Insert a new line to add asr mto the foundational services.
[ ngnt _i ni t]
[...]
f oundati onal _servi ces: ovmm nysql
ovimm
ti nyproxy
XN
dhcpd
asrm
[...]
c. Save and close the file / var/ i b/ ovcal/ ovca- syst em conf .
6. Log into the other management node and execute steps 4 and 5.
a. Create a symlink to the directory on the shared storage.
b. Add the asr mservice to the Oracle PCA system configuration.

Starting ASR Manager

1. Using SSH and an account with superuser privileges, log into the master management node.

Note
@ The data center IP address used in this procedure is an example.
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# ssh root @0. 100. 1. 101
root @O0. 100. 1. 101' s password:
[ root @vcamO5r1 ~]#

Start the ASR Manager service.

Note
@ You can monitor the process by tailing the log file / nf s/ shar ed_st or age/
ASRM ASRHA. | og.

# service asrmstart
Register the ASR Manager.

ASR Manager (ASRM) can be registered as a stand-alone ASRM, pointing directly to My Oracle
Support, or as a relay to another ASRM in your network. Even if other systems at your site already
use an ASRM, you can choose to register the Oracle PCA ASRM as stand-alone. This means it
communicates directly with the Oracle backend systems, which is the standard registration method.

For details and instructions, refer to the section entitled “Register the ASR Manager” in the Oracle Auto
Service Request ASR Manager User's Guide.

The basic registration command is: / opt / asr nenager/ bi n/ asr regi ster.

A relay ASRM could be used if an established ASRM is already in use by other systems in their facility.
Since the other systems cannot be routed through the Oracle PCA ASR Manager, you must route the
Oracle PCA ASR Manager through the existing one.

The instructions for setting up the ASR Manager in relay mode are in the ASR documentation. In
short you must register the Oracle PCA ASR Manager to the web address generated by the relay
ASR Manager, which must already be configured for relaying the data. (Follow the instructions in the
documentation for your particular ASR version, as it may be different with each version of ASR.) To
get the destination address, enter the following command at the ASR prompt on the destination ASR
Manager:

# [ opt/asrmanager/bi n/ asr show_http_receiver
HTTP Recei ver configuration:
HTTP Recei ver Status: Enabled
Host Name: Rel ay_Node. Conpany. com
HTTP Port: 7777
HTTPS/ SSL configuration is not enabl ed.

The basic ASR Manager relay command is: / opt / asr manager/ bi n/ asr register -e http://
Rel ay_Node. Conpany. com 7777/ asr .

Test ASR Manager failover by rebooting the current master management node.

Note
@ You can monitor the process by tailing the log file / nf s/ shar ed_st or age/
ASRM ASRHA. | og.

[ root @vcamO05r1 ]# reboot

[root @vcamO06r1l ]# tail -f /nfs/shared_storage/ ASRM ASRHA. | og
STOP: ovcamm05r1 07/20/15 14:35:20

START: ovcamm05r1 07/20/15 14:35: 20

STOP: ovcammO05r1 07/20/15 14:37: 37

START: ovcamm06r1 07/20/15 14:39: 15
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6.4 Configuring TinyProxy

For Oracle ASR to work, both Oracle PCA management nodes must be running TinyProxy version 1.8.3
or later. Verify the installed version and upgrade if necessary. Configure TinyProxy according to the
procedure in this section.

TinyProxy in any other way. Certain modifications to TinyProxy can cause the

Warning
O Strictly apply the configuration changes presented in this section. Do not modify
provisioning functionality to break.

Configuring TinyProxy for ASR

1. Using SSH and an account with superuser privileges, log into the master management node.

Note
@ The data center IP address used in this procedure is an example.

# ssh root @O0. 100. 1. 101

root @0. 100. 1. 101' s passwor d:

[ root @vcamO05r1 ~]# pca- check- nast er
NODE: 10.100.1.101 WMASTER True

2. Stop the ti nypr oxy service and verify the version installed on the system.

# service tinyproxy stop
Stoppi ng tinyproxy: [ OK]

# rpm-q tinyproxy
tinyproxy-1.8.2-1.el 6. x86_64

3. If the installed TinyProxy is older than version 1.8.3, upgrade it to the version referenced in the support
note with Doc ID 2032791.1.

Download the tinyproxy rpm to a temporary directory on the management node and run the upgrade
command.

# cd /tnp

# |s -al tinyproxy*

-rwr--r-- 1 root root 61224 Apr 4 13:44 tinyproxy-1.8.3-1.el 6.x86_64.rpm

# rpm-Uvh tinyproxy-1.8.3-1.el 6.x86_64.rpm

war ni ng: tinyproxy-1.8.3-1.el 6. x86_64.rpm Header V3 RSA/ SHA256 Si gnature,

key | D ec551f03: NOKEY

Preparing. .. HHHH B R [ 1009
1:tinyproxy HHHH BB R [ 1009

4. Make the necessary changes to the TinyProxy configuration to enable ASR traffic through the
management node.

a. Openthefile/etc/tinyproxy/tinyproxy.conf forediting.

b. Navigate to the section that defines on which interfaces tinyproxy listens. It starts with “#
Li sten:”.

Comment out the line that binds tinyproxy to the interface in the Oracle VM management network
by adding a hash character (#) in front of it.

# Listen: If you have nultiple interfaces this allows you to bind to
# only one. If this is coomented out, tinyproxy will bind to all
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# interfaces present.
#
#Li sten 192. 168. 140. 4

c. Scroll down to the section Customization of authorization controls. It starts with “# Al | ow: .

Add two lines to allow traffic from the internal appliance management network and Oracle VM
management network.

Al ow. Custom zation of authorization controls. If there are any
access control keywords then the default action is to DENY. O herw se,
the default action is ALLOW

The order of the controls are inportant. Al incom ng connections are
tested agai nst the controls based on order.

T Y

#Al | ow 127.0.0.1
Al |l ow 192. 168. 4. 0/ 24
Al | ow 192. 168. 140. 0/ 24

d. Save and close the file / et ¢/t i nyproxy/tinyproxy. conf.

5. Restartthe ti nypr oxy service and verify the installed version.

# service tinyproxy start
Starting tinyproxy: [ OK]
# tinyproxy -version
tinyproxy 1.8.3

6. Repeat this procedure on the other management node.

6.5 Activating ASR Assets

The Oracle Private Cloud Appliance components that are qualified as ASR assets are:
« Server compute nodes
e NM2-36P Sun Datacenter InfiniBand Expansion Switches

» ZFS Storage Appliance

Interconnect F1-15s in Oracle Private Cloud Appliance Release 2.3. The two

Note
@ There is no ASR support for the Oracle Switch ES1-24 switches and Oracle Fabric
management nodes also must not be activated.

This section provides the instructions to activate each type of Oracle Private Cloud Appliance ASR asset.

6.5.1 Activating Compute Nodes

The ASR activation mechanism requires operations in two separate locations. First the compute node
ILOMs are configured to send SNMP traps to the ASR Manager when a failure occurs. Then the ASR
Manager is configured to recognize the ILOMs as assets and accept their input. Follow the procedure
below to activate the compute nodes as ASR assets.

Activating Compute Nodes as ASR Assets
1. Using SSH, log into the compute node ILOM as r oot .

2. Go to the alert rules directory and display rule set 2.
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Caution

A As of Release 2.2.1 the ILOM rule set 1 is used by the Oracle PCA controller
software. The first available rule set is typically set 2.

-> cd /SP/alertngnt/rul es
/ SP/ al ertmgnt/rul es

-> show 2
/ SP/al ertmgnt/rul es/ 2
Tar gets:
Properti es:
type = snnptrap
| evel = disable
destination = 0.0.0.0
destination_port = 0
communi ty_or_usernane = public
snnp_version = 1
testrule = (Cannot show property)
->

If the rule set is available (destination = 0.0.0.0), configure it for ASR. Otherwise, look for the next
available rule set.

Define a new rule set with the following properties:

->cd 2
-> set |evel =m nor destination=192.168. 4.216 destinati on_port=1162 snnp_versi on=2c
-> show

/ SP/ al ert mgnt / rul es/ 2

Tar get s:

Properties:
type = snnptrap
| evel = m nor

destination = 192.168. 4. 216
destination_port = 1162
comunity_or_usernanme = public
snnp_version = 2c
testrule = (Cannot show property)

Conmmands:
cd
set
show

->

The destination property is a virtual IP in the appliance management network, shared by both
management nodes, but active only on the master.

Use a space character to separate rule set properties.
Activate the compute node as an ASR asset in ASR Manager.

a. Using SSH, log into the master management node.

b. Activate the asset by adding its ILOM IP to the ASR configuration with the following command:

# [ opt/ SUN\Wswasr / bi n/ asr activate_asset —i <asset_ilom.ip>
Caution
A Verify that you are activating the asset with the IP address of its ILOM, and

not the IP assigned to another network interface.
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5. Repeat this procedure for each compute node you wish to activate as an ASR asset.

6.5.2 Activating InfiniBand Switches

The ASR activation mechanism requires operations in two separate locations. First the switches' ILOMs
are configured to send SNMP traps to the ASR Manager when a failure occurs. Then the ASR Manager is
configured to recognize the ILOMs as assets and accept their input. Follow the procedure below to activate
the NM2-36P Sun Datacenter InfiniBand Expansion Switches as ASR assets.

Activating InfiniBand Switches as ASR Assets
1. Using SSH, log into the NM2-36P Sun Datacenter InfiniBand Expansion Switch ILOM as r oot .

2. Launch the Service Processor shell.

[root @] om ovcaswl9r1l ~]# spsh
->

3. Go to the alert rules directory and display rule set 2.
Caution

A As of Release 2.2.1 the ILOM rule set 1 is used by the Oracle PCA controller
software. The first available rule set is typically set 2.

->cd /SP/alertngnt/rul es
/| SP/ al ert mgnt / rul es

-> show 2
/| SP/ al ert mgnt / rul es/ 2
Tar get s:
Properties:
type = snnptrap
| evel = disable
destination = 0.0.0.0
destination_port = 0
comunity_or_usernane = public
snnp_version = 1
testrule = (Cannot show property)
Conmands:
cd
set
show
->

4. Define a new rule set with the following properties:

->cd 2

-> set | evel =m nor destinati on=192. 168. 4. 216 destinati on_port=1162 snnp_versi on=2c
Set 'level' to 'mnor'

Set 'destination' to '192.168. 4. 216’

Set 'destination_port' to '1162

Set 'snnmp_version' to '2c'

-> show
/ SP/ al ert mgnt / rul es/ 2

Tar get s:

Properties:
type = snnptrap
| evel = mi nor
destination = 192. 168. 4. 216
destination_port = 1162
comuni ty_or_username = public
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snnp_version = 2c
testrule = (Cannot show property)
Commands
cd
set
show
->

The destination property is a virtual IP in the appliance management network, shared by both
management nodes, but active only on the master.

Rule set properties are space-separated.

5. Make sure that SNMP version 2c is enabled on the switch.

-> cd / SP/servi ces/snnp
| SPI servi ces/ snnp

-> show
| SPI servi ces/ snnp

Tar gets:
comunities
m bs
users

Properties
engi nei d = (none)
port = 161
servi cestate = enabl ed
sets = disabl ed
vl = disabl ed
v2c = di sabl ed
v3 = enabl ed

Commands
cd
set
show

-> set v2c=enabl ed
6. Activate the NM2-36P Sun Datacenter InfiniBand Expansion Switch as an ASR asset in ASR Manager.
a. Using SSH, log into the master management node.

b. Activate the asset by adding its ILOM IP to the ASR configuration with the following command:

# [ opt/ SUN\Wswasr / bi n/ asr activate_asset —i <asset_ilom.ip>

7. Repeat this procedure for the second InfiniBand switch in order to activate it as an ASR asset.

6.5.3 Activating ASR on the ZFS Storage Appliance

The ZFS Storage Appliance differs from the other ASR assets because it runs its own ASR Manager,
and relays its ASR data to the Oracle backend systems through the outbound connection of the master
management node. To achieve this, Oracle Private Cloud Appliance relies on the t i nypr oxy HTTP
and HTTPS proxy daemon. ASR requires t i nypr oxy version 1.8.3 or later to be installed and properly
configured on both management nodes. See Section 6.4, “Configuring TinyProxy”.

For detailed information about enabling ASR on the ZFS Storage Appliance, refer to the ASR
documentation and the support note with Doc ID 1285455.1.

You must set up the ZFS Storage Appliance to relay its ASR data through the ASR Manager on the master
management node, using the following proxy settings:

* inet addr: 192.168.4.216
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» broadcast: 192.168.4.255

* mask: 255.255.255.0

e port: 8888

Enabling ASR from the CLI on the Active Storage Controller

1. Using SSH and an account with superuser privileges, log into the master management node, and then
log into the active storage controller from there.

The two storage controllers of the ZFS Storage Appliance use the IP addresses

Note
E The data center IP address used in this procedure is an example.
192.168. 4. 1 and 192. 168. 4. 2.

# ssh root @O0. 100. 1. 101
root @0. 100. 1. 101' s passwor d:
[root @vcamO05r1 ~]# ssh root @92.168.4.1

ovcasn0lrl:> |s

Properties
showcode = fal se
showst ack = fal se
exi tcoverage = fal se
showressage = true
asserterrs = fal se

Chi I dren
anal yti cs => Manage appliance anal ytics
configuration => Perform configuration actions
mai nt enance => Perform mai nt enance actions
raw => Make raw XM.- RPC cal | s
shares => Manage shares
status => View appliance status

2. Work your way down the configuration tree to the SCRK service.

ovcasn01r1: > configuration
ovcasn01r 1: confi gurati on> services
ovcasnO01r1: configurati on services> scrk
ovcasn01r 1: configurati on services scrk> |s

Properties
<st at us> di sabl ed
soa_id
soa_password
proxy_on
pr oxy_host
pr oxy_user
pr oxy_password

fal se

3. Use the set command to make the following eight changes.

Note
E Make sure you have an active user account on My Oracle Support, because you
need the user name and password to set the configuration parameters.

ovcasnO01r 1: configurati on services scrk> set soa_id=<regi stered- MOS-user >
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ovcasn01r 1: configurati on serv
ovcasn01r 1: configurati on serv
ovcasn01r 1: configurati on serv
ovcasn01r 1: configurati on serv
ovcasn01r 1: confi gurati on serv
ovcasn01r 1: configurati on serv
ovcasn01r 1: configurati on serv

Commit the configuration changes and then verify that the new settings are correct.

ces
ces
ces
ces
ces
ces
ces

scr k>
scr k>
scr k>
scrk>
scr k>
scr k>
scr k>

set
set
set
set
set
set
set

soa_passwor d=<MOS- user - passwor d>
proxy_on=true
proxy_host =192. 168. 4. 216: 8888

pr oxy_user =r oot

pr oxy_passwor d=\Wél conel

updat echeck_on=f al se

ti me_updat echeck=7d

ovcasnO01r 1: configuration services scrk> conmit

ovcasn01r 1: configurati on services scrk> show

Properties
<st at us>
soa_id
soa_password
proxy_on
pr oxy_host
pr oxy_user
pr oxy_password
updat echeck_on
ti me_updat echeck

onl i ne

first.last @racl e.com

*kkkkkkkk

true

192.168. 4. 216: 8888

r oot

*kkkkkkk

fal se
7d
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Chapter 7 Servicing Oracle Private Cloud Appliance Components
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This chapter contains an overview of replaceable components in your Oracle Private Cloud Appliance
(PCA), and provides servicing instructions for customer-replaceable units.

7.1 Replaceable Components

According to Oracle's Component Replacement Policy, the replaceable components in your system are
designated as either field-replaceable units (FRUs) or customer-replaceable units (CRUS).

» A part designated as a FRU must be replaced by an Oracle-qualified service technician.

» A part designated as a CRU can be replaced by a person who is not an Oracle-qualified service
technician.

All CRUs and FRUs are listed and identified in this chapter, but the servicing instructions included in
this Oracle Private Cloud Appliance Administrator's Guide are focused primarily on CRUs. For FRU
replacement, please contact Oracle.

7.1.1 Rack Components

The following table lists the replaceable components of the Oracle PCA rack.

Note
@ For the current list of replacement parts and their manufacturing part numbers, refer
to the Oracle PCA components list in the Oracle System Handbook.

You access the Oracle System Handbook using this link: https://support.oracle.com/
handbook_private/.

Click Current Systems, then click your generation of Oracle Private Cloud Appliance
Hardware to open the main product page in the System Handbook.

Table 7.1 Replaceable Oracle Private Cloud Appliance Rack Components

Component Description FRU/CRU Hot-Swap
Sun Rack Il 1242:

Jumper Cable C13-C14, 2m FRU Yes
Jumper Cable C19-C20, 1m FRU Yes
10Gbps QSFP to QSFP Cable, 3m FRU Yes
Ethernet Cable, Category 5/5E, RJ45 to RJ45, 10ft, Blue FRU Yes
Ethernet Cable, Category 5/5E, RJ45 to RJ45, 1m, Grey FRU Yes
Ethernet Cable, Category 5/5E, RJ45 to RJ45, 7ft, Black FRU Yes
Ethernet Cable, Category 5/5E, RJ45 to RJ45, 7ft, Green FRU Yes
Ethernet Cable, Category 5/5E, RJ45 to RJ45, 7ft, Yellow FRU Yes
Ethernet Cable, Category 6A, RJ45 to RJ45, 10ft, Black FRU Yes
Ethernet Cable, Category 6A, RJ45 to RJ45, 10ft, Blue FRU Yes
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Oracle Server X7-2 Components

Component Description FRU/CRU Hot-Swap
1U/2U Screw-Mount Slide Rail Kit FRU

1U/2U Cable Management Arm (Snap-in) FRU

10Gbps SFP+ TwinX Cable, 1m FRU Yes
1.25Gb/Sec Copper SFP Transceiver FRU

10Gbps QSFP to QSFP Cable, 1m FRU Yes
Power Distribution Units (PDUs):

22KVA Single-Phase PDU, North America FRU Yes
22KVA Single-Phase PDU, International FRU Yes
24KVA Three-Phase PDU, North America FRU Yes
24KVA Three-Phase PDU, International FRU Yes

For rack-level component servicing instructions, see Section 7.3, “Servicing the Oracle Private Cloud
Appliance Rack System”.

7.1.2 Oracle Server X7-2 Components

The following table lists the replaceable components of the Oracle Server X7-2 compute nodes.

Note
@ For the current list of replacement parts and their manufacturing part numbers, refer
to the Oracle PCA components list in the Oracle System Handbook.

You access the Oracle System Handbook using this link: https://support.oracle.com/
handbook_private/.

Click Current Systems, then click your generation of Oracle Private Cloud Appliance
Hardware to open the main product page in the System Handbook.

Table 7.2 Replaceable Oracle Server X7-2 Components

Component Description FRU/CRU Hot-Swap
Motherboard Assembly FRU No
Dual Counter Rotating Fan Module CRU Yes
1-Slot PCI Express Riser Assembly FRU No
2-Slot PCI Express Riser Assembly FRU No
A266 1200 Watt AC Input Power Supply CRU Yes
Twenty-four-core Intel Xeon P-8160 processor (2.1 GHz), 150W FRU No
CPU Heatsink FRU No
2.5" Disk Cage Front Indicator Module FRU No
4-Slot 2.5" Disk Backplane Assembly FRU No
1.2TB - 10000 RPM SAS Disk Assembly with 1 bracket CRU Yes
DDR4 DIMM FRU No
Dual port 80Gbps InfiniBand QDR PCI Express 3.0 Host Channel Adapter FRU No
M3 (CX-3)

8-Port 12Gbps SAS-3 RAID PCI Express HBA FRU No
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Oracle Server X6-2 Components

Component Description FRU/CRU Hot-Swap
System Battery CRU No
Cable Kit FRU No

For Oracle Server X7-2 component servicing instructions, see Section 7.4, “Servicing an Oracle Server
X7-2".

7.1.3 Oracle Server X6-2 Components

The following table lists the replaceable components of the Oracle Server X6-2 compute nodes.

Note
@ For the current list of replacement parts and their manufacturing part numbers, refer
to the Oracle PCA components list in the Oracle System Handbook.

You access the Oracle System Handbook using this link: https://support.oracle.com/
handbook_private/.

Click Current Systems, then click your generation of Oracle Private Cloud Appliance
Hardware to open the main product page in the System Handbook.

Table 7.3 Replaceable Oracle Server X6-2 Components

Component Description FRU/CRU Hot-Swap
System Board Assembly FRU No
Dual Counter Rotating Fan Module CRU Yes
1-Slot PCI Express Riser Assembly FRU No
2-Slot PCI Express Riser Assembly FRU No
A256 600 Watt AC Input Power Supply CRU Yes
Twenty-two-core Intel Xeon processor E5-2699 v4 series (2.2 GHz), FRU No
145w

Pre-Greased CPU Heatsink FRU No
2.5" Disk Cage Front Indicator Module FRU No
4-Slot 2.5" Disk Backplane Assembly FRU No
1.2TB - 10000 RPM SAS Disk Assembly with 1 bracket CRU Yes
32GB DDR4-2400 Load Reduced DIMM FRU No
Dual port 80Gbps InfiniBand QDR PCI Express 3.0 Host Channel Adapter FRU No
M3 (CX-3)

8GB USB 2.0 Flash Drive FRU No
8-Port 12Gbps SAS-3 RAID PCI Express HBA FRU No
1U/2U Remote Battery Assembly CRU No
Cable Kit FRU No

For Oracle Server X6-2 component servicing instructions, see Section 7.5, “Servicing an Oracle Server
X6-2".

7.1.4 Oracle Server X5-2 Components

176


https://support.oracle.com/handbook_private/Systems/OVCA_X5_2/components.html
https://support.oracle.com/handbook_private/
https://support.oracle.com/handbook_private/

Sun Server X4-2 Components

The following table lists the replaceable components of the Oracle Server X5-2 management and compute
nodes.

Note
@ For the current list of replacement parts and their manufacturing part numbers, refer
to the Oracle PCA components list in the Oracle System Handbook.

You access the Oracle System Handbook using this link: https://support.oracle.com/
handbook_private/.

Click Current Systems, then click your generation of Oracle Private Cloud Appliance
Hardware to open the main product page in the System Handbook.

Table 7.4 Replaceable Oracle Server X5-2 Components

Component Description FRU/CRU Hot-Swap
System Board Assembly FRU No
Dual Counter Rotating Fan Module CRU Yes
1-Slot PCI Express Riser Assembly FRU No
2-Slot PCI Express Riser Assembly FRU No
A256 600 Watt AC Input Power Supply CRU Yes
Eighteen-core Intel Xeon processor E5-2699 v3 series (2.3 GHz), 145W FRU No
Pre-Greased CPU Heatsink FRU No
2.5" Disk Cage Front Indicator Module FRU No
4-Slot 2.5" Disk Backplane Assembly FRU No
1.2TB - 10000 RPM SAS Disk Assembly with 1 bracket CRU Yes
32GB DDR4-2133 Load Reduced DIMM FRU No
Dual port 80Gbps InfiniBand QDR PCI Express 3.0 Host Channel Adapter FRU No
M3 (CX-3)

8GB USB 2.0 Flash Drive FRU No
8-Port 12Gbps SAS-3 RAID PCI Express HBA FRU No
1U/2U Remote Battery Assembly CRU No
Cable Kit FRU No

For Oracle Server X5-2 component servicing instructions, see Section 7.6, “Servicing an Oracle Server
X5-2".

7.1.5 Sun Server X4-2 Components

The following table lists the replaceable components of the Sun Server X4-2 management and compute

nodes.
Note
@ For the current list of replacement parts and their manufacturing part numbers, refer
to the Oracle PCA components list in the Oracle System Handbook.
You access the Oracle System Handbook using this link: https://support.oracle.com/
handbook_private/.
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Sun Server X3-2 Components

Click Current Systems, then click your generation of Oracle Private Cloud Appliance
Hardware to open the main product page in the System Handbook.

Table 7.5 Replaceable Sun Server X4-2 Components

Component Description FRU/CRU Hot-Swap
System Board Assembly FRU No
Dual Counter Rotating Fan Module CRU Yes
1-Slot PCI Express Riser Assembly FRU No
2-Slot PCI Express Riser Assembly FRU No
A256 600 Watt AC Input Power Supply CRU Yes
2.6GHz Intel 8-core Xeon E5-2650, 95W FRU No
Pre-Greased CPU Heatsink FRU No
2.5" Disk Cage Front Indicator Module FRU No
4-Slot 2.5" Disk Backplane Assembly FRU No
1.2TB - 10000 RPM SAS Disk Assembly with 1 bracket CRU Yes
16GB DDR3-1600 DIMM, 1.35V FRU No
Dual port 80Gbps InfiniBand QDR PCI Express 3.0 Host Channel Adapter FRU No
M3 (CX-3)

4GB USB 2.0 Flash Drive FRU No
8-Port 6Gbps SAS-2 RAID PCI Express HBA, B4 ASIC FRU No
1U/2U Remote Battery Assembly CRU No
Cable Kit FRU No

For Sun Server X4-2 component servicing instructions, see Section 7.7, “Servicing a Sun Server X4-2".

7.1.6 Sun Server X3-2 Components

The following table lists the replaceable components of the Sun Server X3-2 management and compute

nodes.

K

Note

For the current list of replacement parts and their manufacturing part numbers, refer
to the Oracle PCA components list in the Oracle System Handbook.

You access the Oracle System Handbook using this link: https://support.oracle.com/
handbook_private/.

Click Current Systems, then click your generation of Oracle Private Cloud Appliance
Hardware to open the main product page in the System Handbook.

Table 7.6 Replaceable Sun Server X3-2 Components

Component Description FRU/CRU Hot-Swap
System Board Assembly FRU No

Dual Counter Rotating Fan Module CRU Yes
1-Slot PCI Express Riser Assembly FRU No
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Oracle ZFS Storage Appliance ZS5-ES Components

Component Description FRU/CRU Hot-Swap
2-Slot PCI Express Riser Assembly FRU No
A256 600 Watt AC Input Power Supply CRU Yes
2.2GHz Intel 8-core Xeon E5-2660, 95W FRU No
Pre-Greased CPU Heatsink FRU No
2.5" Disk Cage Front Indicator Module FRU No
4-Slot 2.5" Disk Backplane Assembly FRU No
900GB - 10000 RPM SAS Disk Assembly with 1 bracket CRU Yes
16GB DDR3-1600 DIMM, 1.35V FRU No
Dual 40Gbps InfiniBand 4x QDR PCI Express Low Profile Host Channel FRU No
Adapter

4GB USB 2.0 Flash Drive FRU No
8-Port 6Gbps SAS-2 RAID PCI Express HBA, B4 ASIC FRU No
1U/2U Remote Battery Assembly CRU No

For Sun Server X3-2 component servicing instructions, see Section 7.8, “Servicing a Sun Server X3-2".

7.1.7 Oracle ZFS Storage Appliance ZS5-ES Components

The following table lists the replaceable components of the Oracle ZFS Storage Appliance ZS5-ES.

Note
@ For the current list of replacement parts and their manufacturing part numbers, refer
to the Oracle PCA components list in the Oracle System Handbook.

You access the Oracle System Handbook using this link: https://support.oracle.com/
handbook_private/.

Click Current Systems, then click your generation of Oracle Private Cloud Appliance
Hardware to open the main product page in the System Handbook.

Table 7.7 Replaceable Oracle ZFS Storage Appliance ZS5-ES Components

Component Description FRU/CRU Hot-Swap
Oracle ZFS Storage Appliance ZS5-ES Storage Head:

2.3GHz Intel 18-Core Xeon E5-2699 V3, 145W FRU No
Pre-greased CPU Heatsink FRU No
16GB DDR4-2133 DIMM FRU No
3.2TB SAS-3 Solid State Drive Assembly CRU Yes
1.2TB - 10000 RPM SAS-3 Disk Assembly CRU Yes
Dual 40Gbps InfiniBand 4x QDR PCI Express Low Profile Host Channel FRU No
Adapter

2-Slot PCI Express Riser Assembly FRU No
1-Slot PCI Express Riser Assembly FRU No
2.5" Disk Cage Front Indicator Module FRU No
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Oracle ZFS Storage Appliance ZS3-ES Components

Component Description FRU/CRU Hot-Swap
8-Slot 2.5" Disk Backplane Assembly FRU No
Interlock Cable, 125mm FRU No
Cable Kit FRU No
Dual Counter Rotating Fan Module CRU Yes
System Board Assembly FRU No
3V lithium coin cell battery CRU No
Type A256 600 Watt AC Input Power Supply CRU Yes
Cluster Heartbeat Assembly FRU No
8-Port 12Gbps SAS HBA FRU No
4x4 Port 12Gbps SAS-3 PCI Express HBA FRU No
Oracle Storage DE3-24P Disk Shelf:

580 Watt AC Input Power Supply FRU Yes
12Gbps SAS-3 I/O Controller Module FRU Yes
2RU Chassis Assembly with Midplane FRU No
36-Pin Mini SAS3 HD Cable, SFF-8644 to SFF-8644, 3M FRU Yes
DE3-24P Mounting Rail Kit FRU No
1.2TB - 10000 RPM SAS-3 Disk Drive Assembly CRU Yes
200GB SAS-3 Solid State Drive Assembly CRU Yes

For Oracle ZFS Storage Appliance ZS5-ES component servicing instructions, see Section 7.9, “Servicing
the Oracle ZFS Storage Appliance ZS5-ES”.

7.1.8 Oracle ZFS Storage Appliance ZS3-ES Components

The following table lists the replaceable components of the Oracle ZFS Storage Appliance ZS3-ES.

Note
@ For the current list of replacement parts and their manufacturing part numbers, refer
to the Oracle PCA components list in the Oracle System Handbook.

You access the Oracle System Handbook using this link: https://support.oracle.com/
handbook_private/.

Click Current Systems, then click your generation of Oracle Private Cloud Appliance
Hardware to open the main product page in the System Handbook.

Table 7.8 Replaceable Oracle ZFS Storage Appliance ZS3-ES Components

Component Description FRU/CRU Hot-Swap
Oracle ZFS Storage Appliance ZS3-ES Storage Head:

2.1GHz Intel 8-Core Xeon E5-2658, 95W FRU No
Pre-greased CPU Heatsink FRU No

16GB DDR-1600 DIMM, 1.35V FRU No

1.6TB SAS Solid State Drive Assembly CRU Yes
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Sun ZFS Storage Appliance 7320 Components

Component Description FRU/CRU Hot-Swap
900GB - 10000 RPM SAS Disk Assembly CRU Yes
Dual 40Gbps InfiniBand 4x QDR PCI Express Low Profile Host Channel FRU No
Adapter

2-Slot PCI Express Riser Assembly FRU No
1-Slot PCI Express Riser Assembly FRU No
2.5" Disk Cage Front Indicator Module FRU No
4-Slot 2.5" Disk Backplane Assembly FRU No
Cable Kit FRU No
Dual Counter Rotating Fan Module CRU Yes
System Board Assembly FRU No
3V lithium coin cell battery CRU No
Type A256 600 Watt AC Input Power Supply CRU Yes
Cluster Heartbeat Assembly FRU No
8-Port 6Gbps SAS-2 RAID HBA FRU No
8-Port 6Gbps SAS-2 PCI Express HBA (LSI) FRU No
Oracle Storage DE2-24P Disk Shelf:

580 Watt AC Input Power Supply FRU Yes
6Gbps SAS-2 I/0 Controller Module FRU Yes
2RU Chassis Assembly with Midplane FRU No
4X Mini SAS Cable, SFF-8088 to SFF-8088, 2M FRU Yes
DE2-24P Mounting Rail Kit FRU No
900GB 10000 RPM SAS Disk Drive Assembly CRU Yes
200GB SAS Solid State Drive Assembly CRU Yes

For Oracle ZFS Storage Appliance ZS3-ES component servicing instructions, see Section 7.10, “Servicing
the Oracle ZFS Storage Appliance ZS3-ES”.

7.1.9 Sun ZFS Storage Appliance 7320 Components

The following table lists the replaceable components of the Sun ZFS Storage Appliance 7320.

Note
@ For the current list of replacement parts and their manufacturing part numbers, refer
to the Oracle PCA components list in the Oracle System Handbook.

You access the Oracle System Handbook using this link: https://support.oracle.com/
handbook_private/.

Click Current Systems, then click your generation of Oracle Private Cloud Appliance
Hardware to open the main product page in the System Handbook.

Table 7.9 Replaceable Sun ZFS Storage Appliance 7320 Components

Component Description FRU/CRU Hot-Swap
Sun ZFS 7320 Storage Head:
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Oracle Switch ES1-24 Components

Component Description FRU/CRU Hot-Swap
2.4GHz Intel Quad-Core Xeon E5620, 12MB, 80W FRU No
Xeon Heatsink FRU No
8GB Registered DDR3L-1333/DDR3L-1600 DIMM, 1.35V FRU No
512GB Solid State Drive SATA-2 Assembly CRU Yes
500GB - 10000 RPM SATA Disk Assembly with 1 bracket CRU Yes
USB Assembly FRU Yes
Dual 40Gbps InfiniBand 4x QDR PCI Express Low Profile Host Channel FRU No
Adapter

4GB USB 2.0 Flash Drive FRU No
1-Slot x8 PCI Express Riser Assembly FRU No
1-Slot x16 PCI Express Riser Assembly FRU No
Power Distribution Board FRU No
8-Slot Disk Backplane, SATA DVD FRU No
PDB to System Board Ribbon Cable FRU

SFF8087 to SFF8087 Mini-SAS Cable, 690mm FRU

6-Pin Fan Power Cable FRU

Fan Data Ribbon Cable FRU

Bus Bar Set FRU

Fan Board Assembly FRU

Connector Board Assembly, SATA DVD FRU

Fan Module CRU Yes
System Board Assembly FRU No
3V Lithium Coin Cell Battery FRU No
Type A247A 760 Watt AC Input Power Supply CRU Yes
Cluster Heartbeat Assembly FRU

8-Port 6Gbps SAS-2 RAID HBA FRU No
Oracle Storage DE2-24P Disk Shelf:

580 Watt AC Input Power Supply CRU Yes
6Gbps SAS-2 1/O Controller Module FRU Yes
2RU Chassis Assembly with Midplane FRU No
4X Mini SAS Cable, SFF-8088 to SFF-8088, 2M FRU

4X Mini SAS Cable, SFF-8088 to SFF-8088, 0.5M FRU

DE2-24P Mounting Rail Kit FRU

900GB 10000 RPM SAS Disk Drive Assembly CRU Yes
73GB SAS Solid State Drive Assembly CRU Yes

For Sun ZFS Storage Appliance 7320 component servicing instructions, see Section 7.11, “Servicing the
Sun ZFS Storage Appliance 7320".

7.1.10 Oracle Switch ES1-24 Components
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NM2-36P Sun Datacenter InfiniBand Expansion Switch Components

The following table lists the replaceable components of the Oracle Switch ES1-24.

Note
@ For the current list of replacement parts and their manufacturing part numbers, refer
to the Oracle PCA components list in the Oracle System Handbook.

You access the Oracle System Handbook using this link: https://support.oracle.com/
handbook_private/.

Click Current Systems, then click your generation of Oracle Private Cloud Appliance
Hardware to open the main product page in the System Handbook.

Table 7.10 Replaceable Oracle Switch ES1-24 Components

Component Description FRU/CRU Hot-Swap
24-Port ES1-24 Switch Assembly FRU No
Rear-to-Front Airflow Fan Module CRU Yes

Type A247A 760 Watt AC Input Power Supply CRU Yes

For Oracle Switch ES1-24 component servicing instructions, see Section 7.12, “Servicing an Oracle Switch
ES1-24".

7.1.11 NM2-36P Sun Datacenter InfiniBand Expansion Switch Components

The following table lists the replaceable components of the Sun Datacenter InfiniBand Expansion Switch
NM2-36P.

Note
@ For the current list of replacement parts and their manufacturing part numbers, refer
to the Oracle PCA components list in the Oracle System Handbook.

You access the Oracle System Handbook using this link: https://support.oracle.com/
handbook_private/.

Click Current Systems, then click your generation of Oracle Private Cloud Appliance
Hardware to open the main product page in the System Handbook.

Table 7.11 Replaceable NM2-36P Sun Datacenter InfiniBand Expansion Switch Components

Component Description FRU/CRU Hot-Swap
Datacenter InfiniBand Switch 36 Subassembly FRU No

Type A247A 760 Watt AC Input Power Supply CRU Yes
Rear-to-Front Airflow Fan Module CRU Yes

For NM2-36P Sun Datacenter InfiniBand Expansion Switch component servicing instructions, see
Section 7.13, “Servicing an NM2-36P Sun Datacenter InfiniBand Expansion Switch”.

7.1.12 Oracle Fabric Interconnect F1-15 Components

The following table lists the replaceable components of the Oracle Fabric Interconnect F1-15.
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Preparing Oracle Private Cloud Appliance for Service

Note
@ For the current list of replacement parts and their manufacturing part numbers, refer
to the Oracle PCA components list in the Oracle System Handbook.

You access the Oracle System Handbook using this link: https://support.oracle.com/
handbook_private/.

Click Current Systems, then click your generation of Oracle Private Cloud Appliance
Hardware to open the main product page in the System Handbook.

Table 7.12 Replaceable Oracle Fabric Interconnect F1-15 Components

Component Description FRU/CRU Hot-Swap
F1-15 Power Supply FRU Yes

QDR Fabric Board FRU No

2U/4U Front Panel G2 (Com-X i7) FRU No

F1-15 I/0 Management Module FRU No

F1-15 Fan Tray FRU Yes

Quad Port 10 Gigabit Ethernet (GbE) Module FRU Yes

Dual Port 2 x 8 Gigabit Fibre Channel I/O Module FRU Yes
F1-15 Chassis without Power Supply, Fan, Fabric Board, Front Panel FRU No

For Oracle Fabric Interconnect F1-15 component servicing instructions, see Section 7.14, “Servicing an
Oracle Fabric Interconnect F1-15".

7.2 Preparing Oracle Private Cloud Appliance for Service

This section describes safety considerations and prerequisites for component replacement procedures.
Safety Precautions

For your protection, observe the following safety precautions when servicing your equipment:

» Follow all standard cautions, warnings, and instructions marked on the equipment and described in the
following documents:

* The printed document Important Safety Information for Sun Hardware Systems (7063567)
» The Oracle Private Cloud Appliance Safety and Compliance Guide (E88194-02)

» Follow the safety guidelines described in the Oracle Private Cloud Appliance Installation Guide
(E83753-09):

 Electrical Power Requirements
* Rack-mount Safety Precautions
» Follow the electrostatic discharge safety practices as described in this section.

» Disconnect all power supply cords before servicing components.
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Electrostatic Discharge Safety

Electrostatic Discharge Safety

Devices that are sensitive to electrostatic discharge (ESD), such as motherboards, PCle cards, drives,
processors, and memory cards require special handling.

Caution

A | Equipment Damage

Take antistatic measures and do not touch components along their connector
edges.

* Use an antistatic wrist strap.

Wear an antistatic wrist strap and use an antistatic mat when handling components such as drive

assemblies, boards, or cards. When servicing or removing rack node components, attach an antistatic
strap to your wrist and then to a metal area on the chassis. Then disconnect the power cords from the
component. Following this practice equalizes the electrical potentials between you and the component.

An antistatic wrist strap is not included in the Oracle PCA shipment.
* Use an antistatic mat.

Place ESD-sensitive components such as the motherboard, memory, and other PCB cards on an
antistatic mat.

The following items can be used as an antistatic mat:
« Antistatic bag used to wrap an Oracle replacement part
« An ESD mat (orderable from Oracle)

» A disposable ESD mat (shipped with some replacement parts or optional system components)

7.3 Servicing the Oracle Private Cloud Appliance Rack System

This section provides instructions to service replaceable components (CRUs/FRUS) in the appliance rack.
Before starting any service procedure, read and follow the guidelines in Section 7.2, “Preparing Oracle
Private Cloud Appliance for Service”.

7.3.1 Powering Down Oracle Private Cloud Appliance (When Required)

Some service procedures may require you to power down the Oracle PCA. Perform the following steps to
manually power down the system.

Caution
A Whenever a hardware system must be powered down, make sure that the virtual
machines hosted by that system are shut down first. If you power down the

appliance with running virtual machines, these will be in an error state when the
system is returned to operation.

For details, consult the Oracle VM Manager User's Guide.

e Stop Virtual Machines
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| - Stop Server

Shutting down the Oracle VM environment

1.

2.

Log in to Oracle VM Manager and open the Servers and VMs tab.
Using the navigation tree, select each virtual machine and click Stop to shut it down gracefully.

If the applications hosted by your VMs require the services and machines to be shut down in a
particular order, respect those requirements just like you would with physical machines.

Once the VMs have been shut down, you can proceed to power off the compute nodes.
Using the navigation tree, select each compute node and click Stop Server to shut it down gracefully.

Using SSH and an account with superuser privileges, log into the active management node at the
management virtual IP address. Stop Oracle VM Manager by entering the command ser vi ce ovim
st op.

Powering down the system for service

1.

If, at this point, any compute nodes have not shut down properly, press the Power button on the
running compute nodes in order to shut them down gracefully.

Press the Power button on the management nodes in order to shut them down gracefully.

Once the servers are powered off, you can proceed to power off the storage appliance.

Press the Power button on the storage server heads attached to the chassis of the storage device.
Press the Power button on both Fabric Interconnects.

Toggle the rack Power switches to the Off position.

off when power is removed, by way of the power distribution unit (PDU) or at the

Note
@ The Ethernet and InfiniBand switches do not have power switches. They power
breaker in the data center.

Returning the system to operation after service or unplanned outage

1.

2.

Toggle the power distribution unit (PDU) circuit breakers of both PDUs to the On position.

Wait at least two minutes to allow the PDUs to complete their power-on sequence.

The Ethernet and InfiniBand switches are powered on with the PDUs.

Press the Power button on each Fabric Interconnect.

Wait until the Status LED stops blinking and is solid green, indicating the system has finished booting.
Press the Power button on the storage server heads.

Wait approximately two minutes until the power-on self-test completes, and the Power/OK LED on the
front panel lights and remains lit.

Press the Power button on the management nodes.
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The management node that completes booting first assumes the master role.

Appliance, switches and other components. Make sure that the management
nodes and internal storage are up and running, then manually power on the

Note
@ Compute nodes do not power on automatically like the internal ZFS Storage

compute nodes.

6. When the management nodes are up, press the Power button on the compute nodes.

Caution

remain disabled, to prevent a server from booting prematurely and disrupting the

A ‘ The compute node ILOM policy for automatic power-on is disabled, and must

correct boot order of the appliance components.

When all compute nodes are up, verify the status of all system components in Oracle VM Manager.

If no components are in error state, the appliance is ready to resume normal operation.

7.3.2 Service Procedures for Rack System Components

For parts that are not hot-swappable, power down the Oracle PCA before starting the service procedure.
Generally speaking, hot-swappable components can be serviced without specific additional steps.

Table 7.13 Service Instructions for Rack System Components

Replaceable Part(s)

Instructions

Power cables

Ethernet cables

InfiniBand cables

SFP transceivers

(Oracle-qualified service
technician only)

Cable management arms
(CMAS)

(Oracle-qualified service
technician only)

For removal and installation of a cable management arm,
refer to the Oracle Server X5-2 Installation Guide (part
no. E48314).

» “Remove the Cable Management Arm”

» “Install the Cable Management Arm”

Slide rails

(Oracle-qualified service
technician only)

To service the slide rails, the server must be removed
from the rack. For instructions, refer to the Oracle Server
X5-2 Service Manual (part no. E48320).

* “Remove the Server From the Rack”
* “Reinstall the Server Into the Rack”

For slide rail installation instructions, refer to the section
Attach Tool-less Slide-Rail Assemblies in the Oracle
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Replaceable Part(s) Hot-Swap Instructions

Server X5-2 Installation Guide (part no. E48314). To
remove the slide rails, reverse the installation steps.

7.4 Servicing an Oracle Server X7-2

This section provides instructions to service replaceable components (CRUs/FRUS) in an Oracle Server
X7-2 compute node. Before starting any service procedure, read and follow the guidelines in Section 7.2,
“Preparing Oracle Private Cloud Appliance for Service”.

7.4.1 Powering Down Oracle Server X7-2 for Service (When Required)

If you need to execute a service procedure that requires the Oracle Server X7-2 to be powered down,
follow these instructions:

Placing a compute node into maintenance mode

Before an Oracle Server X7-2 compute node can be powered down, it must be placed into maintenance

mode from within Oracle VM Manager. As a result, all virtual machines running on the compute node are
automatically migrated to other servers in the Oracle VM server pool, if they are available. Information on
maintenance mode is provided in the Oracle VM Manager User's Guide section entitled Edit Server.

1.

Log in to the Oracle VM Manager Web UlI.

For details, refer to the section “Section 5.2, “Logging in to the Oracle VM Manager Web UI" in the
Oracle Private Cloud Appliance Administrator's Guide.

a. Enter the following address in a Web browser: https://manager - vi p:7002/ovm/console.

Replace manager - vi p with the virtual IP address, or corresponding host name, that you have
configured for your management nodes during installation.

b. Enter the Oracle VM Manager user name and password in the respective fields and click OK.

In the Servers and VMs tab, select the Oracle VM Server in the navigation pane. Click Edit Server in
the management pane toolbar.

The Edit Server dialog box is displayed.

Select the Maintenance Mode check box to place the Oracle VM Server into maintenance mode. Click
OK.

The Oracle VM Server is in maintenance mode and ready for servicing.

When the Oracle Server X7-2 is ready to rejoin the Oracle VM server pool, perform the same procedure
and clear the Maintenance Mode check box.

Powering down the system

These steps briefly describe the procedure. For detailed instructions, refer to the chapter “Preparing for
Service” in the Oracle Server X7-2 Service Manual (part no. E72445).

1. Power down the server gracefully whenever possible.

The easiest way is to press and quickly release the Power button on the front panel.

2. Perform immediate shutdown only if the system does not respond to graceful power-down tasks.
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Caution

procedure to power down the server after attempting the graceful power down
procedure.

A ‘ An immediate power down might corrupt system data, therefore, only use this
3. Disconnect the power cables and data cables from the server.
4. Extend the server to the maintenance position.
5. Most service operations can be performed while the server is in the maintenance position.
However, if necessary, remove the cable management arm (CMA) and pull the server out of the rack.

Caution

A The server weighs approximately 15.9 kg (35.0 Ib). Two people are required to
dismount and carry the chassis.

Returning the system to operation

These steps briefly describe the procedure. For detailed instructions, refer to the chapter “Returning the
Server to Operation” in the Oracle Server X7-2 Service Manual (part no. E72445).

1. If the top cover was removed to service a component, reinstall the top cover on the server.
2. If the server was removed, reinstall it into the rack.

3. Return the server to its normal operational position in the rack, making sure the CMA is correctly
installed.

4. Reconnect data cables and power cords.

5. Power on the server.

7.4.2 Service Procedures for Oracle Server X7-2 Components

For parts that are not hot-swappable, power down the Oracle Server X7-2 before starting the service
procedure. If the server is in use in the Oracle VM environment, place it in maintenance mode first. This
protects your virtual infrastructure against data corruption, and allows it to remain in service as long as the
configuration of your environment allows it.

Generally speaking, hot-swappable components can be serviced without specific additional steps for
Oracle PCA. Follow the applicable procedure in the Service Manual. The following table provides links to
each service procedure and indicates whether parts are hot-swappable or require the component to be
taken offline and powered down.

Table 7.14 Service Procedures for Oracle Server X7-2 Components

Replaceable Part(s) Hot-Swap URL

Storage drives Yes https://docs.oracle.com/cd/E72435_01/html/E72445/
gquak.html#scrolltoc

Fan Modules Yes https://docs.oracle.com/cd/E72435_01/html/E72445/
gquhg.html#scrolltoc

Power supplies Yes https://docs.oracle.com/cd/E72435_01/html/E72445/

gqunc.html#scrolltoc
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Replaceable Part(s) Hot-Swap URL

DIMMs No https://docs.oracle.com/cd/E72435_01/html/E72445/
gqgvkr.html#scrolltoc

(Oracle-qualified service
technician only)

PCI Express risers No https://docs.oracle.com/cd/E72435_01/html/E72445/
gqvft.ntml#scrolltoc

(Oracle-qualified service
technician only)

PCI Express cards No https://docs.oracle.com/cd/E72435_01/html/E72445/
gqvjk.html#scrolltoc

(Oracle-qualified service
technician only)

Battery No https://docs.oracle.com/cd/E72435_01/html/E72445/
ggviw.html#scrolltoc

7.5 Servicing an Oracle Server X6-2

This section provides instructions to service replaceable components (CRUs/FRUS) in an Oracle Server
X6-2 compute node. Before starting any service procedure, read and follow the guidelines in Section 7.2,
“Preparing Oracle Private Cloud Appliance for Service”.

7.5.1 Powering Down Oracle Server X6-2 for Service (When Required)

If you need to execute a service procedure that requires the Oracle Server X6-2 to be powered down,
follow these instructions:

Placing a compute node into maintenance mode

Before an Oracle Server X6-2 compute node can be powered down, it must be placed into maintenance

mode from within Oracle VM Manager. As a result, all virtual machines running on the compute node are
automatically migrated to other servers in the Oracle VM server pool, if they are available. Information on
maintenance mode is provided in the Oracle VM Manager User's Guide section entitled Edit Server.

1. Log in to the Oracle VM Manager Web UI.

For details, refer to the section “Section 5.2, “Logging in to the Oracle VM Manager Web UI" in the
Oracle Private Cloud Appliance Administrator's Guide.

a. Enter the following address in a Web browser: https://manager - vi p:7002/ovm/console.

Replace nmanager - vi p with the virtual IP address, or corresponding host name, that you have
configured for your management nodes during installation.

b. Enter the Oracle VM Manager user name and password in the respective fields and click OK.

2. Inthe Servers and VMs tab, select the Oracle VM Server in the navigation pane. Click Edit Server in
the management pane toolbar.

The Edit Server dialog box is displayed.

3. Select the Maintenance Mode check box to place the Oracle VM Server into maintenance mode. Click
OK.

The Oracle VM Server is in maintenance mode and ready for servicing.
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4. When the Oracle Server X6-2 is ready to rejoin the Oracle VM server pool, perform the same procedure
and clear the Maintenance Mode check box.

Powering down the system

These steps briefly describe the procedure. For detailed instructions, refer to the chapter “Preparing for
Service” in the Oracle Server X6-2 Service Manual (part no. E62171).

1. Power down the server gracefully whenever possible.
The easiest way is to press and quickly release the Power button on the front panel.
2. Perform immediate shutdown only if the system does not respond to graceful power-down tasks.
Caution

A System data may become corrupted during an immediate power down. Use this
task only after attempting to power down the server gracefully.

3. Disconnect the power cables and data cables from the server.
4. Extend the server to the maintenance position.
5. Most service operations can be performed while the server is in the maintenance position.
However, if necessary, remove the cable management arm (CMA) and pull the server out of the rack.
| caution
A I The server weighs approximately 18.1 kg (39.9 Ib). Two people are required to
dismount and carry the chassis.
Returning the system to operation

These steps briefly describe the procedure. For detailed instructions, refer to the chapter “Returning the
Server to Operation” in the Oracle Server X6-2 Service Manual (part no. E62171).

1. If the top cover was removed to service a component, reinstall the top cover on the server.
2. If the server was removed, reinstall it into the rack.

3. Return the server to its normal operational position in the rack, making sure the CMA is correctly
installed.

4. Reconnect data cables and power cords.

5. Power on the server.

7.5.2 Service Procedures for Oracle Server X6-2 Components

For parts that are not hot-swappable, power down the Oracle Server X6-2 before starting the service
procedure. If the server is in use in the Oracle VM environment, place it in maintenance mode first. This
protects your virtual infrastructure against data corruption, and allows it to remain in service as long as the
configuration of your environment allows it.

Generally speaking, hot-swappable components can be serviced without specific additional steps for
Oracle PCA. Follow the applicable procedure in the Service Manual. The following table provides links to
each service procedure and indicates whether parts are hot-swappable or require the component to be
taken offline and powered down.
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Table 7.15 Service Procedures for Oracle Server X6-2 Components

Replaceable Part(s) Hot-Swap URL

Storage drives Yes https://docs.oracle.com/cd/E62159 01/html/E62171/
z40000091011460.html#scrolltoc

Fan Modules Yes https://docs.oracle.com/cd/E62159_01/html/E62171/
z40000091014194.html#scrolltoc

Power supplies Yes https://docs.oracle.com/cd/E62159 01/html/E62171/
z40000091014153.html#scrolltoc

DIMMs No https://docs.oracle.com/cd/E62159 01/htmI/E62171/

z40003f01425075.html#scrolltoc
(Oracle-qualified service

technician only)

PCI Express risers No https://docs.oracle.com/cd/E62159 01/htmI/E62171/
z40000f91037394.html#scrolltoc
(Oracle-qualified service

technician only)

PCI Express cards No https://docs.oracle.com/cd/E62159 01/htmI/E62171/

z40000f91037409.html#scrolltoc
(Oracle-qualified service

technician only)

Internal USB flash drives No https://docs.oracle.com/cd/E62159 01/htmI/E62171/
z4000a6d1442801.html#scrolltoc
(Oracle-qualified service

technician only)

Battery No https://docs.oracle.com/cd/E62159 01/htmI/E62171/
z40003f01423753.html#scrolltoc

7.6 Servicing an Oracle Server X5-2

This section provides instructions to service replaceable components (CRUs/FRUS) in an Oracle Server
X5-2 management node or compute node. Before starting any service procedure, read and follow the
guidelines in Section 7.2, “Preparing Oracle Private Cloud Appliance for Service”.

7.6.1 Powering Down Oracle Server X5-2 for Service (When Required)

If you need to execute a service procedure that requires the Oracle Server X5-2 to be powered down,
follow these instructions:

need to power down the master management node, bring it offline as described
below and wait for the other management node to take over the master role. If you
need to power down the secondary management node, no additional steps are

Note
@ The management nodes are not placed in maintenance node for servicing. If you
required.

Placing a compute node into maintenance mode

Before an Oracle Server X5-2 compute node can be powered down, it must be placed into maintenance
mode from within Oracle VM Manager. As a result, all virtual machines running on the compute node are
automatically migrated to other servers in the Oracle VM server pool, if they are available. Information on
maintenance mode is provided in the Oracle VM Manager User's Guide section entitled Edit Server.
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1. Login to the Oracle VM Manager Web Ul.

For details, refer to the section “Section 5.2, “Logging in to the Oracle VM Manager Web UI" in the
Oracle Private Cloud Appliance Administrator's Guide.

a. Enter the following address in a Web browser: https://manager - vi p:7002/ovm/console.

Replace manager - vi p with the virtual IP address, or corresponding host name, that you have
configured for your management nodes during installation.

b. Enter the Oracle VM Manager user name and password in the respective fields and click OK.

2. Inthe Servers and VMs tab, select the Oracle VM Server in the navigation pane. Click Edit Server in
the management pane toolbar.

The Edit Server dialog box is displayed.

3. Select the Maintenance Mode check box to place the Oracle VM Server into maintenance mode. Click
OK.

The Oracle VM Server is in maintenance mode and ready for servicing.

4. When the Oracle Server X5-2 is ready to rejoin the Oracle VM server pool, perform the same procedure
and clear the Maintenance Mode check box.

Powering down the system

These steps briefly describe the procedure. For detailed instructions, refer to the chapter “Preparing for
Service” in the Oracle Server X5-2 Service Manual (part no. E48320).

1. Power down the server gracefully whenever possible.
The easiest way is to press and quickly release the Power button on the front panel.
2. Perform immediate shutdown only if the system does not respond to graceful power-down tasks.
Caution

A System data may become corrupted during an immediate power down. Use this
task only after attempting to power down the server gracefully.

3. Disconnect the power cables and data cables from the server.
4. Extend the server to the maintenance position.
5. Most service operations can be performed while the server is in the maintenance position.
However, if necessary, remove the cable management arm (CMA) and pull the server out of the rack.
Caution

A The server weighs approximately 18.1 kg (39.9 Ib). Two people are required to
dismount and carry the chassis.

Returning the system to operation

These steps briefly describe the procedure. For detailed instructions, refer to the chapter “Returning the
Server to Operation” in the Oracle Server X5-2 Service Manual (part no. E48320).
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4,

5.

If the top cover was removed to service a component, reinstall the top cover on the server.
If the server was removed, reinstall it into the rack.

Return the server to its normal operational position in the rack, making sure the CMA is correctly
installed.

Reconnect data cables and power cords.

Power on the server.

7.6.2 Service Procedures for Oracle Server X5-2 Components

For parts that are not hot-swappable, power down the Oracle Server X5-2 before starting the service
procedure. If the server is in use in the Oracle VM environment, place it in maintenance mode first. This
protects your virtual infrastructure against data corruption, and allows it to remain in service as long as the
configuration of your environment allows it.

Generally speaking, hot-swappable components can be serviced without specific additional steps for
Oracle PCA. Follow the applicable procedure in the Service Manual. The following table provides links to
each service procedure and indicates whether parts are hot-swappable or require the component to be
taken offline and powered down.

Table 7.16 Service Procedures for Oracle Server X5-2 Components

Replaceable Part(s) Hot-Swap URL

Storage drives Yes https://docs.oracle.com/cd/E41059 01/html/E48320/

z40000091011460.html#scrolltoc

Fan Modules Yes https://docs.oracle.com/cd/E41059 01/html/E48320/

z40000091014194.html#scrolltoc

Power supplies Yes https://docs.oracle.com/cd/E41059 01/html/E48320/

z40000091014153.html#scrolltoc

DIMMs No https://docs.oracle.com/cd/E41059 01/html/E48320/

z40003f01425075.html#scrolltoc

(Oracle-qualified service
technician only)

PCI Express risers No https://docs.oracle.com/cd/E41059 01/html/E48320/

z40000f91037394.html#scrolltoc

(Oracle-qualified service
technician only)

PCI Express cards No https://docs.oracle.com/cd/E41059 01/html/E48320/

z40000f91037409.html#scrolltoc

(Oracle-qualified service
technician only)

Internal USB flash drives No https://docs.oracle.com/cd/E41059 01/html/E48320/

z4000a6d1442801.html#scrolltoc

(Oracle-qualified service
technician only)

Battery No https://docs.oracle.com/cd/E41059 01/html/E48320/

z40003f01423753.html#scrolltoc

7.7 Servicing a Sun Server X4-2
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Powering Down Sun Server X4-2 for Service (When Required)

This section provides instructions to service replaceable components (CRUs/FRUS) in a Sun Server X4-2
management node or compute node. Before starting any service procedure, read and follow the guidelines
in Section 7.2, “Preparing Oracle Private Cloud Appliance for Service”.

7.7.1 Powering Down Sun Server X4-2 for Service (When Required)

If you need to execute a service procedure that requires the Sun Server X4-2 to be powered down, follow
these instructions:

need to power down the master management node, bring it offline as described
below and wait for the other management node to take over the master role. If you
need to power down the secondary management node, no additional steps are
required.

Note
@ The management nodes are not placed in maintenance node for servicing. If you

Placing a compute node into maintenance mode

Before a Sun Server X4-2 compute node can be powered down, it must be placed into maintenance
mode from within Oracle VM Manager. As a result, all virtual machines running on the compute node are
automatically migrated to other servers in the Oracle VM server pool, if they are available. Information on
maintenance mode is provided in the Oracle VM Manager User's Guide section entitled Edit Server.

1.

Log in to the Oracle VM Manager Web UlI.

For details, refer to the section “Section 5.2, “Logging in to the Oracle VM Manager Web Ul in the
Oracle Private Cloud Appliance Administrator's Guide.

a. Enter the following address in a Web browser: https://manager - vi p:7002/ovm/console.

Replace manager - vi p with the virtual IP address, or corresponding host name, that you have
configured for your management nodes during installation.

b. Enter the Oracle VM Manager user name and password in the respective fields and click OK.

In the Servers and VMs tab, select the Oracle VM Server in the navigation pane. Click Edit Server in
the management pane toolbar.

The Edit Server dialog box is displayed.

Select the Maintenance Mode check box to place the Oracle VM Server into maintenance mode. Click
OK.

The Oracle VM Server is in maintenance mode and ready for servicing.

When the Sun Server X4-2 is ready to rejoin the Oracle VM server pool, perform the same procedure
and clear the Maintenance Mode check box.

Powering down the system

These steps briefly describe the procedure. For detailed instructions, refer to the chapter “Preparing for
Service” in the Sun Server X4-2 Service Manual (part no. E38041).

1. Power down the server gracefully whenever possible.

The easiest way is to press and quickly release the Power button on the front panel.
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Service Procedures for Sun Server X4-2 Components

2. Perform immediate shutdown only if the system does not respond to graceful power-down tasks.
Caution

A System data may become corrupted during an immediate power down. Use this
task only after attempting to power down the server gracefully.

3. Disconnect the power cables and data cables from the server.
4. Extend the server to the maintenance position.
5. Most service operations can be performed while the server is in the maintenance position.
However, if necessary, remove the cable management arm (CMA) and pull the server out of the rack.
Caution

A The server weighs approximately 18.1 kg (39.9 Ib). Two people are required to
dismount and carry the chassis.

Returning the system to operation

These steps briefly describe the procedure. For detailed instructions, refer to the chapter “Returning the
Server to Operation” in the Sun Server X4-2 Service Manual (part no. E38041).

1. If the top cover was removed to service a component, reinstall the top cover on the server.
2. If the server was removed, reinstall it into the rack.

3. Return the server to its normal operational position in the rack, making sure the CMA is correctly
installed.

4. Reconnect data cables and power cords.

5. Power on the server.

7.7.2 Service Procedures for Sun Server X4-2 Components

For parts that are not hot-swappable, power down the Sun Server X4-2 before starting the service
procedure. If the server is in use in the Oracle VM environment, place it in maintenance mode first. This
protects your virtual infrastructure against data corruption, and allows it to remain in service as long as the
configuration of your environment allows it.

Generally speaking, hot-swappable components can be serviced without specific additional steps for
Oracle PCA. Follow the applicable procedure in the Service Manual. The following table provides links to
each service procedure and indicates whether parts are hot-swappable or require the component to be
taken offline and powered down.

Table 7.17 Service Procedures for Sun Server X4-2 Components

Replaceable Part(s) Hot-Swap URL

Storage drives Yes https://docs.oracle.com/cd/E36975 01/htmI/E38045/
z40000091011460.html#scrolltoc

Fan Modules Yes https://docs.oracle.com/cd/E36975 01/htmI/E38045/

z40000091014194.html#scrolltoc
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Replaceable Part(s) Hot-Swap URL

Power supplies Yes https://docs.oracle.com/cd/E36975_01/htmI/E38045/
z40000091014153.html#scrolltoc

DIMMs No https://docs.oracle.com/cd/E36975_01/html/E38045/
z40003f01425075.html#scrolltoc

(Oracle-qualified service

technician only)

PCI Express risers No https://docs.oracle.com/cd/E36975_01/htmI/E38045/
z40000f91037394.html#scrolltoc

(Oracle-qualified service

technician only)

PCI Express cards No https://docs.oracle.com/cd/E36975 01/htmI/E38045/
z40000f91037409.html#scrolltoc

(Oracle-qualified service

technician only)

Internal USB flash drives No https://docs.oracle.com/cd/E36975_01/htmI/E38045/
z4000a6d1442801.html#scrolltoc

(Oracle-qualified service

technician only)

Battery No https://docs.oracle.com/cd/E36975 01/htmI/E38045/

z40003f01423753.html#scrolltoc

7.8 Servicing a Sun Server X3-2

This section provides instructions to service replaceable components (CRUs/FRUS) in a Sun Server X3-2
management node or compute node. Before starting any service procedure, read and follow the guidelines
in Section 7.2, “Preparing Oracle Private Cloud Appliance for Service”.

7.8.1 Powering Down Sun Server X3-2 for Service (When Required)

If you need to execute a service procedure that requires the Sun Server X3-2 to be powered down, follow

these instructions:

need to power down the master management node, bring it offline as described

below and wait for the other management node to take over the master role. If you

need to power down the secondary management node, no additional steps are

Note
@ The management nodes are not placed in maintenance node for servicing. If you

required.

Placing a compute node into maintenance mode

Before a Sun Server X3-2 compute node can be powered down, it must be placed into maintenance
mode from within Oracle VM Manager. As a result, all virtual machines running on the compute node are
automatically migrated to other servers in the Oracle VM server pool, if they are available. Information on
maintenance mode is provided in the Oracle VM Manager User's Guide section entitled Edit Server.

1. Log in to the Oracle VM Manager Web Ul.

For details, refer to the section “Section 5.2, “Logging in to the Oracle VM Manager Web UI" in the

Oracle Private Cloud Appliance Administrator's Guide.
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Powering Down Sun Server X3-2 for Service (When Required)

a. Enter the following address in a Web browser: https://manager - vi p:7002/ovm/console.

Replace manager - vi p with the virtual IP address, or corresponding host name, that you have
configured for your management nodes during installation.

b. Enter the Oracle VM Manager user name and password in the respective fields and click OK.

2. Inthe Servers and VMs tab, select the Oracle VM Server in the navigation pane. Click Edit Server in
the management pane toolbar.

The Edit Server dialog box is displayed.

3. Select the Maintenance Mode check box to place the Oracle VM Server into maintenance mode. Click
OK.

The Oracle VM Server is in maintenance mode and ready for servicing.

4. When the Sun Server X3-2 is ready to rejoin the Oracle VM server pool, perform the same procedure
and clear the Maintenance Mode check box.

Powering down the system

These steps briefly describe the procedure. For detailed instructions, refer to the chapter “Preparing for
Service” in the Sun Server X3-2 Service Manual (part no. E22313).

1. Power down the server gracefully whenever possible.
The easiest way is to press and quickly release the Power button on the front panel.
2. Perform immediate shutdown only if the system does not respond to graceful power-down tasks.
Caution

A System data may become corrupted during an immediate power down. Use this
task only after attempting to power down the server gracefully.

3. Extend the server to the maintenance position.
4. Disconnect the power cables and data cables from the server.
5. Most service operations can be performed while the server is in the maintenance position.
However, if necessary, remove the cable management arm (CMA) and pull the server out of the rack.
Caution

A The server weighs approximately 18.1 kg (39.9 Ib). Two people are required to
dismount and carry the chassis.

Returning the system to operation

These steps briefly describe the procedure. For detailed instructions, refer to the chapter “Returning the
Server to Operation” in the Sun Server X3-2 Service Manual (part no. E22313).

1. If the top cover was removed to service a component, reinstall the top cover on the server.

2. If the server was removed, reinstall it into the rack.
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Service Procedures for Sun Server X3-2 Components

3. Reconnect data cables and power cords.

4. Return the server to its normal operational position in the rack, making sure the CMA is correctly
installed.

5. Power on the server.

7.8.2 Service Procedures for Sun Server X3-2 Components

For parts that are not hot-swappable, power down the Sun Server X3-2 before starting the service
procedure. If the server is in use in the Oracle VM environment, place it in maintenance mode first. This
protects your virtual infrastructure against data corruption, and allows it to remain in service as long as the
configuration of your environment allows it.

Generally speaking, hot-swappable components can be serviced without specific additional steps for
Oracle PCA. Follow the applicable procedure in the Service Manual. The following table provides links to
each service procedure and indicates whether parts are hot-swappable or require the component to be
taken offline and powered down.

Table 7.18 Service Procedures for Sun Server X3-2 Components

Replaceable Part(s) Hot-Swap URL

Storage drives Yes https://docs.oracle.com/cd/E22368_01/html/E27242/
z40000091011460.html#scrolltoc

Fan Modules Yes https://docs.oracle.com/cd/E22368 01/html/E27242/
z40000091014194.html#scrolltoc

Power supplies Yes https://docs.oracle.com/cd/E22368 01/html/E27242/
z40000091014153.html#scrolltoc

DIMMs No https://docs.oracle.com/cd/E22368_01/html/E27242/

z40003f01425075.html#scrolltoc
(Oracle-qualified service

technician only)

PCI Express risers No https://docs.oracle.com/cd/E22368 _01/html/E27242/
z40000f91037394.html#scrolltoc

(Oracle-qualified service
technician only)

PCI Express cards No https://docs.oracle.com/cd/E22368_01/html/E27242/
z40000f91037409.html#scrolltoc

(Oracle-qualified service
technician only)

Internal USB flash drives No https://docs.oracle.com/cd/E22368_01/html/E27242/
z4000a6d1442801.html#scrolltoc

(Oracle-qualified service
technician only)

Battery No https://docs.oracle.com/cd/E22368_01/html/E27242/
z40003f01423753.html#scrolltoc

7.9 Servicing the Oracle ZFS Storage Appliance ZS5-ES

This section provides instructions to service replaceable components (CRUs/FRUS) in the Oracle ZFS
Storage Appliance ZS5-ES. Before starting any service procedure, read and follow the guidelines in
Section 7.2, “Preparing Oracle Private Cloud Appliance for Service”.
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Powering Down the Oracle ZFS Storage Appliance ZS5-ES for Service (When Required)

7.9.1 Powering Down the Oracle ZFS Storage Appliance ZS5-ES for Service
(When Required)

If you need to execute a service procedure that requires the Oracle ZFS Storage Appliance ZS5-ES to be
powered down, follow these instructions:

Powering down the storage head/controller

Because the storage controllers are clustered, there is no loss of access to storage when one controller is
powered down for service. Performing a graceful shutdown ensures that data is saved and not corrupted,
and that resources are assigned to the other controller in the storage head cluster. Power down a controller
for component replacement using one of the following methods:

* Log in to the Ul by using the server's IP address in the appliance management network:
1. Inyour browser, enter htt ps: / /i paddress: 215.
2. Log in as root, using the system-wide Oracle PCA password.
3. Click the Power icon on the left side under masthead.

» Alternatively, SSH in to the storage appliance as root, and enter the command nmai nt enance system
power of f .

If graceful shutdown as described above is not possible, use the power button:
» Use a pen or non-conducting pointed object to press and release the Power button on the front panel.

e SSH or use a serial connection to log in to the service processor (SP), and then issue the command
stop / SYS.

« If the server did not respond, initiate an emergency shutdown. Press and hold the Power button for at
least four seconds until the Power/OK status indicator on the front panel flashes, indicating that the
storage controller is in standby power mode. To completely remove power, disconnect the AC power
cords from the rear panel of the storage controller.

Caution

without saving. You might corrupt or lose system data, or lose the server

A An emergency shutdown causes all applications and files to be closed abruptly
configuration (the resources assigned to it) during an immediate power down.

does not need to be powered down for the replacement of defective components.

However, do not remove a component if you do not have an immediate

Powering down the disk shelf is not required
@ All replaceable components in the disk shelf are hot-swappable. The disk shelf itself
replacement. The disk shelf must not be operated without all components in place.

Powering on the storage appliance

A

1. Connect any storage head power and data cables you removed to service a component.

I Caution

The disk shelf must not be operated without all components in place.
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2. Power on the server by pressing the Power button on the front panel.
If you are not physically located at the system, use either of these ILOM methods instead:
e Log in to the Oracle ILOM web interface.
Click Host Management > Power Control, and in the Actions list click Power On.
¢ Log in to the Oracle ILOM command-line interface (CLI).
At the CLI prompt, type the following command: st art / Syst em

3. When the controller is powered on and the power-on self-test (POST) code checkpoint tests have
completed, the green Power/OK status indicator on the front panel lights and remains lit.

4. If you performed a graceful shutdown earlier, return resources to the server that was just serviced.
a. Log into the web Ul for the server that was not serviced.
b. Go to Configuration > Cluster.

c. Click Failback.

Note

@ For information about configuring the clustered servers and attached disk
shelves, see the “Oracle ZFS Storage System Administration Guide” for the
appropriate software release.

7.9.2 Service Procedures for Oracle ZFS Storage Appliance ZS5-ES
Components

For parts that are not hot-swappable, power down the Oracle ZFS Storage Appliance ZS5-ES before
starting the service procedure.

virtual machines and their virtual disks, shut down the virtual machines in Oracle
VM Manager prior to servicing the storage hardware. Disconnecting a running

Warning
O If you need to execute a service procedure that interrupts the connection between
virtual machine from its disks may cause data corruption.

Generally speaking, hot-swappable components can be serviced without specific additional steps for
Oracle PCA. Follow the applicable procedure in the Service Manual. The following table provides links to
each service procedure and indicates whether parts are hot-swappable or require the component to be
taken offline and powered down.

Table 7.19 Service Procedures for Oracle ZFS Storage Appliance ZS5-ES Components

Replaceable Part(s) Hot-Swap URL

Storage head hard drives Yes https://docs.oracle.com/cd/E59597 01/htmI/E59600/
gqgloy.html#scrolltoc

Disk shelf drives Yes https://docs.oracle.com/cd/E79446_01/htmI/E79459/
goxds.html#scrolltoc

Fan modules Yes https://docs.oracle.com/cd/E59597 _01/htmI/E59600/

gqlib.html#scrolltoc
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Replaceable Part(s) Hot-Swap URL

Storage head power supplies  Yes https://docs.oracle.com/cd/E59597_01/htmI/E59600/
gglfa.html#scrolltoc

Disk shelf power supplies Yes https://docs.oracle.com/cd/E79446_01/htmI/E79459/
goxbs.html#scrolltoc

Memory modules No https://docs.oracle.com/cd/E59597 01/htmI/E59600/
gqlgl.html#scrolltoc

(Oracle-qualified service

technician only)

PCI Express risers No https://docs.oracle.com/cd/E59597_01/htmI/E59600/
gglep.html#scrolltoc

(Oracle-qualified service

technician only)

PCI Express cards No https://docs.oracle.com/cd/E59597_01/htmI/E59600/
gqglkc.html#scrolltoc

(Oracle-qualified service

technician only)

Battery No https://docs.oracle.com/cd/E59597_01/htmI/E59600/
gqlfu.html#scrolltoc

Disk shelf /0 modules Yes https://docs.oracle.com/cd/E79446_01/htmI/E79459/
goxeo.html#scrolltoc

(Oracle-qualified service

technician only)

Disk shelf SIM boards Yes https://docs.oracle.com/cd/E79446_01/htmIl/E79459/

(Oracle-qualified service
technician only)

goxef.html#scrolltoc

7.10 Servicing the Oracle ZFS Storage Appliance ZS3-ES

This section provides instructions to service replaceable components (CRUs/FRUS) in the Oracle ZFS
Storage Appliance ZS3-ES. Before starting any service procedure, read and follow the guidelines in
Section 7.2, “Preparing Oracle Private Cloud Appliance for Service”.

7.10.1 Powering Down the Oracle ZFS Storage Appliance ZS3-ES for Service
(When Required)

If you need to execute a service procedure that requires the Oracle ZFS Storage Appliance ZS3-ES to be
powered down, follow these instructions:

Powering down the storage head/controller

Performing a graceful shutdown ensures that data is saved and not corrupted, and that resources are

assigned to the other controller in the storage head cluster. This is the preferred method for powering down
a controller for component replacement.

1. Ensure that Ethernet cables are connected from your network to the NET- O port on the back of each

server.

2. Direct your web browser to the server to be serviced by using either the IP address or host name
assigned to the NET-0 port as follows: ht t ps: / /i paddr ess: 215.
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Powering Down the Oracle ZFS Storage Appliance ZS3-ES for Service (When Required)

3. Log in as root, using the system-wide Oracle PCA password.

4. Go to Maintenance, then select Hardware.

5. Click the Show Details link for the server.

6. Click the Power icon for the server and select Power off from the pull-down list.
If graceful shutdown is not possible, use the power button.

Caution

A This task forces the main power off. You might corrupt or lose system data, or lose
the server configuration (the resources assigned to it) during an immediate power
down.

1. Press and quickly release the Power button on the front panel.

This action causes an orderly shutdown of the operating system, and the server enters the standby
power mode.

2. If the server did not respond or you need a more immediate shutdown, press and hold the Power
button for four seconds.

This forces the main power off and enters the standby power mode immediately. When the main power
is off, the Power/OK LED on the front panel begins flashing, indicating that the server is in standby
power mode.

If neither graceful shutdown nor emergency shutdown using the power button is possible, for example
because you are not physically located at the system, use the ILOM to perform an emergency shutdown.
Choose one of the following options:

Caution

A This task forces the main power off. You might corrupt or lose system data, or lose
the server configuration (the resources assigned to it) during an immediate power
down.

* Login to the Oracle ILOM web interface.

In the left pane, click Host Management > Power Control, and in the Actions list click Immediate Power
Off.

Click Save, and then click OK.
* Login to the Oracle ILOM command-line interface (CLI).

At the CLI prompt, type the following command: stop -f / System
Powering down the disk shelf
Do not remove a component if you do not have an immediate replacement. The disk shelf must not be
operated without all components in place. Powering down or removing all SAS chains from a disk shelf
will cause the controllers to panic to prevent data loss. To avoid this, shut down the controllers before

decommissioning the shelf.

1. Stop all input and output to and from the disk shelf.
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2. Wait approximately two minutes until all disk activity indicators have stopped flashing.
3. Place the power supply on/off switches to the "O" off position.

4. Disconnect the power cords from the external power source.

Powering on the storage appliance

The disk shelf must not be operated without all components in place.

1. Reconnect the disk shelf power and data cables you removed to service a component.
2. Place the power supply on/off switches on the disk shelf to the "I" on position.

3. Wait several minutes until the boot process is complete, at which time the Power LED should be solid
green.

4. Connect the storage head power and data cables you removed to service a component.
5. Power on the server by pressing the Power button on the front panel.
If you are not physically located at the system, use either of these ILOM methods instead:
e Loginto the Oracle ILOM web interface.
In the left pane, click Host Management > Power Control, and in the Actions list click Power On.
e Log in to the Oracle ILOM command-line interface (CLI).
At the CLI prompt, type the following command: start / System

6. Wait approximately two minutes until the power-on self-test (POST) code checkpoint tests have
completed, and the Power/OK LED on the front panel lights and remains lit.

7. If you performed a graceful shutdown earlier, return resources to the server that was just serviced.
a. Log into the web Ul for the server that was not serviced.
b. Go to Configuration > Cluster.

c. Click Failback.

shelves, see the “Oracle ZFS Storage System Administration Guide” for the

Note
@ For information about configuring the clustered servers and attached disk
appropriate software release.

7.10.2 Service Procedures for Oracle ZFS Storage Appliance ZS3-ES
Components

For parts that are not hot-swappable, power down the Oracle ZFS Storage Appliance ZS3-ES before
starting the service procedure.

Warning
O If you need to execute a service procedure that interrupts the connection between
virtual machines and their virtual disks, shut down the virtual machines in Oracle
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VM Manager prior to servicing the storage hardware. Disconnecting a running
virtual machine from its disks may cause data corruption.

Generally speaking, hot-swappable components can be serviced without specific additional steps for
Oracle PCA. Follow the applicable procedure in the Service Manual. The following table provides links to
each service procedure and indicates whether parts are hot-swappable or require the component to be

taken offline and powered down.

Table 7.20 Service Procedures for Oracle ZFS Storage Appliance ZS3-ES Components

Replaceable Part(s) Hot-Swap URL

Storage head hard drives Yes https://docs.oracle.com/cd/E37831_01/html/E48559/
z40000091011460.html#scrolltoc

Disk shelf drives Yes Refer to the section “Replacing a Drive” on this page:
https://docs.oracle.com/cd/E27998_01/html/E48492/
maintenance__hardware__procedures__shelf.html#scrolltoc

Fan modules Yes https://docs.oracle.com/cd/E37831_01/htmIl/E48559/
z40000091014194.html#scrolltoc

Storage head power supplies  Yes https://docs.oracle.com/cd/E37831_01/html/E48559/
z40000091014153.html#scrolltoc

Disk shelf power supplies Yes Refer to the section “Replacing a
Power Supply” on this page: https://
docs.oracle.com/cd/E27998_01/html/E48492/
maintenance__hardware__procedures__shelf.html#scrolltoc

Memory modules No https://docs.oracle.com/cd/E37831_01/htmI/E48559/
z40003f01425075.html#scrolltoc

(Oracle-qualified service

technician only)

PCI Express risers No https://docs.oracle.com/cd/E37831_01/htmI|/E48559/
z40000f91037394.html#scrolltoc

(Oracle-qualified service

technician only)

PCI Express cards No https://docs.oracle.com/cd/E37831_01/htmI|/E48559/
z40000f91037409.html#scrolltoc

(Oracle-qualified service

technician only)

Internal USB flash drive No https://docs.oracle.com/cd/E37831_01/html/E48559/
z4000a6d1442801.html#scrolltoc

(Oracle-qualified service

technician only)

Battery No https://docs.oracle.com/cd/E37831_01/html/E48559/
z40003f01423753.html#scrolltoc

Disk shelf /0 modules Yes Refer to the section “Replacing an

- _ I/O Module” on this page: https://

(Oracle-qualified service docs.oracle.com/cd/E27998 _01/html/E48492/

technician only) maintenance__hardware__procedures__shelf.html#scrolltoc

Disk shelf SIM boards Yes Refer to the section “Replacing a

(Oracle-qualified service
technician only)

SIM Board” on this page: https://
docs.oracle.com/cd/E27998_01/html/E48492/
maintenance__hardware__procedures__shelf.html#scrolltoc
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Servicing the Sun ZFS Storage Appliance 7320

7.11 Servicing the Sun ZFS Storage Appliance 7320

This section provides instructions to service replaceable components (CRUs/FRUS) in the Sun ZFS
Storage Appliance 7320. Before starting any service procedure, read and follow the guidelines in
Section 7.2, “Preparing Oracle Private Cloud Appliance for Service”.

7.11.1 Powering Down the Sun ZFS Storage Appliance 7320 for Service (When
Required)

If you need to execute a service procedure that requires the Sun ZFS Storage Appliance 7320 to be
powered down, follow these instructions:

Powering down the storage head/controller

Powering down or removing all SAS chains from a disk shelf will cause the controllers to panic to prevent
data loss. To avoid this, shut down the controllers before decommissioning the shelf.

1. Login to the BUL.
2. Click the Power icon on the left side of the masthead.

If the BUI is not accessible, select one of the following options:

Note
@ In a configuration with clustered storage heads, always shut down the standby head
before the active head.

* SSH into the appliance and issue the mai nt enance syst em power of f command.
» SSH or serial console into the service processor (SP) and issue the st op / SYS command.
» Use a pen or non-conducting pointed object to press and release the Power button on the front panel.

Caution

closed abruptly without saving, press and hold the power button for at least four
seconds until the Power/OK status indicator on the front panel flashes, indicating

A To initiate emergency shutdown during which all applications and files will be
that the storage controller is in standby power mode.
Powering down the disk shelf

Do not remove a component if you do not have an immediate replacement. The disk shelf must not be
operated without all components in place. Powering down or removing all SAS chains from a disk shelf
will cause the controllers to panic to prevent data loss. To avoid this, shut down the controllers before
decommissioning the shelf.

1. Stop all input and output to and from the disk shelf.

2. Wait approximately two minutes until all disk activity indicators have stopped flashing.
3. Place the power supply on/off switches to the "O" off position.

4. Disconnect the power cords from the external power source.

Powering on the storage appliance

The disk shelf must not be operated without all components in place.
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1. Reconnect the disk shelf power and data cables you removed to service a component.
2. Place the power supply on/off switches on the disk shelf to the "I" on position.

3. Wait several minutes until the boot process is complete, at which time the Power LED should be solid
green.

4. Connect the storage head power cables and wait approximately two minutes until the Power/OK LED
on the front panel next to the Power button lights and remains lit.

7.11.2 Service Procedures for Sun ZFS Storage Appliance 7320 Components

For parts that are not hot-swappable, power down the Sun ZFS Storage Appliance 7320 before starting the
service procedure.

virtual machines and their virtual disks, shut down the virtual machines in Oracle
VM Manager prior to servicing the storage hardware. Disconnecting a running

Warning
O If you need to execute a service procedure that interrupts the connection between
virtual machine from its disks may cause data corruption.

Generally speaking, hot-swappable components can be serviced without specific additional steps for
Oracle PCA. Follow the applicable procedure in the Service Manual. The following table provides links to
each service procedure and indicates whether parts are hot-swappable or require the component to be
taken offline and powered down.

Table 7.21 Service Procedures for Sun ZFS Storage Appliance 7320 Components

Replaceable Part(s) Hot-Swap URL

Storage head HDDs or SSDs  Yes https://docs.oracle.com/cd/E28317_01/htmI/E38247/
maintenance__hardware__details__ 7x20.html#maintenance__har

Disk shelf drives Yes Refer to the section “Replacing a Drive” on this page:
https://docs.oracle.com/cd/E27998_01/htm|/E48492/
maintenance___hardware__procedures__shelf.html#scrolltoc

Fan modules Yes https://docs.oracle.com/cd/E28317_01/htmI/E38247/
maintenance__hardware__details__7x20.html#maintenance__har
Storage head power supplies  Yes https://docs.oracle.com/cd/E28317_01/htmI/E38247/

maintenance___hardware__details__ 7x20.html#maintenance___har

Disk shelf power supplies Yes Refer to the section “Replacing a
Power Supply” on this page: https://
docs.oracle.com/cd/E27998 01/html/E48492/
maintenance__hardware__procedures__shelf.html#scrolltoc

Memory modules No https://docs.oracle.com/cd/E28317 _01/htmI/E38247/
maintenance__hardware__details__7x20.html#maintenance__har

(Oracle-qualified service
technician only)

PCI Express risers and cards No https://docs.oracle.com/cd/E28317_01/html/E38247/
maintenance__hardware__details__7x20.html#maintenance__har

(Oracle-qualified service
technician only)

Battery No https://docs.oracle.com/cd/E28317_01/html/E38247/
maintenance__hardware__details__7x20.html#maintenance__har
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Servicing an Oracle Switch ES1-24

Replaceable Part(s) Hot-Swap URL

System indicator boards Yes https://docs.oracle.com/cd/E26765_01/html/E26399/
maintenance__hardware__details__7x20.html#maintenance___hardwal

(Oracle-qualified service
technician only)

Disk shelf /0 modules Yes Refer to the section “Replacing an
I/O Module” on this page: https://
(Oracle-qualified service docs.oracle.com/cd/E27998 01/html/E48492/
technician only) maintenance__hardware__procedures__shelf.html#scrolltoc
Disk shelf SIM boards Yes Refer to the section “Replacing a
SIM Board” on this page: https://
(Oracle-qualified service docs.oracle.com/cd/E27998_01/html/E48492/
technician only) maintenance__hardware__procedures__shelf.html#scrolltoc

7.12 Servicing an Oracle Switch ES1-24

This section provides instructions to service replaceable components (CRUs/FRUS) in an Oracle Switch
ES1-24. Before starting any service procedure, read and follow the guidelines in Section 7.2, “Preparing
Oracle Private Cloud Appliance for Service”.

7.12.1 Powering Down the Oracle Switch ES1-24 for Service (When Required)

If you need to execute a service procedure that requires the Oracle Switch ES1-24 to be powered down,
follow these instructions:

Powering down the switch

1. To power down an individual power supply, remove its power cord.

2. To power down the switch, remove the power cords from both power supplies.
Returning the switch to operation

1. Reconnect the power cords to both power supplies.

2. Verify that the switch has power by checking the status LEDs.

The AC LED lights green to indicate the power supply is connected to line power. A moment later, the
OK LED lights green to indicate the power supply is fully operational.

7.12.2 Service Procedures for Oracle Switch ES1-24 Components

For parts that are not hot-swappable, power down the Oracle Switch ES1-24 before starting the service

procedure.
Warning

O Internal Ethernet connectivity is affected while the component is out of service.
Please take the necessary precautions.
Caution

A When replacing the entire switch assembly, begin by saving the configuration from

the existing component, so that you can restore the configuration after replacement.

208


https://docs.oracle.com/cd/E26765_01/html/E26399/maintenance__hardware__details__7x20.html#maintenance__hardware__details__7x20__system_indicator_boards
https://docs.oracle.com/cd/E26765_01/html/E26399/maintenance__hardware__details__7x20.html#maintenance__hardware__details__7x20__system_indicator_boards
https://docs.oracle.com/cd/E27998_01/html/E48492/maintenance__hardware__procedures__shelf.html#scrolltoc
https://docs.oracle.com/cd/E27998_01/html/E48492/maintenance__hardware__procedures__shelf.html#scrolltoc
https://docs.oracle.com/cd/E27998_01/html/E48492/maintenance__hardware__procedures__shelf.html#scrolltoc
https://docs.oracle.com/cd/E27998_01/html/E48492/maintenance__hardware__procedures__shelf.html#scrolltoc
https://docs.oracle.com/cd/E27998_01/html/E48492/maintenance__hardware__procedures__shelf.html#scrolltoc
https://docs.oracle.com/cd/E27998_01/html/E48492/maintenance__hardware__procedures__shelf.html#scrolltoc

Servicing an NM2-36P Sun Datacenter InfiniBand Expansion Switch

Generally speaking, hot-swappable components can be serviced without specific additional steps for
Oracle PCA. Follow the applicable procedure in the Service Manual. The following table provides links to
each service procedure and indicates whether parts are hot-swappable or require the component to be
taken offline and powered down.

Table 7.22 Service Procedures for Oracle Switch ES1-24 Components

Replaceable Part(s) Hot-Swap URL

Power supplies Yes https://docs.oracle.com/cd/E39109 01/htmI/E39116/
z40000349112.html#scrolltoc

Fan module Yes https://docs.oracle.com/cd/E39109 01/htmI/E39116/

z40000369112.html#scrolltoc

7.13 Servicing an NM2-36P Sun Datacenter InfiniBand Expansion
Switch

This section provides instructions to service replaceable components (CRUs/FRUS) in a NM2-36P Sun
Datacenter InfiniBand Expansion Switch. Before starting any service procedure, read and follow the
guidelines in Section 7.2, “Preparing Oracle Private Cloud Appliance for Service”.

7.13.1 Powering Down the NM2-36P Sun Datacenter InfiniBand Expansion
Switch for Service (When Required)

If you need to execute a service procedure that requires the NM2-36P Sun Datacenter InfiniBand
Expansion Switch to be powered down, follow these instructions:

Powering down the switch

1. To power down an individual power supply, remove its power cord.

2. To power down the switch, remove the power cords from both power supplies.
Returning the switch to operation

1. Reconnect the power cords to both power supplies.

2. Verify that the switch has power by checking the status LEDs.

The AC LED lights green to indicate the power supply is connected to line power. A moment later, the
OK LED lights green to indicate the power supply is fully operational.

7.13.2 Service Procedures for NM2-36P Sun Datacenter InfiniBand Expansion
Switch Components

For parts that are not hot-swappable, power down the NM2-36P Sun Datacenter InfiniBand Expansion
Switch before starting the service procedure.

Caution

A InfiniBand connectivity may be affected while the component is out of service.
Please take the necessary precautions.
Caution

A When replacing the entire switch assembly, begin by saving the configuration from

the existing component, so that you can restore the configuration after replacement.
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Servicing an Oracle Fabric Interconnect F1-15

Generally speaking, hot-swappable components can be serviced without specific additional steps for
Oracle PCA. Follow the applicable procedure in the Service Manual. The following table provides links to
each service procedure and indicates whether parts are hot-swappable or require the component to be
taken offline and powered down.

Table 7.23 Service Procedures for NM2-36P Sun Datacenter InfiniBand Expansion Switch

Components

Replaceable Part(s) Hot-Swap URL

Power supplies Yes https://docs.oracle.com/cd/E26698_01/html/E26434/
z40001f49112.html#scrolltoc

Fans Yes https://docs.oracle.com/cd/E26698_ 01/html/E26434/
z40001f59112.html#scrolltoc

Data cables Yes https://docs.oracle.com/cd/E26698 01/html/E26434/

z40001f69112.html#scrolltoc

7.14 Servicing an Oracle Fabric Interconnect F1-15

This section provides instructions to service replaceable components (CRUs/FRUS) in an Oracle Fabric
Interconnect F1-15. Before starting any service procedure, read and follow the guidelines in Section 7.2,
“Preparing Oracle Private Cloud Appliance for Service”.

7.14.1 Powering Down the Oracle Fabric Interconnect F1-15 for Service (When
Required)

If you need to execute a service procedure that requires the Fabric Interconnect to be powered down,
follow these instructions:

Powering down the Oracle Fabric Interconnect F1-15
1. Press the Power button to power down the Fabric Interconnect gracefully.

2. Wait for the Status LED to switch off, indicating that the component has been powered down
successfully.

Returning the Oracle Fabric Interconnect F1-15 to operation
1. Press the Power button to power on the Fabric Interconnect.

The Status LED blinks green, indicating that the system control processor is booting.
2. Wait until the Status LED is solid green.

This indicates that the system control processor has finished booting and the Fabric Interconnect is
ready for operation.

7.14.2 Service Procedures for Oracle Fabric Interconnect F1-15 Components

For parts that are not hot-swappable, power down the Oracle Fabric Interconnect F1-15 before starting the
service procedure.

Caution

while the Fabric Interconnect or an I/O module is out of service. Please take the

A Management, storage, VM and external network connectivity may be affected
necessary precautions.
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Caution

A When replacing the entire switch assembly, begin by saving the configuration from
the existing component, so that you can restore the configuration after replacement.

Generally speaking, hot-swappable components can be serviced without specific additional steps for
Oracle PCA. Follow the applicable procedure in the Service Manual. The following table provides links to

each service procedure and indicates whether parts are hot-swappable or require the component to be
taken offline and powered down.

Table 7.24 Service Procedures for Oracle Fabric Interconnect F1-15 Components

Replaceable Part(s) Hot-Swap URL

Power supplies Yes https://docs.oracle.com/cd/E38500_01/htmI/E50997/
z40004411020156.html#scrolltoc

(Oracle-qualified service

technician only)

Fan modules Yes https://docs.oracle.com/cd/E38500_01/htmI/E50997/
z40004411020136.html#scrolltoc

(Oracle-qualified service

technician only)

Fabric board No https://docs.oracle.com/cd/E38500_01/htmI/E50997/
z40004411020657.html#scrolltoc

(Oracle-qualified service

technician only)

Management module No https://docs.oracle.com/cd/E38500_01/htmI/E50997/
z40004411020369.html#scrolltoc

(Oracle-qualified service

technician only) https://docs.oracle.com/cd/E38500_01/htmIl/E50997/
z40004411020375.html#scrolltoc

I/0 modules Yes https://docs.oracle.com/cd/E38500_01/htmI/E50997/
z40004411020323.html#scrolltoc

(Oracle-qualified service

technician only) https://docs.oracle.com/cd/E38500_01/htmI/E50997/
z400037d1022426.html#scrolltoc

Front panel assembly, No https://docs.oracle.com/cd/E38500_01/htmI/E50997/

including system control
processor

(Oracle-qualified service
technician only)

z40004411020496.html#scrolltoc
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This chapter describes how to resolve a number of common problem scenarios.

8.1 Adding Proxy Settings for Oracle Private Cloud Appliance
Updates
If your data center does not provide unlimited internet access and has a proxy server in place to control

HTTP, HTTPS or FTP traffic, you may need to configure your management nodes to be able to access
external resources for the purpose of performing software updates.

The following instructions must be followed for each of the two management nodes in your environment.

Adding Proxy Settings for a Management Node

1. Gain command line access to the management node. Usually this is achieved using SSH and logging
in as the root user with the global Oracle PCA password.

2. Use the CLI, as described in Chapter 4, The Oracle Private Cloud Appliance Command Line Interface
(CLI), to view or modify your proxy settings. The CLI safely reads and edits the / et ¢/ ovca. conf file,
to prevent the possibility of configuration file corruption.
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« To view the current values for the configurable settings in the configuration file run the CLI as follows:
# pca-adm n show system properties
* To setan HTTP proxy:

# pca-adnmin set systemproperty http_proxy http://|P: PORT

Where | P is the IP address of your proxy server, and PORT is the TCP port on which it is listening.

provided when the proxy service is accessed. Do not specify credentials
as part of the proxy URL, because this implies that you send sensitive
information over a connection that is not secure.

Caution
A | If your proxy server expects a user name and password, these should be
e To set an HTTPS proxy:
# pca-admin set systemproperty https_proxy https://|P: PORT
e To setan FTP proxy:
# pca-adm n set systemproperty ftp_proxy ftp://|P: PORT

3. Setting any single parameter automatically rewrites the configuration file and the proxy settings become
active immediately.

8.2 Setting the Oracle Private Cloud Appliance Logging Parameters

When troubleshooting or if you have a support query open, you may be required to change the logging
parameters for your Oracle PCA. The settings for this are contained in/ et ¢/ ovca. conf, and can be
changed using the CLI.

The following instructions must be followed for each of the two management nodes in your environment.
Changing the Oracle Private Cloud Appliance Logging Parameters for a Management Node

1. Gain command line access to the management node. Usually this is achieved using SSH and logging
in as the root user with the global Oracle PCA password.

2. Use the CLI, as described in Chapter 4, The Oracle Private Cloud Appliance Command Line Interface
(CLI), to view or modify your appliance log settings. The CLI safely reads and edits the / et ¢/
ovca. conf file, to prevent the possibility of configuration file corruption.

e To view the current values for the configurable settings in the configuration file run the CLI as follows:

# pca-adm n show system properties
* To change the log level:
# pca-adm n set systemproperty |og_|evel service LEVEL

The ser vi ce argument is the log file category to which the new log level applies. The following
services can be specified: backup, cli diagnosis, monitor, ovca, snmp, syncservice.

The LEVEL value is one of the following: DEBUG, | NFO, WARNI NG, ERROR, CRI TI CAL.

e To change the log file size:
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# pca-adm n set systemproperty |og_size SlZE

Where S| ZE, expressed in MB, is a number from 1 to 512.
e To change the number of backup log files stored:
# pca-adm n set system property | og_count COUNT
Where COUNT is a number of files ranging from 0 to 100.
e To change the location where log files are stored:

# pca-adm n set systemproperty log_file service PATH

Where PATH is the new location where the log file for the selected ser vi ce is to be stored. The
following services can be specified: backup, cli, diagnosis, monitor, ovca, snmp, and syncservice.

Caution

A Make sure that the new path to the log file exists. Otherwise, the log server
stops working.

The system always prepends / var /| og to your entry. Absolute paths are
converted to / var/ | og/ PATH.

During management node upgrades, the log file paths are reset to the default
values.

3. The new log level setting only takes effect after a management node has been rebooted or the service
has been restarted by running the servi ce ovca restart command on the active management
node shell.

8.3 Configuring Data Center Switches for VLAN Traffic

The Oracle PCA network infrastructure supports the use of VLANs by default. For this purpose, the Oracle
Fabric Interconnect F1-15s are set to trunking mode to allow tagged data traffic.

Caution

A Do not configure any type of link aggregation group (LAG) across the 10GbE ports:
LACP, network/interface bonding or similar methods to combine multiple network
connections are not supported.

To provide additional bandwidth to the environment hosted by the Oracle PCA,
create custom networks. For detailed information, see Section 2.7, “Network
Customization”.

You may implement VLANS for logical separation of different network segments, or to define security
boundaries between networks with different applications — just as you would with physical servers instead
of virtual machines.

However, to allow virtual machines hosted by the Oracle PCA to communicate with systems external to the
appliance, you must update the configuration of your next-level data center switches accordingly.

» The switch ports on the receiving end of the outbound appliance connections must be part of each VLAN
used within the Oracle PCA environment.
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» The same ports must also be part of the network(s) connecting the external systems that your virtual
machines need to access. For example, WAN connectivity implies that virtual machines are able to
reach the public gateway in your data center. As an alternative to VLAN tagging, Layer 3 routing can be
used to connect to the Oracle PCA.

8.4 Enabling Support Tools on Systems Provisioned with Software
Release 1.0.2

Oracle PCA controller software Release 1.1.1 and later installs the support tools on the management
nodes and compute nodes. However, compute nodes provisioned and discovered in an earlier release do
not have the packages for these support tools. After you update the appliance software to the new release,
any compute node you provision or reprovision will be installed with the Oracle PCA support tools. On
running compute nodes that were provisioned with controller software Release 1.0.2, and already host
virtual machines, you can install the support tools manually by following the instructions in this section.

Installing Support Tools Manually on a Compute Node
1. Make sure that the appliance software has been updated successfully to Release 1.1.3.

2. Using SSH and an account with superuser privileges, log into the compute node where you want to
install the support tools.

You can connect to a compute node from a workstation connected to the appliance management
network. Alternatively, log into a management node first, and then connect to the compute node
through either the appliance management network (192. 168. 4. x) or the Oracle VM management
network (192. 168. 140. x). The IP address of a discovered compute node can be found in the Servers
and VMs tab of Oracle VM Manager.

Note
@ The management node data center IP address used in this procedure is an
example.

# ssh root @O0. 100. 1. 101

root @0. 100. 1. 101' s passwor d:

[root @vcamO5r1 ~]# ssh root @92. 168. 4. 6
root @92. 168. 4. 6' s password:

[root @vcacn09r1 ~]#

3. On the compute node, mount the shared partition on the storage appliance where the software install
media is unpacked.

[root @vcacn09r1 ~]# nkdir /tnp/shared_storage
[root @vcacn09r1 ~]# nmount 192. 168. 40. 1: / export/MAMI_ROOT /t np/ shar ed_st or age

4. Locate and install the ovca- support package.

[root @vcacn09r1l ~]# |Is -1 /tnp/shared_storage/ ovm i nage/ Server/ ovca- support *
-r--r--r--+ 1 root root 162726 Mar 23 16: 14 /tnp/shared_storage/ ovm i mage/ Server/ \
ovca- support-1.1.1-106. el 5. noarch. rpm
[root @vcacn09r1 ~]# rpm -ivh /tnp/shared_storage/ ovm i nage/ Ser ver/ ovca- support *
war ni ng: /tnp/shared_storage/ ovm i mage/ Server/ovca- support-1.1.1-106. el 5. noarch. r pm
Header V3 DSA signature: NOKEY, key |D 1le5e0159
Prepari ng. .. gagggggggggggggggggggggggggggggggggggdddddd | 1009
1: ovca- support HUHHHHTHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHH##### [ 1009
[root @vcacn09r1 ~]#

5. Verify that the package has been installed correctly, for example by checking the software version as
follows:
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[root @vcacn09r1l ~]# ovca-di ag version
1.1.3_3_2014-05-19
[root @vcacn09rl1 ~]#

6. Unmount the shared partition and remove the temporary directory you created.
[root @vcacn09r1 ~]# unpunt /tnp/shared_storage

[root @vcacn09r1 ~]# rndir /tnp/shared_storage
[root @vcacn09r1 ~]#

7. Log out of the compute node.

8. Repeat this procedure on all other compute nodes installed in your Oracle PCA environment.

8.5 Verifying and Re-applying Oracle VM Manager Tuning after
Software Update

During a Software Update from Release 1.0.2 to Release 1.1.3 it may occur that certain Oracle VM
Manager tuning settings are not applied properly and default settings are used instead. After updating the
Oracle PCA software stack, you must verify these tuning settings, and re-apply them if necessary. Run the
following procedure:

Verifying Oracle VM Manager Tuning Settings

1. Using SSH and an account with superuser privileges, log into the master management node.

Note
@ The data center IP address used in this procedure is an example.

# ssh root @O0. 100. 1. 101
root @0. 100. 1. 101' s passwor d:
[root @vcamO05r1 ~]#

2. Verify that you are logged in to the master management node.

[ root @vcammO05r 1 ~] # ovca- check- nast er
NODE: 192.168.4.3 MASTER True

If the command returns MASTER: Fal se, log in to the other management node and run the same
command.

3. Log in to the Oracle VM shell as the admi n user.
# [usr/bin/ovmshell.sh -u adnmin
Passwor d:
OVM Shel | : 3.2.<version_id> Interactive Mde

>>>

4. At the Oracle VM shell prompt, enter the following command:

>>> OvnCl i ent. get OvmVanager () . get Foundr yCont ext () . get Model Manager () . get MaxCacheSi ze()
150000
>>>

To exit Oracle VM shell, press Ct r | +D.

If the value returned is not 300000, proceed with the next step.
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5. From the Oracle Linux command line on the master management node, apply the required Oracle VM
Manager tuning settings by running the following Oracle VM shell script as the admni n user:

# [usr/bin/ovmshell.sh -u admin -i /var/lib/ovcal/ ovm scri pts/ovmm tuni ng. py
Passwor d:

live events nmax age: 24 hours

archi ve events nax age: 72 hours

max cache size: 150000 objects

live jobs max age: 168 hours

archi ve jobs max age: 14 hours

live jobs max age (after): 24 hours
archive jobs max age (after): 168 hours
live events max age (after): 3 hours
archi ve events nax age (after): 6 hours
max cache size (after): 300000 objects

6. When the tuning script completes successfully, log out of the master management node.

8.6 Changing the Oracle VM Agent Password

The password of the Oracle VM Agent cannot be modified in the Authentication tab of the Oracle PCA
Dashboard, nor with the updat e passwor d command of the Oracle PCA CLI. If you need to change the
agent password, use Oracle VM Manager.

Warning

o When you upgrade to Oracle Private Cloud Appliance Release 2.3.x then the
management nodes are re-installed with Oracle VM Manager Release 3.4.x. Its API
is different from the one in Release 3.2.x. As a result, you cannot modify the Oracle
VM Agent password on compute nodes unless they have also been upgraded to the
matching Oracle VM Server Release 3.4.x.

If you must reset the Oracle VM Agent password, do it either before upgrading to
Oracle PCA Controller Software Release 2.3.x, or after all the compute nodes have
been upgraded to Oracle VM Server Release 3.4.x.

Instructions to change the Oracle VM Agent password can be found at the following locations, depending
on your current version of Oracle VM Manager:

* If you are using Oracle VM Manager 3.2.x, see the section entitled Changing Oracle VM Agent
Passwords on Oracle VM Servers in the Oracle VM User's Guide for Release 3.2.

« If you are using Oracle VM Manager 3.4.x, see the section entitled Change Oracle VM Agent Passwords
on Oracle VM Servers in the Oracle VM Manager User's Guide for Release 3.4.

8.7 Upgrading Existing Compute Node Configuration from Release

1.0.2

When you run a Software Update on an existing Oracle PCA installation with controller software Release
1.0.2, you must execute an additional upgrade procedure on provisioned compute nodes. The procedure
is designed to reconfigure the compute node storage connections and the Oracle VM Agent, allowing the
compute node to continue to function reliably as a member of the clustered server pool after the software
update. By following the instructions in this section, you also make sure that previously deployed virtual
machines remain fully functional when the appliance update to Release 1.1.3 is complete.
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Warning

O First update any Release 1.0.2 system to appliance software Release 1.1.3.
Execute the procedure in this section on each compute node provisioned
with software Release 1.0.2, after the Release 1.1.3 software update on the
management nodes has completed successfully. Only resume normal operations or
proceed with further updates when these steps have been completed.

overview of its usage in the context of Oracle PCA, and links to detailed instructions
in the Oracle VM documentation, are provided in this Administrator's Guide, in

Note
@ A large part of this procedure must be executed from Oracle VM Manager. An
Chapter 5, Managing the Oracle VM Virtual Infrastructure.

Upgrading the Compute Node Configuration from Release 1.0.2 to Release 1.1.3
1. Make sure that the appliance software has been updated successfully to Release 1.1.3.

You can verify this by logging into the master management node and entering the following command:

# ovca-di ag version
1. 1. 3_<bui |l d>_<dat e>

2. Login to Oracle VM Manager.
For details, see Section 5.2, “Logging in to the Oracle VM Manager Web UI".
3. Identify the master server in the server pool.
a. Inthe Servers and VMs tab, select the server pool in the navigation pane.
b. Inthe management pane, select the Info perspective from the list in the toolbar.
A configuration overview of the server pool is displayed.

c. Locate the Master Server setting and write down which server is the pool master.

Warning
O The server pool master server must be the last Oracle VM Server to go
through this upgrade procedure.

4. Migrate all running virtual machines away from the compute node you want to upgrade.

Information on migrating virtual machines is provided in the Oracle VM Manager User's Guide section
entitled Migrating Virtual Machines.

5. Place the compute node in maintenance mode.

Information on maintenance mode is provided in the Oracle VM Manager User's Guide section entitled
Placing an Oracle VM Server into Maintenance Mode.

a. Inthe Servers and VMs tab, select the Oracle VM Server in the navigation pane. Click Edit Server
in the management pane toolbar.

The Edit Server dialog box is displayed.
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b. Select the Maintenance Mode check box to place the Oracle VM Server into maintenance mode.
Click OK.

The Oracle VM Server is in maintenance mode and ready for servicing.

6. Install the ovca- support package by executing the steps described in Section 8.4, “Enabling Support
Tools on Systems Provisioned with Software Release 1.0.2”. However, do not log out of the compute
node yet.

7. From the Oracle Linux command line on the compute node, run this script:
# [usr/sbin/cn_upg_111.sh

8. When the upgrade script completes successfully, log out of the compute node and return to the Oracle
VM Manager UI.

9. Run the Oracle VM Server update on the compute node in question.

Information on the Oracle VM Server update functionality is provided in the Oracle VM Manager User's
Guide section entitled Updating and Upgrading Oracle VM Servers.

a. Inthe Servers and VMs tab, select the server pool in the navigation pane.

b. Inthe management pane, select the Servers perspective from the list in the toolbar.

A table is displayed with all servers in the server pool.

c. Select the appropriate compute node in the management pane table and click Update Server in the
management pane toolbar.

As part of the update procedure, the Oracle VM Server is restarted but remains in maintenance
mode.

Warning
O If the compute node does not reboot during the update, you must restart it from
within Oracle VM Manager.

10. Take the compute node out of maintenance mode.

a. Inthe Servers and VMs tab, select the Oracle VM Server in the navigation pane. Click Edit Server
in the management pane toolbar.

The Edit Server dialog box is displayed.

b. Clear the Maintenance Mode check box. Click OK.

The Oracle VM Server rejoins the server pool as a fully functioning member.
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11. If the compute node is in WARNING status, unpresent the Rack1-Repository from this node, and
remove the node from the Rackl_ServerPool.

a. Inthe Repositories tab, select the Rack1-Repository in the management pane. Click Present/
Unpresent Repository in the management pane toolbar.

The Present Repository to Servers dialog box is displayed.

b. Select the Servers option at the top of the dialog box. Move the server in question out of the
Present to Server pane. Click OK.

The repository is unpresented from the selected Oracle VM Server.
c. Inthe Servers and VMs tab, select Rackl ServerPool and click Edit Server Pool.
The Edit Server Pool dialog box is displayed.

d. Inthe Servers tab of the Edit Server Pool dialog box, move the server in question out of the
Selected Servers pane. Click OK.

The Oracle VM Server is removed from the server pool.

12. Repeat this procedure for each compute node that requires upgrade from Release 1.0.2 to Release
1.1.3.

Warning
O The server pool master server must be the last Oracle VM Server to go through
this upgrade procedure.

13. When all compute nodes have been upgraded and rebooted successfully, acknowledge all events for
the Oracle VM Servers and the Rack1-Repository.

Information on acknowledging events is provided in the Oracle VM Manager User's Guide section
entitled Acknowledging Events/Errors.

14. Remove the stale LUN mappings left behind from the previous storage configuration.
a. Go to the Storage tab of the Oracle VM Manager Ul.
b. In the navigation pane, select the SAN Server named OVCA_ZFSSA_Rack1.

c. Inthe management pane, select the LUN or LUNs in WARNING status and click Delete Physical
Disk in the toolbar.

15. Re-add any node that was removed from the Rackl ServerPool. Make sure the Rackl-Repository is
presented to all servers in the pool.

If no errors have occurred during this procedure, the software update to Release 1.1.3 is now complete.

8.8 Environment Pre-Upgrade Validation and Software Update to
Release 2.3.1-2.3.3

Upgrading an existing Oracle Private Cloud Appliance environment to Controller Software Release
2.3.1-2.3.3 and Oracle VM 3.4.x is a highly complicated procedure. A number of requirements must be
met before the upgrade can be attempted, steps must be performed in a very particular order, and various
validations take place at different levels and stages.

221


https://docs.oracle.com/cd/E35328_01/E35332/html/vmusg-jobs-intro.html#vmusg-acknowledging-events

Environment Pre-Upgrade Validation and Software Update to Release 2.3.1-2.3.3

Major challenges in the upgrade procedure include compute nodes running different versions of Oracle
VM Server, pre-existing errors in log files, YUM configuration changes, firmware compatibility issues, and
so on. These can lead to a variety of problem scenarios, which the upgrade utilities help you to detect
and work around. This section explains how to use the upgrade utilities to work through the different pre-
upgrade stages, and how to recover and proceed when certain failures occur. Additional, non-automated
checks are required after the upgrade utilities have complete all checks successfully.

Note
@ If the upgrade utilities report errors, additional details can be found in this log file: /
t mp/ <dat e_ti ne>/ pre_upgrade_check. | og.

Executing the Pre-Upgrade Validation Script with the Upgrade Utilities

1. The upgrade utilities are provided with the Oracle Private Cloud Appliance Release 2.3.1, 2.3.2 or
2.3.3 *. i so file. Due to its total size, the *. i so file is zipped in multiple parts. Download the different
parts of the *. zi p file and unzip them in a directory of your choice. The directory should contain the
following files:

ovca- 2. 3. x- bxxxx_1
ovca- 2. 3. x- bxxxx_2
ovca- 2. 3. x- bxxxx_header
README. ht mi

RUN_ME_FI RST. sh

support. txt

2. In the directory where you unzipped the downloaded files, execute the RUN_ME_FI RST. sh script.

# cd <downl oad_di rectory>
# ./ RUN_ME_FI RST. sh
Bef ore upgradi ng, review the foll ow ng docunentati on:

| MPORTANT:

If you are at any version older than PCA 2.1.1, please refer to the matrix of
Supported Upgrade Paths in the README file, to determne if a direct upgrade
to 2.3.x is possible fromyour current PCA version.

Once you are running a version that can support upgrade to 2.3.x, including
al | Conpute Nodes running Oracle VM Server version 3.2.10 or |ater, you may
proceed with the upgrade to 2. 3. x.

This release cones with a set of prerequisite checks which nust be perforned
in order to ensure a successful upgrade to PCA 2.3.x fromversion PCA 2.1.1
or newer.

These checks are listed in My Oracl e Support Know edge Article:
****%[ PCA ] 2.3.X Upgrade Checklist and Prerequisites (Doc | D 2242177.1)****,

It is highly recomrended that a Service Request with Oracle Support be
opened, pro-actively, prior to perform ng the upgrade.

Thi s ensures that the pre-upgrade checklist can be validated and enabl es
Oracl e Support to assist while the upgrade is perfornmned.

Proceed [Y NN? (Press Y to continue)

3. Carefully read and understand the information displayed in the terminal window. Enter "Y" to continue.
The script assembles the zipped Release 2.3.x *. i so file from the downloaded parts.

Proceed [Y/NJ? (Press Y to continue) y

Generating the PCA 2.3.x | SO. ..

This may take some tine. Please wait...

2f 783e679deldc6cc3652a745d463ce0 . /ovca- 2. 3. x- bxxxx. i s0. zi p
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Copy and unzip the Release 2.3.x image file to the active management node and mount it as a
loopback device.

# nmkdir /mmt/pca_2.3.x_iso
# mount -0 | oop ovca-2. 3. x- bxxxx.iso /mt/pca_2. 3. x_i so

Change to the scri pt s subdirectory, and then execute the script pre_upgr ade_check. sh.

# cd /mt/pca_2. 3. x_iso/scripts
# ./ pre_upgrade_check. sh
Val idating installed PCA version...

If an invalid version of the Oracle PCA Controller Software is detected, the script fails with a fatal error.

Upgrading fromPCA 2.0.5 to PCA 2.3.3 is not a valid upgrade path
FATAL ERROR: DO NOT PROCEED W TH THE UPGRADE!
Unsupported upgrade path violations will cause severe danmge to the rack

[Mninmum I nstall ed PCA Version Check] FAILED: PCA 2.3.3 only supports upgrading fromPCA 2.1.1 or above

Make sure your current version of the controller software is Release 2.1.1 or newer. Then restart this
procedure.

If validation of the installed Oracle PCA Controller Software is successful, the script proceeds to the
management node and compute node checks. Track progress of the script in the console output.

Upgrading fromPCA 2.2.1 to PCA 2.3.3 is a supported upgrade path
[Mninmum I nstall ed PCA Version Check] PASSED: PCA 2.3.3 only supports upgrading fromPCA 2.1.1 or above

Runni ng MN and CN pre-upgrade checks. ..

NCDE: 192.168.4.4 MNASTER True
[05/22/ 2017 14:37:53 812981] | NFO (upgrade_utils:822) Runni ng PCA Pre-upgrade Checks....
[05/22/ 2017 14:37:53 812981] | NFO (upgrade_utils: 833) Checking for O acle VM Manager Upgrade. ..

The script checks known log file locations for existing occurrences of Cbj ect Not FoundExcept i on. If
such exceptions are found, the script outputs error messages to the console, the summary report and
the log.

"[...]odof.exception. Cbject Not FoundException: No such object(level 1), cluster is null: <1759>"
is found in/u0l/app/ oracl e/ ovm manager - 3/ machi nel/ base_adf _domai n/ server s/ Admi nSer ver /| ogs/ Adm nServer.

[05/22/ 2017 14:37:54 812981] ERROR (upgrade_util s: 680)
[ ONF Check] FAI LED: The check failed on the foll owi ng management nodes: ['ovcammO5r1','ovcammO06rl'].

If even a single Obj ect Not FoundExcept i on is found, attempts to update the controller software
will fail. First, make sure that all Cbj ect Not FoundExcept i on occurrences are properly addressed.
Contact Oracle for support. For additional information, see Section 8.11, “Eliminating ObjectNotFound
Exceptions and Restoring the Oracle VM Manager Database”.

When the issues have been addressed, make sure the exceptions are removed from the log directories
of both management nodes. For additional information, refer to Software Update Fails Due to Error in
AdminServer.log in the Oracle Private Cloud Appliance Release Notes. Then restart this procedure.

When the script finds no Cbj ect Not FoundExcept i on on either management node, the [ONF Check]
is marked as PASSED.

The script checks the status of the compute nodes and management nodes, verifies that their
configuration is valid, and confirms that they run a valid version of Oracle Linux and Oracle VM Server.
Because the servers are checked one by one, this phase may take some time to complete. If a problem
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10.

is found, the output contains failures and indicates on which nodes they occurred, as shown in the
example below.

[ CS Check] FAILED: The check failed on the follow ng nodes: ['ovcacn29rl', 'ovcacn32rl'].

Make sure that all compute nodes are running Oracle VM Server Release 3.2.10 or 3.2.11. Then restart
this procedure.

When all management nodes and compute nodes are running a valid version of their operating system,
the console output indicates that the servers have passed the validation.

[ GS Check] PASSED: The conpute nodes are running the correct Oracle Linux version.

[ OS Check] PASSED: The managenent nodes are running the correct Oracle Linux version.

[Oracle VM M ni mrum Ver si on Check] PASSED: The conpute nodes are running Oracle VM equal or above the upgrac
[Oracl e VM M ni mum Versi on Check] PASSED: The managenent nodes are running Oracle VM equal or above the upc

In this phase of the pre-upgrade check, the script also verifies that requirements are met with regard to
these items:

e ZFS directory mount points
« banner file (/ et ¢/ not d)

« default Oracle VM database objects

If the MOTD check fails, empty the banner file. Contact Oracle Support if any of the other checks fail.

[ZFS Dir Munted Check] PASSED: ZFS directory MaGMI_ROOT, Yum and |ncoming are mounted on the managenment nc
[ MOTD Check] PASSED: Banner file /etc/nptd is enpty on the managenent nodes.
[ OVMM Mbdel DB Check] PASSED: Default OVMM objects exist on the managenent nodes.

A number of key components are subjected to a password check. This ensures that the passwords
stored in the Oracle PCA Wallet match the passwords configured on the respective components. These
components are:

¢ Oracle Switch ES1-24 (OPUS)

« Oracle Fabric Interconnect F1-15 (Xsi go)

¢ Oracle VM Manager

¢ Oracle MySQL database

« Oracle ZFS Storage Appliance and its ILOM (ZFS)
« all compute nodes and their ILOMs

[05/ 22/ 2017 14:38:43 812981] DEBUG (upgrade_utils: 680) DEBUG (upgrade_utils: 680) [M/sqgl password Check] PAS
[ 05/ 22/ 2017 14:38:45 812981] | NFO (upgrade_utils:231) Successfully verified OPUS password on 192. 168. 4. 200.
[05/ 22/ 2017 14:38:47 812981] | NFO (upgrade_utils:231) Successfully verified OPUS password on 192. 168. 4. 201.
[ 05/ 22/ 2017 14:38:47 812981] DEBUG (upgrade_utils: 680) [Password Check] PASSED: Password has been verified

[05/22/ 2017 14:38:51 812981] | NFO (upgrade_utils:231) Successfully verified Xsigo password on 192. 168. 4. 204
[05/22/ 2017 14:38:56 812981] | NFO (upgrade_utils:231) Successfully verified Xsigo password on 192. 168. 4. 20¢
[ 05/ 22/ 2017 14:38:56 812981] DEBUG (upgrade_utils: 680) [Password Check] PASSED: Password has been verified

[05/22/ 2017 14:38:57 812981] | NFO (upgrade_utils:231) Successfully verified O acle VM Manager password on 1
[05/22/ 2017 14:38:57 812981] DEBUG (upgrade_utils: 680) [Password Check] PASSED: Password has been verified

[05/22/ 2017 14:38:57 812981] | NFO (upgrade_utils:231) Successfully verified ZFS password on 192. 168. 4. 2.
[05/22/ 2017 14:38:57 812981] | NFO (upgrade_utils:231) Successfully verified ZFS password on 192. 168. 4. 1.
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12.

13.

14.

[05/22/ 2017 14:38:57 812981] DEBUG (upgrade_utils: 680) [Password Check] PASSED: Password has been verif

[05/22/ 2017 14:39: 02 812981] | NFO (upgrade_utils:231) Successfully verified Compute Node |ILOM password
[05/22/ 2017 14:39: 09 812981] | NFO (upgrade_utils:231) Successfully verified Conmpute Node |ILOM password
[05/22/ 2017 14:39: 14 812981] | NFO (upgrade_utils:231) Successfully verified Conmpute Node |ILOM password
[05/22/ 2017 14:39: 14 812981] DEBUG (upgrade_utils: 680) [Password Check] PASSED: Password has been verif

[05/22/ 2017 14:39: 15 812981] | NFO (upgrade_utils:231) Successfully verified Compute Node host password
[05/22/ 2017 14:39: 15 812981] | NFO (upgrade_utils:231) Successfully verified Compute Node host password
[05/22/ 2017 14:39: 16 812981] | NFO (upgrade_utils:231) Successfully verified Compute Node host password
[05/22/ 2017 14:39: 17 812981] DEBUG (upgrade_utils: 680) [Password Check] PASSED: Password has been verif

[05/22/ 2017 14:39:21 812981] | NFO (upgrade_utils:231) Successfully verified ZFS | LOM password on 192. 16
[05/22/ 2017 14:39: 26 812981] | NFO (upgrade_utils:231) Successfully verified ZFS | LOM password on 192. 16
[05/22/ 2017 14:39: 27 812981] DEBUG (upgrade_utils: 680) [Password Check] PASSED: Password has been verif

If a component fails the password check, set the password correctly and restart this procedure.

As part of the Oracle VM Release 3.4.x upgrade, the compute node operating system is also upgraded
from Oracle Linux 5 to Oracle Linux 6. Therefore, the pre-upgrade script compares the list of installed
packages with the Oracle Linux 6 packages in the Oracle PCA *. i so image.

For a successful software update, all natively installed packages on the compute nodes must have an
Oracle Linux 6 equivalent. Non-native packages are ignored.

DEBUG (upgrade_utils: 395) Conpute node 192.168.4.7: Ignoring non-native installed package: oswatcher-pr
DEBUG (upgrade_utils: 395) Conpute node 192.168.4.7: lgnoring non-native installed package: ovs-support-
DEBUG (upgrade_utils: 395) Conpute node 192.168.4.7: lgnoring non-native installed package: python-tools

[...]
DEBUG (upgrade_utils: 395) Conpute node 192.168.4.5: Ignoring non-native installed package: xen-debugger
DEBUG (upgrade_utils: 395) Conpute node 192.168.4.5: Ignoring non-native installed package: xen-pvhvm de

DEBUG (upgrade_utils: 680) [ YUM Repo Check] PASSED:. Every package installed on conpute nodes has an OL6

However, if additional customer-installed packages are detected, the pre-upgrade script fails. You must
uninstall the packages that cause the failure. Then restart this procedure.

The script also performs a health check of the RPM database.

[05/22/ 2017 14:39:36 814597] DEBUG (upgrade_utils: 680)
[ RPMDB Check] PASSED: No rpndb corruption found on conpute nodes.

For the Oracle VM Server Release 3.4.x upgrade to succeed, a minimum amount of disk space must
be available in/ and / boot . If the pre-upgrade script detects that there is insufficient disk space, it
outputs a failure and indicates on which compute nodes it occurs.

[ Avai | abl e Space Check] FAILED: The check failed on the follow ng nodes:['ovcacnl3rl', 'ovcacn28rl'].

Make sure that all compute nodes have sufficient disk space available. Remove or move old log files or
other files that were copied to the compute nodes but are not required for the system to function. Then
restart this procedure.

Make sure that the summary report of the pre-upgrade script shows that all checks have passed.

o X R

Prerequi site checks for upgrading to PCA 2.3.3 PASSED!
Check log file /tnp/2018-02-16_11. 36. 05/ pre_upgr ade_check. | og for nore details.

Sunmmary Report

[Mninmum I nstall ed PCA Version Check] PASSED: PCA 2.3.3 only supports upgrading fromPCA 2.1.1 or above
[ Shared Storage Munted Check] PASSED: Shared storage MGMI_ROOT, Yum and |Incom ng are nmounted on the n
[ NTP server Check] PASSED: NTP server has been verified on Conpute Node |LOM
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[ NTP server Check] PASSED: NTP server has been verified on ZFSSA | LOM

[ Et hernet Cards Check] PASSED: Ethernet cards have been verified on xns.

[ OVMM Mbdel DB Check] PASSED: Default OVMM objects exi st on both managenent nodes.
[ Mysql password Check] PASSED: Password has been verified on Mysql.

[ ONF Check] PASSED: No (bj ect Not FoundException found on the managenment nodes.

[ MOTD Check] PASSED: Banner file /etc/nptd is enpty on the management nodes.

[ Password Check] PASSED: Password has been verified on OPUS.

[ Password Check] PASSED: Password has been verified on Xsigo.

[ Password Check] PASSED: Password has been verified on Oracle VM Manager .

[ Password Check] PASSED: Password has been verified on ZFSSA.

[ Password Check] PASSED: Password has been verified on Conpute Node |LOM

[ Password Check] PASSED: Password has been verified on Conpute Node host.

[ Password Check] PASSED: Password has been verified on ZFSSA | LOM

[ S Check] PASSED: The conpute nodes are running the correct Oracle Linux version.
[ OGS Check] PASSED: The managenment nodes are running the correct Oracle Linux version.
[ Xsi go Config Check] PASSED: The configurations for each Xsigo are in sync.

[ NTP xsi go Check] PASSED: NTP server has been verified on Xsigo.

[Oracle VM M ni mrum Ver si on Check] PASSED: The compute nodes are running Oracle VM equal or above the upgrac
[Oracle VM M ni mrum Ver si on Check] PASSED: The management nodes are running Oracle VM equal or above the upc

[ Server Name Check] PASSED: Host names for the conpute nodes have not been nodifi ed.
[ Server Name Check] PASSED: Host names for the managenent nodes have not been nodifi ed.
[ ZFS Label Check] PASSED: |PMP interface |abels are correct on the ZFSSA.

[ Shared Storage Munted Check] PASSED: Shared storage MGMI_ROOT, Yum and |ncomi ng are nmounted on the nanag
[ Avai | abl e Space Check] PASSED: Adequate space exists on /boot and / of compute nodes, for the upgrade to C
[ YUM Repo Check] PASSED: Every package installed on conmpute nodes has an OL6 version of the package in the

[ RPMDB Check] PASSED: No rpndb corruption found on conpute nodes.

o L X R

15. When all components in the environment pass these checks, please proceed with the required non-
automated checks. The procedure for those additional manual verification tasks is documented in the
support note with Doc ID 2242177.1.

When you have successfully completed the manual checks, the system is ready for the Oracle PCA
Controller Software Release 2.3.1, 2.3.2 or 2.3.3 update process. Refer to Section 3.4, “Updating the
Oracle PCA Controller Software Through the Oracle PCA CLI” for detailed instructions.

8.9 Upgrading to Oracle Private Cloud Appliance Release 2.3.x with
Non-Functional Compute Nodes

It may occur that compute nodes appear in RUNNI NG state in the node database, even when the nodes

in question are offline, powered off or even removed from the rack. If you attempt to perform an Oracle
PCA Controller Software update in this situation, the prerequisite check will fail because the non-functional
nodes cannot be reached with ssh or through the Oracle VM Agent.

Compute nodes that are powered off or offline must be brought back online before a software update

is attempted. The entire rack must be in a fully functional state at the start of the update. If there are
circumstances preventing a compute node from being booted and brought back online, the node must be
decommissioned to allow the software update to proceed. The problem node can be returned to operation
at a later time, when all issues have been addressed.

Decommissioning a compute node is a delicate procedure involving Oracle VM Shell commands and

manual changes to the node database. The procedure should be performed by Oracle Support, and is
described in the support note with Doc ID 2219245.1.

Warning
O Do not attempt to run these commands without proper guidance from Oracle.
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Please contact Oracle Support and log a Service Request. An Oracle expert will
assist you in resolving the compute node issues and completing the Oracle Private
Cloud Appliance software update.

8.10 Managing a Mixed Compute Node Environment

When you update the Oracle PCA Controller Software to Release 2.3.x, the Oracle VM Manager on the
management nodes is upgraded to version 3.4.x. In the next phase, you upgrade the compute nodes to
the corresponding Oracle VM Server version 3.4.x as well. However, it is possible and supported to keep
certain compute nodes — for example a server pool or tenant group — running at version 3.2.10 or 3.2.11,
which results in a mixed environment.

In such a mixed environment, the existing configuration and the deployed virtual machines from before
the Controller Software update, continue to function as before. The compute nodes that have not been
upgraded, can no longer be reconfigured within Oracle VM Manager or using the Oracle PCA CLI. The
following is an overview of the functional restrictions on non-upgraded compute nodes:

Unsupported Oracle PCA functionality with Oracle VM Server 3.2.x

» adding a compute node to a tenant group or removing it from a tenant group

» adding a compute node to a hew network or removing it from a network

» adding a network to a tenant group containing a non-upgraded compute node

» removing a network from a tenant group containing a non-upgraded compute node

* migrating a running virtual machine from an upgraded compute node to a non-upgraded compute node
Oracle VM Manager Operations supported with Oracle VM Server 3.2.x

e presenting a storage repository to a compute node

» presenting a storage repository to a tenant group containing a compute node
 creating a new virtual machine and starting a virtual machine on a compute node

e migrating a running or stopped virtual machine between non-upgraded compute nodes

* migrating a running or stopped virtual machine from a non-upgraded compute node to an upgraded
compute node

» migrating a stopped virtual machine from an upgraded compute node to a non-upgraded compute node

8.11 Eliminating ObjectNotFound Exceptions and Restoring the
Oracle VM Manager Database

When you run the pre-upgrade validation script for the Oracle PCA Controller Software, the management
nodes are scanned for Obj ect Not FoundExcept i on errors. If any such exceptions are found, the script
reports a failure, indicating that the appliance is not eligible for the new software version. You must make
sure that all issues related to an Obj ect Not FoundExcept i on are resolved before you attempt to update
the Controller Software.

Depending on the current software release running on the appliance, there are different ways to restore
the system to an eligible state. These instructions apply to any situation where restoring the Oracle VM
Manager database is required.
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Oracle

Oracle

PCA Release 2.2.x or Older

If Oracle PCA is running a Controller Software older than Release 2.3.1 then the Oracle VM version is
3.2.x. Select the most appropriate of these two options:

« restore the Oracle VM Manager database from a backup without ObjectNotFound exceptions
» regenerate the Oracle VM Manager database

If a recent backup exists that meets the requirements, restoring that backup is the preferred method.
However, it is possible that the most recent acceptable backup is too outdated and does not contain critical
configurations, such as tenant groups and custom networks. If you implemented significant changes in
your environment after the time of the backup, then regenerating the database is probably more efficient.

For information about Oracle PCA backup and restore operations, refer to Section 1.6, “Oracle Private
Cloud Appliance Backup”.

For instructions to regenerate the Oracle VM Manager database, refer to the support note with Doc ID
2224820.1.

PCA Release 2.3.1 or Newer

If Oracle PCA is running a Controller Software Release 2.3.1 or newer, then the Oracle VM version is
3.4.x. In this configuration the backup mechanism verifies that no ObjectNotFound exceptions are present,
otherwise the backup fails. Consequently, the latest backup is always a good restore point if there is a
problem with the Oracle VM Manager database.

Do not attempt to restore the database based on the instructions in the Oracle VM documentation. The
Oracle PCA configuration with its management node cluster and ZFS storage requires very specific steps
to restore the database. Please contact Oracle for assistance. A product specialist can execute the restore
procedure documented in the support note with Doc ID 2261284.1.

8.12 Running Manual Pre- and Post-Upgrade Checks in Combination
with Oracle PCA Upgrader

As of Release 2.3.4, controller software updates must be installed using the Oracle PCA Upgrader. While
the Upgrader tool automates a large number of prerequisite checks, there are still some tasks that must be
performed manually before and after the upgrade process. The manual tasks are listed in this section. For
more detailed information, please refer to the support note with Doc ID 2442664.1.

Start by running the Oracle PCA Upgrader in verify-only mode. The steps are described in Section 3.3.3,
“Verifying Upgrade Readiness”. Fix any issues reported by the Upgrader and repeat the verification
procedure until all checks complete without errors. Then, proceed to the manual pre-upgrade checks.

Performing Manual Pre-Upgrade Checks
1. Check for the presence of multiple tenant groups.

On the master management node, run the command pca- adni n |i st tenant-group. If the output
indicates there are multiple tenant groups, upgrade the compute nodes in one tenant group at a time.

2. Check that no external storage LUNs are connected to the management nodes.

Verify that none of your external storage LUNSs are visible from either management node. If there are no
Fibre Channel cards installed in your Fabric Interconnects, you can skip this check. For more details,
refer to the support note with Doc ID 2148589.1.

228


https://support.oracle.com/epmos/faces/DocContentDisplay?id=2224820.1
https://support.oracle.com/epmos/faces/DocContentDisplay?id=2224820.1
https://support.oracle.com/epmos/faces/DocContentDisplay?id=2442664.1
https://support.oracle.com/epmos/faces/DocContentDisplay?id=2148589.1

Running Manual Pre- and Post-Upgrade Checks in Combination with Oracle PCA Upgrader

3. Check formul ti pat h. conf customizations in the compute nodes.

In Release 2.3.x, the ZFS stanza in the nul t i pat h. conf file is overwritten. However,
any other customizations will be left unchanged. A backup of the file is saved as / et c/
mul ti pat h. conf. pca. <ti nest anp>.

4. Check for customized i net settings on the management nodes.

Depending on the exact upgrade path you are following, xi net d may be upgraded. In this case,
modified settings are automatically reset to default. Make a note of your custom i net settings and
verify them after the upgrade process has completed. These setting changes are stored in the file /
et c/ postfix/ main. cf.

5. Check the health status of each server pool / 02cb cluster.

In the Oracle VM Manager web Ul, verify that none of the compute nodes or server pools —
Rackl1_ServerPool and any custom tenant groups — report a warning (yellow icon) or critical error (red
icon).

6. Register the number of objects in the MySQL database.

As the root user on the master management node, download and run the script
nunber of jobs and_obj ects. sh. Itis attached to the support note with Doc ID 2442664.1. It
returns the number of objects and the number of jobs in the database. Make a note of these numbers.

7. Verify management node failover.

Reboot the master management node to ensure that the standby management node is capable of
taking over the master role.

8. Check the NFS protocol used for the internal ZFS Storage Appliance.

On both management nodes, run the command nf sst at - m Each mounted share should use the
NFSv4 protocol.

When you have submitted your system to all pre-upgrade checks and you have verified that it is ready for
upgrade, execute the controller software update. The steps are described in Section 3.3.4, “Executing a
Controller Software Update”. After successfully upgrading the controller software, proceed to the manual
post-upgrade checks for management nodes and compute nodes.

Performing Manual Post-Upgrade Checks on the Management Nodes
1. Check the names of the Unmanaged Storage Arrays.

If the names of the Unmanaged Storage Arrays are no longer displayed correctly after the upgrade,
follow the workaround documented in the support note with Doc ID 2244130.1.

2. Check for errors and warnings in Oracle VM.
In the Oracle VM Manager web Ul, verify that none of these occur:
« Padlock icons against compute nodes or storage servers
* Red error icons against compute nodes, repositories or storage servers
« Yellow warning icons against compute nodes, repositories or storage servers

3. Check the status of all components in the Oracle PCA Dashboard.
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Verify that a green check mark appears to the right of each hardware component in the Hardware View,
and that no red error icons are present.

4. Check networks.

Verify that all networks — factory default and custom — are present and correctly configured.
Performing Manual Post-Upgrade Checks on the Compute Nodes
1. Changetheni n_free_ kbyt es setting on all compute nodes.

Refer to the support note with Doc ID 2314504.1. Apply the corresponding steps and reboot the
compute node after the change has been made permanent.

2. Check that the f mpackage is installed on all compute nodes.

Run the command r pm - g f m If the package is not installed, run the following command:

# chkconfig i pm on; service ipm start; LFMA UPDATE=1 /usr/bin/yuminstall fm-q -y --nogpgcheck
3. Perform a virtual machine test.

Start a test virtual machine and verify that networks are functioning. Migrate the virtual machine to a
compatible compute node to make sure that live migration works correctly.

8.13 Enabling Fibre Channel Connectivity on a Provisioned
Appliance

If you ordered an Oracle Private Cloud Appliance without factory-installed Fibre Channel /O modules
and you decide to add external Fibre Channel storage at a later time, when the rack has already been
provisioned, your installation must meet these requirements:

» The Oracle PCA controller software must be at Release 2.1.1 or later.

» A total of four Fibre Channel I/O modules must be installed in slots 3 and 12 of each Oracle Fabric
Interconnect F1-15.

» Storage clouds and vHBAs must be configured manually.

Installation information for the optional Fibre Channel I/O modules can be found in the section entitled
Installing Optional Fibre Channel I/0O Modules in the Oracle Private Cloud Appliance Installation Guide.
This section provides detailed CLI instructions to configure the storage clouds and vHBAs associated with
Fibre Channel connectivity.

Configuring Storage Clouds and vHBAs for Fibre Channel Connectivity

1. Using SSH and an account with superuser privileges, log into the master management node.

Note
@ The data center IP address used in this procedure is an example.

# ssh root @O0. 100. 1. 101
root @0. 100. 1. 101' s passwor d:
[root @vcamO05r1 ~]#

2. Launch the Oracle PCA CLI in interactive mode.
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Enabling Fibre Channel Connectivity on a Provisioned Appliance

# pca-admin
Wl cone to PCA! Rel ease: 2.3.2
PCA>

Verify that no storage clouds or vVHBAS exist yet.
PCA> | i st storage-network

Net wor k_Nare Descri ption

0 rows displ ayed
St at us: Success

PCA> |i st wwpn-info

WAPN VHBA Cl oud_Nare Server Type

0 rows displ ayed
St at us: Success

Configure the vHBAs on both management nodes.

PCA> confi gure vhbas ovcamm05r1 ovcamO6r 1

Conput e_Node St at us
ovcamO5r 1 Succeeded
ovcamO6r 1 Succeeded

2 rows displ ayed
Status: Success
Verify that the clouds have been configured.

PCA> | i st storage-network

Net wor k_Nare Descri ption

Cl oud_A Default Storage O oud ru22 portl - Do not
Cl oud_B Default Storage O oud ru22 port2 - Do not
Cloud_C Default Storage O oud rul5 portl - Do not
Cl oud_D Default Storage O oud rul5 port2 - Do not

4 rows displ ayed

St at us: Success

If the 4 storage clouds have been configured correctly, configure the vHBAs on all compute nodes.

PCA> configure vhbas ALL

Conput e_Node St at us
ovcacnO07r 1 Succeeded
ovcacn08r 1 Succeeded
[o--]

ovcacn36r 1 Succeeded
ovcacn37r1 Succeeded

20 rows displ ayed

St at us: Success

del ete
del ete
del ete
del ete

or
or
or
or

modi fy
modi fy
modi fy
modi fy
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7. Verify that all clouds and vHBAS have been configured correctly.

PCA> |i st wwpn-info

WAPN VHBA Cl oud_Nare Server Type Alias

50: 01: 39: 70: 00: 4F: 91: 00 vhbaOl Cl oud_A ovcammO05r 1 Y\ ovcammO05r 1- Cl oud_A
50: 01: 39: 70: 00: 4F: 91: 02 vhbaOl Cl oud_A ovcammO06r 1 Y\ ovcammO06r 1- Cl oud_A
50: 01: 39: 70: 00: 4F: 91: 04 vhbaOl Cl oud_A ovcacn07r1 CN ovcacn07r 1- Cl oud_A
50: 01: 39: 70: 00: 4F: 91: 06 vhbaOl Cl oud_A ovcacn08r1 CN ovcacn08r 1-C oud_A
[...]

50: 01: 39: 70: 00: 4F: F1: 05 vhba04 Cl oud_D ovcacn35r1 CN ovcacn35r 1-C oud_D
50: 01: 39: 70: 00: 4F: F1: 03 vhba04 Cl oud_D ovcacn36r 1l CN ovcacn36r 1- Cl oud_D
50: 01: 39: 70: 00: 4F: F1: 01 vhba04 Cl oud_D ovcacn37r1l CN ovcacn37r 1-C oud_D

88 rows displ ayed

St at us: Success

PCA> show st or age-network C oud_A

Net wor k_Nare Cl oud_A

Description Default Storage Coud ru22 portl - Do not delete or nodify
Ports ovcasw22r1:12: 1, ovcasw22rl:3:1

VHBAs ovcacn07r 1- vhba01, ovcacn08r1-vhba0l, ovcacnlOr1-vhbaOl, [...]

Status: Success

PCA> show st or age- net wor k Cl oud_B

Net wor k_Nare Cl oud_B

Description Default Storage Coud ru22 port2 - Do not delete or nodify
Ports ovcasw22r1: 12: 2, ovcasw22rl:3:2

VHBAs ovcacn07r 1- vhba02, ovcacn08r1-vhba02, ovcacnlOr1-vhba02, [...]

Status: Success

PCA> show st orage-network Cl oud_C

Net wor k_Nare Cloud_C

Description Default Storage Coud rul5 portl - Do not delete or nodify
Ports ovcaswlbr1:12: 1, ovcaswl5rl:3:1

vHBAs ovcacn07r 1- vhba03, ovcacn08r1-vhba03, ovcacnlOr1-vhba03, [...]

Status: Success

PCA> show st or age- net wor k C oud_D

Net wor k_Nare Cl oud_D

Description Default Storage Coud rul5 port2 - Do not delete or nodify
Ports ovcaswlbr1: 12: 2, ovcaswl5rl: 3:2

VHBAs ovcacn07r 1- vhba04, ovcacn08r1-vhba04, ovcacnlOr1-vhbaO4, [...]

Status: Success
The system is now ready to integrate with external Fibre Channel storage. For detailed information and

instructions, refer to the section entitled Adding External Fibre Channel Storage in the Oracle Private Cloud
Appliance Installation Guide.

8.14 Recovering From a Catastrophic Storage Controller Failure
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The internal ZFS Storage Appliance uses two storage controllers to provide storage services to the
rack components. If one controller goes offline due to an intentional failover, such as a reboot, the other
controller takes over all required services within 1-2 minutes. In this situation the virtual machines are
typically not affected and no disruptions are to be expected.

However, in the event of a catastrophic failure of a storage controller, meaning a sudden and unanticipated
loss, the time required by the standby storage controller to take over all storage services increases. In this
situation, because the shared ocfs2 file system used as cluster heartbeat device is located on the ZFS
Storage Appliance, if the downtime exceeds the heartbeat limit then the management nodes begin the
fencing process. After 25-30 minutes the management nodes eventually shut down, but during this time the
ovca service, which is the appliance controller software, appears unresponsive or exceptionally slow.

If the Oracle Private Cloud Appliance experiences a catastrophic storage controller failure, follow the
procedure in this section to recover and return the appliance to normal operation.

Recovering After a Catastrophic Failure of a ZFS Storage Appliance Controller

1. If both management nodes have fenced themselves from the cluster and have shut down, verify that all
storage and cluster resources have failed over correctly to the second storage controller of the internal
ZFS Storage Appliance.

2. When the storage services are running correctly, power on both management nodes.

3. When the management nodes have finished booting, log in to the master management node and verify
that all required services are running.

[ root @vcammO06r1 ~]# service ovca status

Checki ng Oracl e Fabric Manager: Running

MySQ. runni ng (6191) [ &K ]
Oracl e VM Manager is not running..

Oracl e VM Manager CLI is running..

tinyproxy (pid 7004 7003 7002 7001 7000 6999 6998 6997 6996 6995 6989) is running..
dhcpd (pid 7021) is running..

snnptrapd (pid 7037) is running..

| og server (pid 5230) is running..

remaster server (pid 5232) is running..

http server (pid 7040) is running..

tasknoni tor server (pid 7044) is running..

xm rpc server (pid 7042) is running..

nodest ate server (pid 7046) is running..

sync server (pid 7048) is running..

noni tor server (pid 7050) is running..

4. If Oracle VM Manager is not running, as is the case in the example above, then the ovntl i , ovnmand
ovimm_nysql services must all be restarted in the correct order. Proceed as follows:

[root @vcamO06r1 ~]# service ovntli stop

St oppi ng Oracl e VM Manager CLI [ &K ]
[ root @vcamO06r1l ~]# service ovnm st op

St oppi ng Oracl e VM Manager [ &K ]
[ root @vcamO06r1 ~]# service ovnm nysql stop

Shutti ng dowmn OVMM MySQL. . [ &K ]
[root @vcamO06r1 ~]# service ovnm nysql start

Starting OVMM MySQL. [ &K ]
[root @vcamO06r1 ~]# service ovnm start

Starting Oracl e VM Manager [ &K ]

[root @vcamO06r1 ~]# service ovnm st at us

Oracl e VM Manager is running...

[root @vcamO06r1l ~]# service ovntli start

Starting Oracl e VM Manager CLI [ &K ]

5. After Oracle VM Manager has been restarted successfully, verify the status of the services again.
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[root @vcamO06r1 ~]# service ovca status

Checki ng Oracl e Fabric Manager: Runni ng

MySQL runni ng (12356) [ &K ]
Oracl e VM Manager i s running. .

Oracl e VM Manager CLI is running..

tinyproxy (pid 7004 7003 7002 7001 7000 6999 6998 6997 6996 6995 6989) is running..
dhcpd (pid 7021) is running..

snnptrapd (pid 7037) is running..

| og server (pid 5230) is running..

remaster server (pid 5232) is running..

http server (pid 7040) is running..

taskmonitor server (pid 7044) is running..

xm rpc server (pid 7042) is running..

nodestate server (pid 7046) is running..

sync server (pid 7048) is running..

nmoni tor server (pid 7050) is running..

Oracle PCA is back in normal operating condition.

8.15 Restoring a Backup After a Password Change

If you have changed the password for Oracle VM Manager or its related components Oracle WebLogic
Server and Oracle MySQL database, and you need to restore the Oracle VM Manager from a backup that
was made prior to the password change, the passwords will be out of sync. As a result of this password
mismatch, Oracle VM Manager cannot connect to its database and cannot be started, so you must first
make sure that the passwords are identical.

after the backup. They apply to any restore operation.

As of Release 2.3.1, which includes Oracle VM Manager 3.4.2, the database data
directory cleanup is built into the restore process, so that step can be skipped.

Note
E The steps below are not specific to the case where a password changed occurred

Resolving Password Mismatches when Restoring Oracle VM Manager from a Backup

1.

Create a manual backup of the Oracle VM Manager MySQL database to prevent inadvertent data loss.
On the command line of the active management node, run the following command:

* Release 2.2.x and older:

# [/ u01/ app/ or acl e/ ovm manager - 3/ bi n/ cr eat eBackup. sh -n Manual Backupl

* Release 2.3.1 and newer:

# /u01/ app/ or acl e/ ovm manager - 3/ ovm_t ool s/ bi n/ BackupDat abase -w
INFO  Backup started to
/u01/ app/ or acl e/ mysql / dbbackup/ Manual Backup- 20170324_102412

In the Oracle PCA Dashboard, change the Oracle MySQL database password back to what it was at
the time of the backup.

On the command line of the active management node, as r oot user, stop the Oracle VM Manager and
MySQL services, and then delete the MySQL data.

# service ovimm st op

# service ovmm nysqgl stop

# cd /u0l/ app/ or acl e/ nysql / dat a

# rm-rf appfwibdata ib_logfile* mysql mysqld.err ovs performance_schema
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4. Asoracl e user, restore the database from the selected backup.

* Release 2.2.x and older:

# su oracle
$ bash /u01/ app/ or acl e/ ovm nmanager - 3/ ovm shel | / t ool s/ Rest or eDat abase. sh BackupToBeRest or ed
I NFO Expandi ng the backup inmage...
INFO Applying logs to the backup snapshot. ..
I NFO Restoring the backup...
I NFO Success - Done!
INFO. Log of operations perforned is avail able at:
/u01/ app/ or acl e/ nysql / dbbackup/ BackupToBeRest or ed/ Rest ore. | og

* Release 2.3.1 and newer:

# su oracle
$ bash /u01/ app/ or acl e/ ovm manager - 3/ ovm t ool s/ bi n/ Rest or eDat abase. sh BackupToBeRest or ed
I NFO Expandi ng the backup image...
INFO Applying logs to the backup snapshot. ..
I NFO Restoring the backup...
I NFO Success - Done!
INFO Log of operations perforned is available at:
/u01/ app/ or acl e/ mysql / dbbackup/ BackupToBeRest or ed/ Rest ore. | og

5. Asroot user, start the MySQL and Oracle VM Manager services.
$ su root

# service ovmm nmysql start
# service ovmm start

After both services have restarted successfully, the restore operation is complete.

8.16 Enabling Compute Node IPMI in Oracle VM Manager

Oracle PCA controller software Release 1.1.1 and later automatically configures the Intelligent Platform
Management Interface (IPMI) for all compute nodes in Oracle VM Manager. Compute nodes provisioned
and discovered in an earlier release do not have IPMI enabled in Oracle VM Manager. If compute nodes
are shut down and have no IPMI configured, they must be powered on by pressing the power button on the
front panel of the server. To be able to control the power status of compute nodes remotely, you may add
their IPMI configuration manually by following the instructions in this section.

Note

@ The compute node's IPMI is the built-in Oracle Integrated Lights Out Manager
(ILOM). Its default user name is r oot ; the default password is V\&l conel . For
security reasons, you must set a new password at your earliest convenience.

Look up the ILOM IP in the Hardware View of the Oracle PCA Dashboard: roll the
mouse over the compute node in question and note the IP address in the pop-up
window.

Configuring IPMI for Compute Nodes
1. Log in to the Oracle VM Manager Ul.

For details, see Section 5.2, “Logging in to the Oracle VM Manager Web UI”.
2. Goto the Servers and VMs tab.

3. In the navigation pane, select the compute node you wish to control through the IPMI.
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In the toolbar, click Edi t Server.

4. In the Edit Server dialog box, go to the | PM tab.

5. Inthe IPMI tab, make the following changes:
« Select the Enable Server IPMI and Change IPMI Password check boxes.
< Enter the administrative User Name and Password in the respective fields.
« Enter the IP Address for the IPMI of this compute node.

6. Click OK. The compute node configuration in Oracle VM Manager is updated.

8.17 Enabling SNMP Server Monitoring

For troubleshooting or hardware monitoring, it may be useful to enable SNMP on the servers in your
Oracle PCA. While the tools for SNMP are available, the protocol is not enabled by default. This section
explains how to enable SNMP with the standard Oracle Linux and additional Oracle PCA Management
Information Bases (MIBSs).

Enabling SNMP on the Management Nodes

1. Using SSH and an account with superuser privileges, log into the management node.

Note
@ The data center IP address used in this procedure is an example.

# ssh root @0. 100. 1. 101
root @O0. 100. 1. 101' s password:
[ root @vcamO5r1 ~]#

2. Locate the necessary r pmpackages in the mounted directory / nf s/ shar ed_st or age/
ngnt i mage/ Packages, which resides in the MGMI_ROOT file system on the ZFS storage appliance.
The following packages are part of the Oracle PCA I1SO image, which is either already installed on your
system or downloaded and unpacked on the shared storage during the update process:

e ovca-snmp-0.9-3.el6.x86_64.rpm

¢ net-snmp-libs-5.5-49.0.1.e16.x86_64.rpm
e net-snmp-5.5-49.0.1.el6.x86_64.rpm

e Im_sensors-libs-3.1.1-17.el6.x86_64.rpm
¢ net-snmp-utils-5.5-49.0.1.el6.x86_64.rpm

3. Install these packages by running the following command:

# rpm -ivh ovca-snnmp-0.9-3. el 6. x86_64.rpm net-snnmp-1|ibs-5.5-49.0.1.el 6.x86_64.rpm\
net - snnp-5.5-49.0. 1. el 6. x86_64.rpm | m sensors-1ibs-3.1.1-17. el 6. x86_64.rpm \
net-snnp-utils-5.5-49.0.1. el 6. x86_64.rpm

4. Create an SNMP configuration file: / et ¢/ snnp/ snnpd. conf .

This is a standard sample configuration:
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8.

rocommuni ty public
sysl ocati on MyDat aCent er
dl nod ovca /usr/li b64/ovca-snnp/ovca. so

Enable the snnpd service.

# service snnpd start

If desired, enable the snnpd service on boot.
# chkconfig snnpd on

Open the SNMP ports on the firewall.

# iptables -1 INPUT -p udp -mudp --dport 161 -j ACCEPT
# iptables -1 INPUT -p udp -mudp --dport 162 -j ACCEPT
# i ptabl es-save > /etc/sysconfig/iptables

SNMP is now ready for use on this management node. Besides the standard Oracle Linux MIBs, these
are also available:

ORACLE-OVCA-MIB::ovcaVersion

ORACLE-OVCA-MIB::ovcaSerial

ORACLE-OVCA-MIB::ovcaType

ORACLE-OVCA-MIB::ovcaStatus
* ORACLE-OVCA-MIB::nodeTable

Usage examples:
# snmpwal k -v 1 -c public -O e 130. 35.70. 186 ORACLE- OVCA- M B: : ovcaVer si on

# snmpwal k -v 1 -c public -O e 130.35.70.111 ORACLE- OVCA- M B: : ovcaSt at us
# snmpwal k -v 1 -c public -O e 130.35.70.111 ORACLE- OVCA- M B: : nodeTabl e

Repeat this procedure on the second management node.

Enabling SNMP on the Compute Nodes

1.

Note
@ On Oracle PCA compute nodes, net - snnp, net - snnp-uti | s and net - snnp-
| i bs are already installed at the factory, but the SNMP service is not enabled or
configured.
Using SSH and an account with superuser privileges, log into the compute node. It can be accessed

through the appliance internal management network.
ssh root @92. 168.4.5

root @92. 168. 4. 5' s passwor d:
[root @vcacn27rl ~]#

Create an SNMP configuration file: / et ¢/ snnp/ snnpd. conf and make sure this line is included:

roconmunity public

Enable the snnpd service.

# service snnpd start
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SNMP is now ready for use on this compute node.

4. |If desired, enable the snnpd service on boot.

# chkconfig snnpd on

5. Repeat this procedure on all other compute nodes installed in your Oracle PCA environment.

8.18 Using a Custom CA Certificate for SSL Encryption

By default, Oracle PCA and Oracle VM Manager use a self-signed SSL certificate for authentication. While
it serves to provide SSL encryption for all HTTP traffic, it is recommended that you obtain and install your
own custom trusted certificate from a well-known and recognized Certificate Authority (CA).

Both the Oracle PCA Dashboard and the Oracle VM Manager web interface run on Oracle WebLogic
Server. The functionality to update the digital certificate and keystore is provided by the Oracle VM
Key Tool in conjunction with the Java Keytool in the JDK. The tools are installed on the Oracle PCA
management nodes.

8.18.1 Creating a Keystore

If you do not already have a third-party CA certificate, you can create a new keystore. The keystore you
create contains one entry for a private key. After you create the keystore, you generate a certificate signing
request (CSR) for that private key and submit the CSR to a third-party CA. The CA then signs the CSR and
returns a signed SSL certificate and a copy of the CA certificate, which you then import into your keystore.

Creating a Keystore with a Custom CA Certificate

1. Using SSH and an account with superuser privileges, log into the management node.

Note
@ The data center IP address used in this procedure is an example.

# ssh root @O0. 100. 1. 101
root @O0. 100. 1. 101' s password:
[ root @vcamO05r1 ~]#

2. Go to the security directory of the Oracle VM Manager WebLogic domain.
# cd /u01/ app/ or acl e/ ovm manager - 3/ domai ns/ ovm domai n/ security
3. Create a new keystore. Transfer ownership to user oracle in the user group dba.
# /u01/ app/ or acl e/ j aval bi n/ keyt ool -genkeypair -alias ca -keyal g RSA -keysize 2048 \

-keypass Wl conel -storetype jks -keystore nykeystore.j ks -storepass Wl conel
# chown oracl e. dba nykeystore.jks

4. Generate a certificate signing request (CSR). Transfer ownership to user oracle in the user group dba.
# [/ u01/ app/ oracl e/ j aval bi n/ keytool -certreq -alias ca -file pcakey.csr \

- keypass Wl conmel -storetype jks -keystore nykeystore.j ks -storepass Vel conel
# chown oracl e. dba pcakey. csr

5. Submit the CSR file to the relevant third-party CA for signing.

6. For the signed files returned by the CA, transfer ownership to user oracle in the user group dba.

# chown oracle.dba ca cert_file
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# chown oracl e.dba ssl _cert file

7. Import the signed CA certificate into the keystore.

# [/ u01/ app/ oracl e/ j aval bi n/ keytool -inportcert -trustcacerts -nopronpt -alias ca \
-file ca cert file -storetype jks -keystore nykeystore. ks -storepass el conel

8. Import the signed SSL certificate into the keystore.

# [/ u01/ app/ oracl e/ j aval bi n/ keyt ool -inportcert -trustcacerts -nopronpt -alias ca \
-file ssl _cert_file -keypass Wl conel -storetype jks -keystore nmykeystore.jks \
-storepass \él conel

9. Use the setsslkey command to configure the system to use the new keystore.

# [ u01/ app/ or acl e/ ovm manager - 3/ ovm upgr ade/ bi n/ ovnkeyt ool . sh set ssl key

Path for SSL keystore: /u0l/app/oracl e/ ovm nmanager - 3/ domai ns/ ovm donai n/ security/ nykeystore. ks
Keyst ore passwor d:

Alias of key to use as SSL key: ca

Key passwor d:

Updati ng keystore information in WebLogic

Oracle M ddl eWare Home (MW HOVE): [/u01/ app/ oracl e/ M ddl ewar €]

WebLogi c domain directory: [/uOl/app/oracl e/ ovm manager - 3/ donai ns/ ovm donai n]
Oracl e WebLogi ¢ Server nane: [Adm nServer]

WebLogi ¢ usernane: [webl ogi c]

WebLogi c password: [*xxxxxxx]

WLST session | ogged at: /tnp/w st-sessi on5820685079094897641. | og

10. Configure the client certificate login.

# [ u01/ app/ or acl e/ ovm manager - 3/ bi n/ confi gure_client _cert_| ogi n.sh \
/ u01/ app/ or acl e/ ovm manager - 3/ domai ns/ ovm domai n/ securi ty/ pcakey. crt

11. Test the new SSL configuration by logging into the Oracle PCA Dashboard. From there, proceed to
Oracle VM Manager with the button "Login to OVM Manager". The browser now indicates that your
connection is secure.

8.18.2 Importing a Keystore

If you already have a CA certificate and SSL certificate, use the SSL certificate to create a keystore. You
can then import that keystore into Oracle PCA and configure it as the SSL keystore.

Importing a Keystore with an Existing CA and SSL Certificate

1. Using SSH and an account with superuser privileges, log into the management node.

Note
@ The data center IP address used in this procedure is an example.

# ssh root @O0. 100. 1. 101
root @0. 100. 1. 101' s passwor d:
[root @vcamO05r1 ~]#

2. Import the keystore.
# /u01/ app/ oracl e/ j aval bi n/ keyt ool -inportkeystore -nopronpt \

-srckeystore existing keystore.jks -srcstoretype source_format -srcstorepass el conel
- dest keystore nykeystore.j ks -deststoretype jks -deststorepass Wl conel

3. Use the setsslkey command to configure the system to use the new keystore.

# [/ u01/ app/ or acl e/ ovm manager - 3/ ovm upgr ade/ bi n/ ovirkeyt ool . sh set ssl key
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Path for SSL keystore: /uOl/app/oracl e/ ovm nanager - 3/ domai ns/ ovm domai n/ security/ mykeystore. j ks
Keyst ore password:

Alias of key to use as SSL key: ca

Key password:

Updating keystore information in WebLogic

Oracl e M ddl eWare Home (MAV HOVE): [/ u01/app/ oracl e/ M ddl ewar e]

WebLogi ¢ domain directory: [/u0l/app/oracl e/ ovm manager - 3/ domai ns/ ovm donai n]
Oracl e WebLogi ¢ Server nane: [Adm nServer]

WebLogi ¢ username: [webl ogic]

WebLogi ¢ password: [******xx]

WLST session | ogged at: /tnp/w st-sessi on5820685079094897641. | og

Test the new SSL configuration by logging into the Oracle PCA Dashboard. From there, proceed to
Oracle VM Manager with the button "Login to OVM Manager". The browser now indicates that your
connection is secure.

8.19 A Compute Node Fails to Complete Provisioning

Compute node provisioning is a complex orchestrated process involving various configuration and
installation steps and several reboots. Due to connectivity fluctuations, timing issues or other unexpected
events, a compute node may become stuck in an intermittent state or go into error status. The solution is to
reprovision the compute node.

Warning
o Reprovisioning is to be applied only to compute nodes that fail to complete

provisioning.

For correctly provisioned and running compute nodes, reprovisioning functionality is
blocked in order to prevent incorrect use that could lock compute nodes out of the
environment permanently or otherwise cause loss of functionality or data corruption.

Reprovisioning a Compute Node when Provisioning Fails

1.

2.

Log in to the Oracle PCA Dashboard.
Go to the Hardware View tab.
Roll over the compute nodes that are in Error status or have become stuck in the provisioning process.

A pop-up window displays a summary of configuration and status information.

Figure 8.1 Compute Node Information and Reprovision Button in Hardware View

Rack Unit 13
Name ovcacnl3rl
MAC Address 00:10:e0:65:30:a8
IP Address 192.168.4.11
L General State initializing_stage_discover_server

State Explanation  Discovering server.
ILOM MAC Address 00:10:e0:65:30:ad
ILOM IP Address 192.168.4.111

Process 0%
I Type compute
- Reprovision
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4. If the compute node provisioning is incomplete and the server is in error status or stuck in an
intermittent state for several hours, click the Reprovision button in the pop-up window.

5. When the confirmation dialog box appears, click OK to start reprovisioning the compute node.

If compute node provisioning should fail after the server was added to the Oracle VM server pool,
additional recovery steps could be required. The cleanup mechanism associated with reprovisioning may
be unable to remove the compute node from the Oracle VM configuration. For example, when a server is in
locked state or owns the server pool master role, it must be unconfigured manually. In this case you need
to perform operations in Oracle VM Manager that are otherwise not permitted. You may also need to power
on the compute node manually.

Removing a Compute Node from the Oracle VM Configuration
1. Log into the Oracle VM Manager user interface.
For detailed instructions, see Section 5.2, “Logging in to the Oracle VM Manager Web UI".

2. Goto the Servers and VMs tab and verify that the server pool named Rack1_Ser ver Pool does
indeed contain the compute node that fails to provision correctly.

3. If the compute node is locked due to a running job, abort it in the Jobs tab of Oracle VM Manager.

Detailed information about the use of jobs in Oracle VM can be found in the Oracle VM Manager User's
Guide. Refer to the section entitled Jobs Tab.

4. Remove the compute node from the Oracle VM server pool.

Refer to the section entitled Edit Server Pool in the Oracle VM Manager User's Guide. When editing the
server pool, move the compute node out of the list of selected servers. The compute node is moved to
the Unassigned Servers folder.

5. Delete the compute node from Oracle VM Manager.

Refer to the Oracle VM Manager User's Guide and follow the instructions in the section entitled Delete
Server.

When the failing compute node has been removed from the Oracle VM configuration, return to the Oracle
PCA Dashboard, to reprovision it. If the compute node is powered off and reprovisioning cannot be started,
power on the server manually.

8.20 Deprovisioning and Replacing a Compute Node

When a defective compute node needs to be replaced or repaired, or when a compute node is retired in
favor of a newer model with higher capacity and better performance, it is highly recommended that you
deprovision the compute node before removing it from the appliance rack. Deprovisioning ensures that all
configuration entries for a compute node are removed cleanly, so that no conflicts are introduced when a
replacement compute node is installed.

Deprovisioning a Compute Node for Repair or Replacement
1. Log into the Oracle VM Manager user interface.
For detailed instructions, see Section 5.2, “Logging in to the Oracle VM Manager Web UI".

2. Migrate all virtual machines away from the compute node you wish to deprovision. If any VMs are
running on the compute node, the deprovision command fails.
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3. Using SSH and an account with superuser privileges, log into the active management node, then
launch the Oracle PCA command line interface.

# ssh root @O0. 100. 1. 101

root @0. 100. 1. 101' s passwor d:
root @vcammO05r1 ~]# pca-admin
el come to PCAl Rel ease: 2.3.2
PCA>

4. Lock provisioning to make sure that the compute node cannot be reprovisioned immediately after
deprovisioning.

PCA> create | ock provisioning
Status: Success

5. Deprovision the compute node you wish to remove. Repeat for additional compute nodes, if necessary.

PCA> deprovi si on conput e- node ovcacn29r 1

R EEEEEEEEEEEEEEEEEEEEEEEEE R R R EREEEEREEEEEREEEEEEEEEEEEESESESESES]

WARNING !'I'l THIS | S A DESTRUCTI VE OPERATI ON.
R EEEEEEEEEEEEEEEEEEEEEEEEEEEEEREEEEREREEEEEEEEEEEEEEEESESESESESE]
Are you sure [y/N:y
Shutting down dhcpd:
Starting dhcpd:
Shutting down dnsmasq:
Starting dnsmasq:

LR

St atus: Success

6. When the necessary compute nodes have been deprovisioned successfully, release the provisioning
lock. The appliance resumes its normal operation.

PCA> del ete | ock provisioning

khkhkkhhkhhkhkhhkhhkhhk ok hkhkhhkhhk ok hkhkhhkhhk ok hhkhhkhhk ok hhkhhkhhkhkhhkhkhhkhkhkhk k& %

WARNING !'!'l THIS IS A DESTRUCTI VE OPERATI ON.

khkhkkhhkhhkhkhhkhhkhhkhkhkhkhhkhhk ok hkhkhhkhhk ok hhkhhkhhkhkhkhkhhkhhkhhkhkhhkhkhkhkhkhkhk k& %

Are you sure [y/N:y
St atus: Success

When the necessary repairs have been completed, or when the replacement compute nodes are ready,
install the compute nodes into the rack and connect the necessary cables. The controller software detects
the new compute nodes and automatically launches the provisioning process.

8.21 Eliminating Time-Out Issues when Provisioning Compute

Nodes

The provisioning process is an appliance level orchestration of many configuration operations that run at
the level of Oracle VM Manager and the individual Oracle VM Servers or compute nodes. As the virtualized
environment grows — meaning there are more virtual machines, storage paths and networks —, the time
required to complete various discovery tasks increases exponentially.

The maximum task durations have been configured to reliably accommodate a standard base rack setup.
At a given point, however, the complexity of the existing configuration, when replicated to a large number
of compute nodes, increases the duration of tasks beyond their standard time-out. As a result, provisioning
failures occur.

Because many provisioning tasks have been designed to use a common time-out mechanism, this
problem cannot be resolved by simply increasing the global time-out. Doing so would decrease the overall
performance of the system. To overcome this issue, additional code has been implemented to allow a
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finer-grained definition of time-outs through a number of settings in a system configuration file: / var/ | i b/
ovcal/ ovca- system conf .

If you run into time-out issues when provisioning additional compute nodes, it may be possible to resolve
them by tweaking specific time-out settings in the configuration. Depending on which job failures occur,
changing the st orage_refresh_ti neout, di scover _server _tineout or other parameters could
allow the provisioning operations to complete successfully. These changes would need to be applied on
both management nodes.

Please contact your Oracle representative if your compute nodes fail to provision due to time-out issues.
Oracle product specialists can analyse these failures for you and recommend new time-out parameters
accordingly.

8.22 Oracle VM Server Pool Is Offline After Network Services Restart

When network services are restarted on the master management node, the connection to the Oracle VM
management network ( bondO0 ) is lost. By design, the bond0 interface is not brought up automatically on
boot, so that the virtual IP of the management cluster can be configured on the correct node, depending on
which management node assumes the master role. While the master management node is disconnected
from the Oracle VM management network, the Oracle VM Manager user interface reports that the compute
nodes in the server pool are offline.

The management node that becomes the master, runs the Oracle VM services necessary to bring up the
bond0 interface and configure the virtual IP within a few minutes. It is expected that the compute nodes in
the Oracle VM server pool return to their normal online status in the Oracle VM Manager user interface. If
the master management node does not reconnect automatically to the Oracle VM management network,
bring the bond0 interface up manually from the Oracle Linux shell.

only be necessary in rare situations where the master management node fails to
connect automatically. You should never manually disconnect or restart networking

Warning
o Execute this procedure ONLY when so instructed by Oracle Support. This should
on any node.

Manually Reconnecting the Master Management Node to the Oracle VM Management Network

1. Using SSH and an account with superuser privileges, log into the disconnected master management
node on the appliance management network.

# ssh root @92. 168. 4.3
root @92. 168. 4. 3' s password:
[ root @vcamO05r1 ~]#

2. Check the configuration of the bondO interface.

If the interface is down, the console output looks similar to this:

# ifconfig bondO

bond0 Li nk encap: Et hernet HWAaddr 00: 13: 97: 4E: BO: 02
BROADCAST MULTI CAST MrU: 1500 Metric:1
RX packets: 0 errors:0 dropped: 0 overruns:0 frane: 0
TX packets:0 errors: 0 dropped: 0 overruns:0 carrier:0
col lisions:0 txqueuel en: 0
RX bytes:0 (0.0 B) TX bytes:0 (0.0 B)

3. Bring the bond0 interface up.

# ifconfig bond0 up
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4. Check the configuration of the bondO interface again.

When the interface reconnects successfully to the Oracle VM management network, the console output
looks similar to this:

# ifconfig bondO
bond0O Li nk encap: Et hernet Hwaddr 00: 13: 97: 4E: BO: 02
i net addr:192. 168. 140.4 Bcast:192. 168. 140. 255 Mask: 255. 255. 255. 0
inet6 addr: fe80::213:97ff:fede: b002/ 64 Scope: Li nk
UP BROADCAST RUNNI NG MASTER MULTI CAST MIU: 1500 Metric:1
RX packets: 62191 errors: 0 dropped: 0 overruns: 0 frane: 0
TX packets: 9183 errors: 0 dropped: 0 overruns: 0 carrier:0
col l'i si ons: 0 txqueuel en: 0
RX byt es: 4539474 (4.33 MB) TX bytes: 1853641 (1.77 MB)

8.23 Recovering from Tenant Group Configuration Mismatches

Tenant groups are essentially Oracle VM server pools, created and managed at the appliance level, with
support for automatic custom network configuration across all pool members. The tenant groups appear
in Oracle VM Manager, where the administrator could modify the server pool, but such operations are not
supported in Oracle PCA and cause configuration mismatches.

If you have inadvertently modified the configuration of a tenant group in Oracle VM Manager, follow the
instructions in this section to correct the inconsistent state of your environment.

Caution

A If the operations described below do not resolve the issue, it could be necessary to
reprovision the affected compute nodes. This can result in downtime and data loss.

Adding a Server to a Tenant Group

Note
g If the management nodes are running Oracle VM Manager 3.4.X, it is not possible to
add a compute node running Oracle VM Server 3.2.x to a tenant group.

If you try to add a server to a pool or tenant group using Oracle VM Manager, the operation succeeds.
However, the newly added server is not connected to the custom networks associated with the tenant
group because the Oracle PCA controller software is not aware that a server has been added.

To correct this situation, first remove the server from the tenant group again in Oracle VM Manager. Then
add the server to the tenant group again using the correct method, which is through the Oracle PCA CLI.
See Section 2.8.2, “Configuring Tenant Groups”.

As a result, Oracle VM Manager and Oracle PCA are in sync again.

Removing a Server from a Tenant Group

If you try to remove a server from a pool or tenant group using Oracle VM Manager, the operation
succeeds. However, the Oracle PCA controller software is not aware that a server has been removed, and
the custom network configuration associated with the tenant group is not removed from the server.

At this point, Oracle PCA assumes that the server is still a member of the tenant group, and any attempt to
remove the server from the tenant group through the Oracle PCA CLI results in an error:

PCA> renove server ovcacn09r1 nyTenant G oup

L R R R R R
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WARNING !'!'! THIS | S A DESTRUCTI VE OPERATI ON.

L R R R

Are you sure [y/N:y

Status: Failure

Error Message: Error (SERVER 001): Exception while trying to
renmove the server ovcacn09rl fromtenant group nmyTenant G oup.
ovcacn09rl is not a nenber of the Tenant G oup nyTenant G oup.

To correct this situation, use Oracle VM Manager to add the previously removed server to the tenant
group again. Then use the Oracle PCA CLI to remove the server from the tenant group. See Section 2.8.2,
“Configuring Tenant Groups”. After the r enbve server command is applied successfully, the server is
taken out of the tenant group, custom network configurations are removed, and the server is placed in the
Unassigned Servers group in Oracle VM Manager. As a result, Oracle VM Manager and Oracle PCA are in
sync again.

8.24 Rebuilding a Corrupted Compute Node OSA Image

If an Oracle Server X5-2, Sun Server X4-2, or Sun Server X3-2 compute node is provisioned with an
installed ILOM firmware older than version 3.2.4.68, the provisioning fails, and the Oracle System Assistant
(OSA) image has very likely become corrupted. Follow the instructions below to rebuild the OSA image,
and then disable OSA functionality, as required by Oracle PCA.

Note
@ This procedure is not specific to a given compute node model or any particular
ILOM firmware version. You can execute these steps whenever OSA image
corruption occurs. However, the OSA updater package is different for each server
model, so you must select the updater(s) matching your setup.
Rebuilding the Server OSA Image

1. Download the Oracle System Assistant updater from My Oracle Support. Search for the patch number
that corresponds with the server model you need to restore.

Table 8.1 My Oracle Support Patches for Compute Node OSA Update

Server Model Patch Number Description

Oracle Server X5-2 26977415 Oracle Server X5-2 SW 2.0.0 - ORACLE SYSTEM
ASSISTANT UPDATER

file name: p26977415_200_Generic.zip

Sun Server X4-2 27114564 Oracle Sun Server X4-2 SW 1.8.1 - ORACLE SYSTEM
ASSISTANT UPDATER

file name: p27114564_181_Generic.zip

Sun Server X3-2 26419227 Oracle Sun Server X3-2 SW 1.8.0 - ORACLE SYSTEM
ASSISTANT UPDATER

file name: p26419227_180_Generic.zip

2. Unzip the file you downloaded and place the *. i so file in a directory on an NFS share that all affected
compute nodes can reach. You can use a host connected to the Oracle PCA internal management
network.

nfs://<host_i p>:/<share>/osal mage. i so
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3. Log into the ILOM web Ul of a compute node requiring an OSA image rebuild. The ILOM IP address is
192. 168. 4. 1xx ,where xx is the final octet of the compute node IP address.

4. Inthe ILOM web Ul, select Remote Control, then Host Storage Device.

Set the Mode to Remote. In the Server URI field enter the NFS path to the OSA image file you
downloaded.

For example: nfs://192. 168. 4. 199: / nf s/ osa/ osal mage. i so
5. Select Host Management, then Host Control.

Set the Next Boot Device to CDROM.
6. Reboot the compute node and open its Java console.

The wizard guides you through the OSA image rebuild process. When asked to start the image
construction, enter "yes" to proceed. When the rebuild process is complete, enter "no" to skip the image
verification.

7. When the compute node reboots after completing the OSA image rebuild, press F2 to enter the BIOS
configuration.

8. Inthe BOOT section, select OSA_Configuration. Then set OSA_Internal_Support to "Disabled".
9. Save the BIOS configuration and exit the BIOS.
The compute node reboots normally with the correct ILOM firmware and settings.
10. Reprovision the compute node.
11. Repeat this procedure from step 3 for each affected compute node.

Caution

the OSA updater version that corresponds with the compute node you need to

A If your configuration contains different server models, verify that you are using
restore.

8.25 Disabling Paravirtualized Virtual Machines to Avoid Security
Issues

Note
@ Important security information for the Oracle PCA hardware platform is available on
My Oracle Support. For details, refer to the support article with Doc ID 2370398.1.

Paravirtualization is considered a less secure guest domain type. To keep your virtualized environment
safe and secure, you should prevent paravirtualized guest VMs from starting and running within Oracle
VM.

As of release 2.3.3, Oracle PCA includes a version of the Xen hypervisor that allows you to disable PV
guests through a configuration file setting. However, to take advantage of this mechanism, you must first
upgrade the compute nodes to the version of Oracle VM Server that ships with Oracle PCA Release 2.3.3.
By default, PV guests are not disabled, because otherwise the Oracle VM upgrade would cause a variety
of problems in existing PV guests. You must disable PV guests manually as described in this section.
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Disabling PV Guests on Compute Nodes

1. Using SSH and an account with superuser privileges, log into the active management node. From
there, log into the compute node for which you want to disable PV guests.

# ssh root @O0. 100. 1. 101

root @O0. 100. 1. 101' s passwor d:

root @vcammO05r1 ~]# ssh root @92. 168. 4.5
root @0. 100. 1. 101' s passwor d:

root @vcacn07r1 ~]#

2. Open the file xend- conf i g. sxp and locate the entry "xend- al | ow pv- guest s".

[root @vcacn07r1l ~]# vi /etc/xen/xend-config.sxp
# -*- sh -*-

#

# Xend configuration file.

[...]

#

# By default allow PV guests to be created
#(xend- al | ow pv- guests 1)

3. Uncomment the line by removing the "#" and set the parameter to "0" to disable PV guests. Save the
changes to the file.

# By default allow PV guests to be created
(xend-al | ow pv- guests 0)

4. Stop and start the xend service on the compute node for the new settings to take effect.

[root @vcacn07r1l ~]# service xend stop
[root @vcacn07r1l ~]# service xend status
xend daenon is stopped

[root @vcacn07r1l ~]# service xend start
[root @vcacn08r1l ~]# service xend status
xend daenon (pid 9641) is running..

Any attempt to start a PV guest on a compute node with PV guests disabled, or to migrate a PV guest
to it, results in a failure: "Error : PV guests di sabl ed by xend".

error message may be displayed. A known issue may lead to a confusing error

Note
@ If secure VM migration is enabled — which is the default setting —, the wrong
message containing "[Errno 9] Bad file descriptor".

5. Repeat this procedure for each of the remaining compute nodes to protect your entire Oracle PCA
environment.

8.26 Configure Xen CPU Frequency Scaling for Best Performance

The Xen hypervisor offers a mechanism to balance performance and power consumption through CPU
frequency scaling. Known as the Current Governor, this mechanism can lower power consumption by
throttling the clock speed when a CPU is idle.

Certain versions of Oracle VM Server have the Current Governor set to ondenand by default, which
dynamically scales the CPU clock based on the load. Oracle recommends that on Oracle PCA compute
nodes you run the Current Governor with the per f or mance setting. Particularly if you find that systems
are not performing as expected after an upgrade of Oracle VM Server, make sure that the Current
Governor is configured correctly.
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To verify the Current Governor setting of a compute node, log in using SSH and enter the following
command at the Oracle Linux prompt:

1# xenpm get - cpuf req- para

cpu id

af f ect ed_cpus 0

cpui nfo frequency : max [2301000] min [1200000] cur [2301000]

scal i ng_dri ver : acpi-cpufreq

scal i ng_avail _gov . userspace performance powersave ondenand

current _gover nor . performance

scal i ng_avail _freq : *2301000 2300000 2200000 2100000 2000000 1900000 1800000 1700000 1600000 1500000 140000
scal i ng frequency : max [2301000] min [1200000] cur [2301000]

turbo node : enabl ed

[...1]

The command lists all CPUs in the compute node. If the cur r ent _gover nor parameter is set to anything
other than per f or mance, you should change the Current Governor configuration.

To set performance mode manually, enter this command: xenpm set - scal i ng- gover nor
per f or mance.

To make this setting persistent, add it to the gr ub. cf g file.

1. Add the xen cpu frequency setting to the / et ¢/ def aul t / gr ub template file, as shown in this
example:

GRUB_CMDLI NE_XEN="donD_nem=nmax: 6144M al | owsuper page donD_vcpus_pi n donD_max_vcpus=20 cpufreqg=xen: perfor manc

2. Rebuild gr ub. cf g by means of the following command:

# grub2-nkconfig -o /boot/grub2/grub.cfg
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