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Preface

Preface

Audience

Oracle Enterprise Manager provides the tools to effectively and efficiently manage
your Oracle Exadata Database Machine. With a consolidated view of the Exadata
Database Machine, Oracle Enterprise Manager provides a consolidated view of all the
hardware components and their physical location with indications of status. Oracle
Enterprise Manager also provides a software view of the databases residing on it and
their resource consumption on compute nodes and Exadata Storage Servers.

This document provides the installation and administration instructions to set up
Oracle Enterprise Manager to monitor and manage your Oracle Exadata Database
Machine.

This system monitoring installation guide is for users who perform administrative and
problem-resolution tasks on Oracle Exadata Database Machine.

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle
Accessibility Program website at htt p: // www. or acl e. conl pl s/t opi ¢/ | ookup?
ct x=acc& d=docacc.

Access to Oracle Support

Oracle customers that have purchased support have access to electronic support
through My Oracle Support. For information, visit ht t p: / / www. or acl e. com pl s/t opi c/
| ookup?ct x=accé&i d=i nf o or visit htt p: // www. or acl e. com pl s/t opi ¢/ | ookup?
ctx=acc&i d=trs if you are hearing impaired.

Conventions

ORACLE

The following text conventions are used in this document:

Convention Meaning

boldface Boldface type indicates graphical user interface elements associated
with an action, or terms defined in text or the glossary.

italic Italic type indicates book titles, emphasis, or placeholder variables for
which you supply particular values.

nonospace Monospace type indicates commands within a paragraph, URLSs, code
in examples, text that appears on the screen, or text that you enter.
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What's Changed

This table provides a brief overview of the document changes for the latest publication
of the Oracle® Exadata Database Machine Getting Started Guide:

Part Number Change Summary

F19101-02 Updated to remove obsolete content and to reflect latest features.

ORACLE iX



What's New

What's New

The Oracle Exadata plug-in provides a consolidated view of the Exadata Database
Machine within Oracle Enterprise Manager, including a consolidated view of all the
hardware components and their physical location with indications of status.

This chapter highlights the significant features and enhancements provided by the
Oracle Exadata plug-in in the following release summaries:

Features and Enhancements for Oracle Exadata Plug-in

Supported Hardware and Software Configurations

As Oracle releases new hardware and software, the Oracle Exadata plug-in is
updated, tested, and certified to accommodate the new products. For complete
hardware and software support details, see Oracle Exadata Database Machine
Supported Hardware and Software in Introduction to the Plug-in .

Features and Enhancements for Oracle Exadata Plug-in

Oracle Exadata Plug-in releases include a variety of enhancements and bug fixes.

ORACLE

New features in Enterprise Manager 13.3.1

Support for SNMP AES Encryption

(SNMP) v3 is supported on Oracle Exadata Storage Servers and Oracle Exadata
Database Servers starting with Oracle Exadata System Software release
12.1.2.1.0.. Exadata Oracle Enterprise Manager Exadata plug-in 13.3.1 offers an
option to choose AES encryption while adding SNMP subscription to Exadata
components. For more details, see Exadata Database Machine Discovery.

New features in Enterprise Manager 13.3.2

Exadata vCPU Consumption Report

On virtual Exadata, administrators can choose to license a subset of cores on the
compute nodes, depending on usage requirements and budget constraints. The
number of licensed cores can be increased or decreased as per the customer’s
needs. Oracle Enterprise Manager offers an Exadata vCPU Consumption Report,
built on top of the Business Intelligence (BI) reporting system to show the high
watermark of total daily vCPU consumption on the Exadata Database Machine.

Support for Cluster-based IORM

The Exadata plug-in now supports specifying the Cluster name in addition to the
Database name while defining I/O Resource Management plans. This is especially
useful when different clusters on the same Exadata Storage Servers have
databases with the same name. For more details, see Managing the I/O Resource.

Pro-active incidents on password expiry on Exadata Storage Server
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What's New

As a security enhancement, Oracle Exadata Storage Server 19.1 allows
administrators to set up a policy to expire a user’s password in a pre-defined
period of time. To allow these Exadata Storage Servers to be monitored
seamlessly with Oracle Enterprise Manager, users are expected to either reset
their credentials in Enterprise Manager, or ensure that the Named Credentials are
updated. If you have a policy to expire passwords on Exadata Storage Servers at
predefined intervals, you can now choose to get pro-active events or incidents in
Oracle Enterprise Manager to get a heads up on maintenance tasks related to
password expiry.

# Note:

This will impact the monitoring and administration of Exadata Storage
Servers monitored by Oracle Enterprise Manager using ExaCLI/RESTful
API. There is no impact for Exadata Storage Servers monitored using
CellCLI, as the automatic password expiration policy will not affect OS
users.

Support for monitoring Exadata Storage Servers through RESTful API
Oracle Exadata Storage Server release 19.1.0 and above can be accessed
through the RESTful service via HTTPs. As an alternative to managing Exadata
Storage Servers through CellCLI, you can choose to monitor them through
RESTful API by choosing the appropriate options during the Exadata discovery
flow in Oracle Enterprise Manager. Refer to Verify SNMP Subscription of the
Oracle Management Agent to Exadata Storage Server for more details.

Support for monitoring Extended (XT) Storage Servers

Oracle Exadata Storage Servers (XT) offer a lower cost storage option that can be
used for infrequently accessed, older or regulatory data. See Using Extended (XT)
Storage Servers in the Oracle® Exadata Database Machine Maintenance Guide
for more information. You can use the Exadata plug-in 13.3.2 to monitor and
manage these servers, in the same way as for regular Oracle Exadata Storage
Servers.

Support for monitoring ILOM 5.0
The Exadata plug-in supports monitoring and management of the Integrated Lights
Out Manager (ILOM) 5.0. You can use the same discovery process as for ILOM 4.
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Introduction to the Plug-in

This chapter provides a general overview of the Oracle Exadata plug-in, including
supported hardware and software. The following topics are discussed:

Oracle Exadata Plug-in Features

Oracle Exadata Database Machine Supported Hardware and Software

Oracle Exadata Plug-in Features

Highlights of the Oracle Exadata plug-in release 13.3.2.0.0 include the following
features:

Monitoring and Notification Features

Hardware Support Features

Target Discovery Features

Exadata Storage Server Grid Home Page and Server Home Page Features
Exadata Performance Page Features

Exadata Metrics Features

Monitoring and Notification Features

With the Oracle Exadata plug-in, and related Systems Infrastructure and Virtual
Infrastructure plug-ins, you can monitor Exadata targets through Enterprise Manager
Cloud Control 13c. These plug-ins provide seamless integration with supported
Exadata hardware and software so that you can receive notifications on any Exadata
target. Features include:

ORACLE

Monitoring of the Exadata Database Machine as an Enterprise Manager target.

Monitoring of the Exadata target, including the Exadata Storage Server's I/O
Resource Management feature within Enterprise Manager.

Support SNMP notification for Exadata Database Machine components.

Support dashboard report creation from Enterprise Manager Cloud Control,
including a simplified configuration of the service dashboard.

Support of client network hostnames for compute nodes.

Enhanced InfiniBand network fault detection and InfiniBand schematic port state
reporting.

Modification of Enterprise Manager monitoring agents as needed for all Exadata
Database Machine components.

IORM for multi-tenancy database (CDB/PDB) environment:

— CDB-level I/O Workload Summary with PDB-level details breakdown.

— 1/0 Resource Management for Oracle Database 12¢ and above.
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— Exadata Database Machine-level physical visualization of 1/0O Utilization for
CDB and PDB on each Exadata Storage Server.

— Integration link to Database Resource Management Ul.
Support discovery of locked down storage servers.

Since the release of EM 13c, the Exadata Plug-in is able to leverage the enhanced
hardware monitoring features offered by the newly introduced Oracle Systems
Infrastructure Plug-in. Users can view a photo-realistic schematic of the various
hardware (including rack) and monitor the faults on individual hardware
components.

Hardware Support Features

ORACLE

You can use the Oracle Exadata plug-in to optimize the performance of a wide variety
of Exadata targets, including:

Oracle SuperCluster, including:

— Configurations:
*  LDOM: Control domain, IO/guest domain
*  Zone: Global, non-global

— Discover, monitor, and manage Exadata Database Machine-related
components residing on SuperCluster Engineered System

— See Oracle SuperCluster Support for more details.
Multi-Rack support:

— Supports discovery use cases: Initial discovery, add a rack
— Side-by-side rack schematic

Support for Storage Expansion Rack hardware.

Full partition support:

— Logical splitting of an Exadata Database Machine Rack into multiple Database
Machines.

— Each partition is defined through a single OneCommand deployment.

— Compute nodes are not shared between partitions.

— Multiple partitions connected through the same InfiniBand network.

— Compute nodes in same patrtition share the same Cluster.

— Ability to specify a customized DBM name during discovery of the target.
— User can confirm and select individual components for each DBM.

— Flexibility to select none, some, or all of the InfiniBand switch as part of
monitored network, including the ability to add switches post discovery.

— Flexibility to select some or all of the Cells to be shared among Exadata
Database Machines.

Support for the increasing types of Exadata Database Machine targets. See
Oracle Exadata Database Machine Supported Hardware and Software for a
complete list of supported hardware.
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* InfiniBand Switch Sensor fault detection, including power supply unit sensors and
fan presence sensors.

Target Discovery Features

The target discovery process is streamlined and simplified with the Oracle Exadata
plug-in. Features include:

* Automatically push the Exadata plug-in to agent during discovery.
» Discovery prerequisite checks updates, including:
— Check for critical configuration requirements.

— Check to ensure either dat abasemachi ne. xnl or cat al og. xnl files exist and
are readable.

— Prevent discovered targets from being rediscovered.
» Credential validation and named credential support.
* Ability to apply a custom name to the Exadata target.
e Support discovery using the client access network.
* Automate SNMP notification setup for Database Machine components.
*  Support discovery of compute nodes with client network host names.

*  Support discovery using the new cat al og. xnl file generated from the OEDA Java-
based Configurator.

e Support discovery of locked down storage servers.

e Enterprise Manager Cloud Control Exadata Discovery Wizard lets you discover
Exadata Database Machine targets using 13c.

* An existing Exadata Database Machine target with 12c target types can be
converted to 13c target types. For more information, see Convert Database
Machine Targets with 12c Target Types to 13c for more information.

# Note:

Exadata Database Machine targets are configured with OOB default
thresholds for the metrics. No additional template is provided by Oracle.

Exadata Storage Server Grid Home Page and Server Home Page

Features

ORACLE

The Exadata Storage Server Grid home page and Server home page provides the
following features:

* Provides a fine-grained performance summary for flash and hard disk.
» Provides usage statistics to highlight flash cache and Smart Scan efficiency.
* Provides a detailed summary of flash space usage.

*  Provides metrics for:
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— /0O time distribution by flash and hard disk.
— IORM wait per database.

Exadata Performance Page Features

The Performance home page provides the following features:
» Side-by-side comparison of flash and hard disk performance.
» Performance comparison between multiple Exadata Storage Servers.

*  Performance utilization for flash and hard disk to identify workload reaching
hardware limit.

* Provides Exadata Storage Server performance charts to help with diagnosing
performance issues when I/O reaching hardware limits.

Exadata Metrics Features

Metrics reports are critical to manage your Oracle Exadata Database Machine
effectively. With the metrics, you can determine where additional resources are
needed, when peak usage times occur, and so forth.

e Enhanced metric scalability in large environment to reduce time out by reducing
calls.

e Reduce metric collection error for the Exadata HCA metric. Improvements to
combine the HCA port data collection in a single call to reduce chances of time
out.

e Reduced metric collection error from Exadata IORM Status metric. The metric was
removed, and the user interface now uses the available configuration data.

Oracle Exadata Database Machine Supported Hardware
and Software

The following sections describe the supported hardware and software by the Oracle
Exadata plug-in;

* Exadata Database Machine Configuration Support
e Oracle SuperCluster Support

e Supported Component Versions

e Supported Operating Systems

* Oracle Exadata Database Machine Hardware Not Supported

Exadata Database Machine Configuration Support

Enterprise Manager Cloud Control 13c is supported on the following Exadata
Database Machine configurations:

» Exadata Hardware and Software Support

e Multi-Rack Support

ORACLE 1-4
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Partitioned Support

# Note:

Unless otherwise noted, support is provided for all versions of Oracle
Exadata plug-in Release 13.1.

Exadata Hardware and Software Support

For information on Enterprise Manager Plug-in requirements for supported Exadata
Database Machine hardware and software, see Exadata Storage Software Versions
Supported by the Oracle Enterprise Manager Exadata Plug-in (Doc ID 1626579.1).

Multi-Rack Support

Enterprise Manager supports managing multiple connected racks of Oracle Database
Machine of the supported machine types listed above (Exadata Hardware and
Software Support). Also, the following two racks can be monitored in a multi-rack as
these cannot exist as a standalone single rack:

Storage Expansion Rack

Compute Node Expansion Rack

Partitioned Support

ORACLE

The following partitioned configurations are supported:

Partitioned Exadata Database Machine - the logical splitting of a Database
Machine Rack into multiple Database Machines. The partitioned Exadata
Database Machine configuration must meet the following conditions to be fully
supported by Enterprise Manager Cloud Control 13c:

— Each partition is defined through a single OneCommand deployment.

— Cells and compute nodes are not shared between partitions.

— Multiple partitions are connected through the same InfiniBand network.
— Compute nodes in same partition share the same Cluster.

The expected behavior of a partitioned Exadata Database Machine includes:

— The target names for the Exadata Database Machine, Exadata Grid, and
InfiniBand Network will be generated automatically during discovery (for
example, Database Machine dbni. mydomai n. com Database Machine
dbnmi. nydonai n. com 2, Database Machine dbnmi. nydonai n. com 3, etc.).
However, users can change these target names at the last step of
discovery.

— All Infiniband Switches need to be selected as part of the Exadata Database
Machine targets for every partition. Inifiniband Switches will not be added
automatically to subsequent Exadata Database Machine targets of other
partitions. The KVM, PDU, and Cisco switches can be individually selected for
the Database Machine target of each patrtition.
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— User can confirm and select individual components for each Database
Machine.

Oracle SuperCluster Support

Only Oracle SuperCluster with software Version 1.1 with DB Domain on Control
LDOM-only environments are supported. Earlier versions of Oracle SuperCluster can
be made compatible if you update to the October 2012 QMU release. You can confirm
this requirement by looking at the version of the conpnon pkg installed on the system
(using either pkg i nfo conmpmon or pkg |i st conmpnmon commands to check). You must
have the following minimum version of compmon installed:

pkg: // exa-fam | y/ systen pl at f or nf exadat a/
compron@. 5. 11, 5. 11-0. 1. 0. 11: 20120726T024158Z

The following hardware configurations are supported:

e Oracle SuperCluster:
- T4-4
— T5-8
- M6-32
- M7
- M8
The following software configurations are supported:
- LDOM
— Control Domain
— |O/Guest Domain
« Zone
— Global
— Non-Global
The following software versions are supported:
*  Oracle SuperCluster V1.1
e Oracle SuperCluster V1.0.1 + October QMU

Oracle SuperCluster Known Issues

The following known issues have been reported for the Oracle SuperCluster:

*  PAGE13 is empty in the / opt/ or acl e. Support Tool s/ onecomrand/ cat al og. xni
file. This issue prevents Enterprise Manager from displaying the schematic
diagram on the Database Machine home page. (Bug 16719172)

Workaround: Manually replace the PAGE13 section by the one listed below:

<PAGE13>
<RACKS>
<RACK I D="0">
<MACHI NE TYPE="203"/>
<ITEM I D="1">
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<TYPE>i bs</ TYPE>
<ULOC>1</ ULOC>
<HEl GHT>1</ HEl GHT>

</ | TEM>

<| TEM | D="2">
<TYPE>cel | </ TYPE>
<ULOC>2</ ULOC>
<HEl GHT>2</ HEl GHT>

</ | TEM>

<| TEM | D="3">
<TYPE>cel | </ TYPE>
<ULOC>4</ ULOC>
<HEl GHT>2</ HEl GHT>

</ | TEM>

<I TEM | D="4">
<TYPE>cel | </ TYPE>
<ULOC>6</ ULOC>
<HEl GHT>2</ HEl GHT>

</ | TEM>

<| TEM | D="5">
<TYPE>cel | </ TYPE>
<ULOC>8</ ULOC>
<HEl GHT>2</ HEl GHT>

</ | TEM>

<| TEM | D="6">
<TYPE>conp</ TYPE>
<ULOC>10</ ULOC>
<HEI GHT>8</ HEl GHT>

</ | TEM>

<ITEM | D="T7">
<TYPE>i bl </ TYPE>
<ULOC>18</ ULOC>
<HEl GHT>1</ HEl GHT>

</ | TEM>

<| TEM | D="8">
<TYPE>ci sco</ TYPE>
<ULOC>19</ ULOC>
<HEl GHT>1</ HEl GHT>

</ | TEM>

<| TEM | D="9">
<TYPE>zf s</ TYPE>
<ULOC>20</ ULOC>
<HEl GHT>4</ HEl GHT>

</ | TEM>

<| TEM | D="10">
<TYPE>i bl </ TYPE>
<ULOC>24</ ULOC>
<HEl GHT>1</ HEl GHT>

</ | TEM>

<ITEM | D="11">
<TYPE>head</ TYPE>
<ULOC>25</ ULOC>
<HEl GHT>1</ HEl GHT>

</ | TEM>

<|TEM | D="12">
<TYPE>head</ TYPE>
<ULOC>26</ ULOC>
<HEl GHT>1</ HEl GHT>

</ | TEM>

<| TEM | D="13">
<TYPE>conp</ TYPE>
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<ULOC>27</ ULOC>
<HEI GHT>8</ HEl GHT>

</ | TEM>

<I TEM | D="14">
<TYPE>cel | </ TYPE>
<ULOC>35</ ULOC>
<HEl GHT>2</ HEl GHT>

</ | TEM>

<I TEM | D="15">
<TYPE>cel | </ TYPE>
<ULOC>37</ ULOC>
<HEl GHT>2</ HEl GHT>

</ | TEM>

<| TEM | D="16">
<TYPE>cel | </ TYPE>
<ULOC>39</ ULOC>
<HEl GHT>2</ HEl GHT>

</ | TEM>

<ITEM | D="17">
<TYPE>cel | </ TYPE>
<ULOC>41</ ULOC>
<HEl GHT>2</ HEl GHT>

</ | TEM>

<| TEM | D="18">
<TYPE>pdu</ TYPE>
<ULOC>0</ ULOC>
<HEI GHT>0</ HEl GHT>

</ | TEM>

<| TEM | D="19">
<TYPE>pdu</ TYPE>
<ULOC>0</ ULOC>
<HEI GHT>0</ HEl GHT>

</ | TEM>

</ RACK>
</ RACKS>
</ PAGE13>

The Assert OK power sensor raises a critical alert in Enterprise Manager. (Bug
17445054)

# Note:

This bug does not apply to X3-2 and X4-2 machines.

Wrong machine names in the dat abasemachi ne. xnl file. When the database is
installed in a local zone on a Oracle SuperCluster T5-8, the dat abasemachi ne. xm
file ends up with the machine name of the global zone rather than that of the local
zone that the database is installed into.

Workaround: Manually edit the file to change the hostnames for the database
nodes to those of the zone name.

(Bug 17582197)

In Enterprise Manager, the Schematic & Resource Utilization report will display
only one LDOM per server.

Enterprise Manager will not report hard disk predictive failure on compute node in
an Oracle SuperCluster environment.
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The pre-requisite check script exadat aDi scover yPreCheck. pl that is bundled in
Exadata plug-in 12.1.0.3.0 does not support the cat al og. xnl file. Please
download the latest exadat aDi scover yPreCheck. pl file from My Oracle Support.

You can obtain the script in one of the following ways:

— Access the script as part of Exadata plug-in after the plug-in is deployed to the
agent:

<agent installation directory>/plugins/
oracl e. sysman. xa. di scovery. pl ugi n_<pl ugi n versi on>/ di scover/ dbnPreReqCheck/
exadat aDi scover yPreCheck. pl

¢ Note:

The Exadata plug-in includes an additional script that enables
enhanced monitoring through Enterprise Manager Cloud Control
13c.

— Download the script from Prerequisite script for Exadata Discovery in Oracle
Enterprise Manager Cloud Control 12c and 13c (Doc ID 1473912.1) in My
Oracle Support:

https://support.oracle.con rs?type=doc& d=1473912. 1

On the Oracle SuperCluster Zone while deploying the Management Agent, the
agent prerequisite check may fail with the following error:

# Note:

The error can be ignored and you can continue to proceed with
installation of the Management Agent.

@During the agent install, the prereq check failed:

@

@Performng check for CheckHost Name

@I1s the host name valid?

@ Expected result: Should be a Valid Host Nane.

@Actual Result: abc12345678

@ Check conplete. The overall result of this check is: Failed <<<<

@

@ Check conplete: Failed <<<<

@Problem The host name specified for the installation or retrieved fromthe
@systemis incorrect.

@ Recommendati on: Ensure that your host name neets the follow ng conditions:
@ (1) Does NOT contain |ocalhost.|ocal donain.

@ (2) Does NOT contain any |P address.

@(3) Ensure that the /ect/hosts file has the host details in the following
@formt.

@<I P address> <host. donai n> <short host name>

@

@!f you do not have the permission to edit the /etc/hosts file,

@then while invoking the installer pass the host name using the

@ ar gunent

@ ORACLE_HOSTNAME.

1-9


https://support.oracle.com/epmos/faces/DocumentDisplay?id=1473912.1
https://support.oracle.com/epmos/faces/DocumentDisplay?id=1473912.1
https://support.oracle.com/rs?type=doc&id=1473912.1

Chapter 1
Oracle Exadata Database Machine Supported Hardware and Software

Supported Component Versions

For information on supported component versions of Exadata, refer to the following
notes on My Oracle Support:

- Exadata Storage Software Versions Supported by the Oracle Enterprise Manager
Exadata Plug-in (Doc ID 1626579.1)

* Required Enterprise Manager versions for Exadata Cisco Catalyst switches (Doc
ID 2449150.1)

- Exadata Database Machine and Exadata Storage Server Supported Versions
(Doc ID 888828.1)

Supported Operating Systems

The following operating systems (where OMS and agent is installed on) are supported
by the Oracle Exadata plug-in 13.3.2:

e Management Server plug-in (all OMS-certified platforms):
— IBM AIX on POWER Systems (64-bit)
— HP-UX Itanium
— Linux x86 and x86-64
—  Microsoft Windows x64 (64-bit)
— Oracle Solaris on SPARC (64-bit)
— Oracle Solaris on x86-64 (64-bit)
e Agent Plug-ins for Exadata and Supercluster
— Exadata Plug-in + Sl plug-in + VI Plug-in for Exadata
— Exadata Plug-in + Sl Plug-in for SSC
— Linux x86-64
— Oracle Solaris on x86-64 (64-bit)
— Oracle Solaris on SPARC (64-bit)

Oracle Exadata Database Machine Hardware Not Supported

ORACLE

The following Oracle Exadata Database Machine hardware configurations are not
supported for Enterprise Manager Cloud Control Exadata plug-in 13.x:

e V1 hardware

e V2 hardware

# Note:

V2 machines discovered in Enterprise Manager Cloud Control 12¢ are
still supported in 13c. However, discovery of V2 machines in Enterprise
Manager Cloud Control 13c is not supported.
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Prerequisites

This chapter provides the prerequisites for Exadata Database Machine discovery.
The following topics are discussed:

* Create a Database Server ILOM Service Processor User
* Create an ExaCLI User

»  Verify Software Versions

»  Verify Names Resolution

»  Verify Firewall Configuration

e Enable Support for IPv6 Environments

e Oracle SuperCluster Prerequisites

* User Roles

» Install Oracle Management Agent

e Manually Deploy Exadata and Related Plug-ins

Create a Database Server ILOM Service Processor User

ORACLE

For the Enterprise Manager Agent to communicate with an ILOM service processor,
there must be a specific user ID established on the ILOM service processor.

# Note:

Adding the specific user ID requires administrator level privilege on the ILOM
service processor.

The specific ILOM user ID can be added in the ILOM service processor web interface,
ILOM CLI, or with the i pmi t ool command. This example uses ILOM CLI.

For security reasons, the password to the ILOM service processor root user ID does
not appear in the ILOM CLI commands in this example.

1. Log in to the Service Processor as root:

# ssh root @ Service Processor |P]
Passwor d:

2. Change to the users directory:
# cd / SPlusers
3. Create the oenuser user and password:

# create oenuser
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Creating user...
Enter new password: **xxxxxx
Enter new password again: ******¥x

Created / SP/users/ oemuser

4. Change to the new user's directory and set the role:

# cd oenuser
| SPI user s/ oemuser

set role='cro'
Set 'role' to 'cro'

5. Testthe ILOM user ID created in step 3 by listing the last 10 system events:
* For Exadata X2 through X4:

# ipmitool -1 lan -H <ilomhostname> -U oenuser -P <oemuser password> -L
USER sel list |ast
10\
* For Exadata X5 and above (requires the -1 | anpl us command option):
# ipmitool -1 lanplus -H <ilomhostname> -U oenuser -P <oemuser password> -L

USER sel list last 10

6. Repeat steps 1 through 5 for the rest of the compute node ILOM service
processors in your Oracle Database Machine.

Create an ExaCLI User

Enterprise Manager can monitor Exadata Storage Servers using cel I cl i, exacli, or
the RESTf ul API. In order to make use of exacli or the RESTful API, a user must be
created. The same user can be used for either exacl i or RESTf ul API. For more
information, see Creating Users for Use with ExaCLlI in the Oracle Exadata Database
Machine Maintenance Guide.

Create SNMPv3 Users

If SNMPv3 will be used for Exadata monitoring, ensure that the necessary SNMPv3
users are created on the components prior to discovering the Exadata to fully leverage
monitoring through Enterprise Manager.

e Create SNMPv3 Users on Compute Nodes and Storage Servers
* Create SNMPv3 Users on Cisco Ethernet Switches

* Create an SNMPv3 User in IB Switches

* Enable SNMPv3 on PDUs

e Create an SNMPv3 user on PDUs

Create SNMPv3 Users on Compute Nodes and Storage Servers

ORACLE

The commands required to create SNMPv3 users on compute nodes and storage
servers are similar, but make use of different command line interfaces and object
names. In the following examples, run cel | cl i to get to the interactive prompt if on a
storage server, and run dbntl i to get to the interactive prompt on a compute node.
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Specify the appropriate object name, cell for storage server and dbserver for compute
node. The instructions differ between Exadata System Software releases. Please see
the details for the respective Exadata System Software version in the sections below.

# Note:

For additional information on these commands, please see the following
references:

e Forinformation on CellCLI and the al ter cell command, see Using the
CellCLI Utility in the Oracle Exadata System Software User’s Guide.

¢ For information on DBMCLI and the al t er dbserver command, see
Using the DBMCLI Utility in the Oracle Exadata Database Machine
Maintenance Guide.

Create Individual SNMPv3 Users on Exadata 19.3 and Above

Exadata System Software version 19.3 and above supports maintaining SNMPv3
users individually. Use the following command to create an SNMPV3 user.

CLI> alter <cell|dbserver> snnpuser. <user name>
=(aut hpr ot ocol =SHA, aut hpasswor d=<passwor d>, pri vpr ot ocol =AES, pri vpasswor d=<p
asswor d>)

Create All SNMPv3 Users on Exadata 19.2. and Below

Exadata System Software versions 19.2 and below require maintenance of SNMPv3
users as a complete set. Use the following command to create an SNMPv3 user.

¢ Note:

Be sure to include the details of all SNMPv3 users as the set will be replaced
with this command.

CLI> alter <cell|dbserver> snnpUser=((name=<user name>, aut hProtocol =SHA,
aut hPasswor d=<passwor d>, privProtocol =AES, privPasswor d=<passwor d>)
[,<repeat_with details_as necessary for_additional users>])

Create SNMPv3 Users on Cisco Ethernet Switches

The below commands configure an SNMP user with authentication and privacy
parameters on the Cisco Ethernet switches running NX-OS including the admin switch,
and if this is a RoCE Exadata, the RoCE switches.

The passphrase can be any case-sensitive, alphanumeric string up to 64 characters.

switch# configure term nal
switch(config)#
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switch(config)# snmp-server user <username> auth sha <passphrase> priv
aes- 128 passphrase

The below command displays information about one or more SNMP users.

switch(config)# show snnp user

Once all the configuration changes are done, the below command will save the
configuration in persistent memory .

switch(config)# copy running-config startup-config

Create an SNMPv3 User in IB Switches

If the Exadata to be discovered is an IB Exadata, follow the below commands to create
an SNMPv3 user on the IB switches.

Log in to the ILOM console of the switch as user ilom-admin.

Create the SNMPV3 user. This is the start of your topic.

> create /SP/services/snnp/ users/<username> privacyprot ocol =AES
aut henti cati onprot ocol =SHA pri vacypasswor d=<passwor d>
aut henti cat i onpasswor d=<passwor d>

Follow the below steps to display information about one or more SNMP users.

> cd / SP/ services/ snnp/ users
> show -d properties <username>

Enable SNMPv3 on PDUs

Follow the below steps to enable SNMPv3 on the PDUs.

Access the PDU metering unit from a system on the network.
Click on the Net Configuration link and log in as an admin user.
Select the SNMP-Access tab.

Click the SNMP v3 Enable checkbox to enable SNMP v3.

Click Submit.

g H w0 b P

Create an SNMPv3 user on PDUs

ORACLE

Follow the below steps to create an SNMPv3 user on the PDUs.

1. Access the PDU metering unit from a system on the network.

2. Click on the Net Configuration link and log in as an admin user.
3. Select the SNMP-Access tab.

4. Inthe SNMPv3 table, perform the following
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a. Enter the SNMPv3 UserName.
b. Select the Security Level auth / priv.
c. Select SHA as the Auth Algorithm.
d. Enter the Auth Password.
e. Select AES as the Privacy Algorithm.
f. Enter the Privacy Password.
g. Select Enable.
5. Click Submit.

Verify Software Versions

Verify the following software versions:
- Exadata Storage Server Software
* InfiniBand Switch

 PDU Firmware

e Grid Infrastructure/DB Cluster

Exadata Storage Server Software

See Oracle Exadata Database Machine Supported Hardware and Software for specific
supported Exadata Software releases. To verify the cell software version on the
Exadata Storage Server, ssh to the Exadata Storage Server as the r oot , cel | admi n,
or cel | noni tor user. Run:

# cellcli -e '"list cell detail'

Look for releaseVersion in the output.

InfiniBand Switch

ORACLE

To verify the version of the InfiniBand switch firmware in your environment:
1. Log on to the management interface for the InfiniBand Switch (using SSH).
2. Run the following command:

# nnRver sion

The output should be similar to this:

# nnRversion
Sun DCS 36p version: 2.2.13-2

This example shows a supported configuration for deploying the plug-in to monitor.
3. If the nnRver si on command returns output similar to this:

# nnRversion
NMR- 36p version: 1.0.1-1
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Then you must upgrade your InfiniBand switch firmware. Follow the instructions
listed in My Oracle Support (MOS) Document 888828,1

PDU Firmware

The PDU firmware version must be 2.10 or later. The current version can be obtained
by logging into the web interface of the PDU. On the left side of the screen, click
Module Info to view the PDU firmware version.

Software updates for the PDU are available at:

https://updates. oracl e.conf Orion/ Pat chDet ai | s/ process_forn®
pat ch_nums12871297

Grid Infrastructure/DB Cluster

Grid Infrastructure/DB Cluster is required to be up and running before discovery.

Verify Names Resolution

The Enterprise Manager OMS server(s) require direct network access to each of the
compute nodes. If the names of the compute nodes are not registered in the OMS
nodes' DNS, then they will have to be manually entered in the / et ¢/ host s file for each
OMS.

Each compute node should be verified to be able to resolve the hostnames of the
ILOM servers, PDU's, Exadata Storage Servers, and InfiniBand and Cisco switches.
Again, if the names of those components are not registered in DNS, then entries can
be added to the / et ¢/ host s file of each compute node.

To manage the Exadata Database Machine components from Enterprise Manager
Cloud Control 13c, it is necessary for your local machine to be able to resolve the host
name of Cloud Control 13c.

To access any of the Exadata Database Machine components directly from your local
machine, it is also necessary for your local machine to be able to resolve the names of
those components.

Verify Firewall Configuration

ORACLE

To verify the firewall configuration:

1. Enable ping

In many secure network environments, it is normal for the pi ng service to be
disabled. Enterprise Manager uses pi ng to establish the basic availability and
status of the Exadata Database Machine components.

e The compute nodes need to have the pi ng service and port enabled from the
OMS Server(s).

» All other Exadata Database Machine components (ILOM servers, PDU's,
Exadata Storage Servers, InfiniBand switches, and Cisco switch) need to have
the pi ng service and port enabled from the compute nodes (where the agents
are running).
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< Note:

The pi ng traffic overhead is minimal. The agent pings the targets every
five minutes.

Open Database Ports

The database listener ports must be opened for the Enterprise Manager OMS
server(s). Note that Exadata Database Machine databases will use SCAN
listeners; so, ports will need to be opened for the base compute node, the
compute node virtual IP, and scan listeners addresses.

For example, if an Exadata Database Machine quarter rack has been configured
with two compute nodes - exadbnodel. exampl e. comand exadbnode2. exanpl e. com
- and the listeners are using port 1521, then port 1521 will have to be opened to
the Enterprise Manager Server for the following addresses:

*  The compute node hostnames - exadbnodel. exanpl e. comand
exadbnode2. exanpl e. com

e The virtual IPs for each compute node - exadbnodel- vi p. exanpl e. comand
exadbnodel-vi p. exanpl e. com

* The scan listener hostname - scan- exadat adb
Open Enterprise Manager Upload Port

The Enterprise Manager Cloud Control 13c agents require access to the
Enterprise Manager Servers upload service, normally configured on port 4889 for
HTTP uploads and 4900 for HTTPS. To verify the ports assigned, run the following
command on the OMS server command line.

$ enct| status ons -details

These ports will need to be opened for each of the compute nodes.
Open Agent Ports

The OMS server(s) will need to be able to connect to the Enterprise Manager
Cloud Control 13c Agent HTTP/HTTPS port on each compute node. The Agent
port defaults to 3872. If port 3872 is not available, the next available port starting
from port 1830 is used.

To identify the port used:
*  Run the following command on the compute node command line:
$ enctl status agent

« Alternatively, you can look for the value of the EMD_URL property in the
emd. properti es file the following directory: <AGENT_HOVE>/ agent _i nst/
sysman/ config

Open SSH Ports (port 22)

The Enterprise Manager Cloud Control 13c Agents require ssh access to the
Exadata Database Machine components they monitor. As the Agents will run on
the compute nodes the ssh ports, 22, on each of the Exadata Storage Servers,
ILOMSs, PDUs, InfiniBand switches, and Cisco switch will need to be opened for
each of the compute nodes.

Allow UDP Traffic (SNMP Ports) (Port 162)
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Enable Support for IPv6 Environments

All Exadata Database Machine components need to be able to send SNMP traps
to the Agents running on the compute nodes. SNMP uses the UDP protocol so the
Agent port and port 162 need to be opened for UDP traffic between the Exadata
Storage Servers, ILOMs, InfiniBand Switches, Cisco Switch, and the Agent.

Table 2-1 Firewall Ports
]

Component Ping service and SNMP* SSH (port 22) Notes
port
PDU From remote agent  Yes Yes
Compute node ILOM From remote agent  Yes Yes 1. Remote agent
needs to be able
to SSH to domO.
2. Need SNMP port
open on domo.
domO From EM OMS Yes Yes
server
Cell From remote agent  Yes Yes
InfiniBand Switch From remote agent  Yes Yes
Cisco Switch From remote agent  Yes Yes
KVM From remote agent Yes May not be required, if
X5 does not have KVM
OoMS Yes Upload http/https port -
usually 3872
Agent The OMS server(s) will

need to be able to
connect to the
Enterprise Manager
Cloud Control Agent
HTTP/HTTPS port on
each compute node.
The Agent port
defaults to 3872. If port
3872 is not available,
the next available port
starting from port 1830
is used.

Enable Support for IPv6 Environments

ORACLE

" Note:

Internet Protocol version 6 (IPv6) is the most recent version of the Internet
Protocol (IP), the communications protocol that provides an identification and
location system for computers on networks and routes traffic across the

Internet.
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To perform an Exadata Database Machine discovery on IPv6-based client or
management network, you must deploy agents on a host that supports dual stack
(IPV4 and IPV6).

If the compute node hosts are pure IPv6-based hosts, then deploy the agent on a
remote host that supports both IPV4 and IPV6 and perform "remote agent" based
discovery.

This agent deployment is needed for monitoring those components in Exadata
Database Machine that do not yet support IPV6 (for example, Infiniband Switch and
PDU. For more details, see IPv6 support status on Exadata Database Machine (Doc
ID 2056895.1), available in My Oracle Support.

Oracle SuperCluster Prerequisites

Table 2-2 shows the required versions of OneCommand and Config-O-Matic (COM)
supported by the Oracle SuperCluster hardware configurations.

Table 2-2 Oracle SuperCluster Prerequisites
|

Hardware Configuration OneCommand Version Config-O-Matic Version
M6-32 14.063 and later 1.6.4 and later

dat abasemachi ne. xn only

T5-8 14.042 and later 1.5.8 COM and later

dat abasemachi ne. xm

T5-8 n/a 1.5.4 COM and earlier
cat al og. xm (non-Java

OneCommand)

T4-4 n/a 1.1.6 COM and earlier

cat al og. xm only

Note: Because the T4-4
Oracle SuperCluster is at its
"end of life," this entry is only
for existing systems.

User Roles

To manage the Exadata Storage Server, you need to create roles and then assign
roles to administrators. Creating these roles restricts the privileges that each user has,
for example in deleting the plug-in or accessing reports. See Oracle Exadata Database
Machine Administration .

Install Oracle Management Agent

ORACLE

Enterprise Manager Exadata discovery supports the use of either management
network hostname or client network hostname for the compute nodes. When installing
the Oracle Management Agent on the compute nodes, you should use the same
hostname as used in Oracle Clusterware.

You can identify the hostname of the nodes in the cluster by running the ol snodes
command on one of the compute nodes. It is recommended that a fully qualified
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hostname, including the domain name, be used when specifying an Oracle
Management Agent hostname.

Oracle Management Agents need to be installed on each compute node and must not
be installed on any other Exadata Database Machine components. For physical
Exadata, the agents should be installed on each compute node. For virtual Exadata,
the agents should be installed on each domU (virtual machine), and not on the dom0
(hypervisor).

For information on installing agents refer to the Oracle Enterprise Manager Cloud
Control Online Documentation Library, Release 13.3 (Installing Oracle Management
Agents in Cloud Control Basic Installation Guide).

Manually Deploy Exadata and Related Plug-ins

The Exadata and related plug-ins are automatically deployed to the agent as part of
discovery.

You may need to manually deploy the Exadata and related plug-ins to the agents on
each of the compute nodes when upgrading an existing agent plug-in installation.
Deploy the Exadata, Systems Infrastructure, and for virtual Exadata the Virtual
Infrastructure plug-ins manually if an older version of the plug-in(s) has been deployed
to the agent already and you would like to upgrade to the latest version of the plug-
in(s) deployed on the OMS.

To determine if the Exadata, Systems Infrastructure, and Virtual Infrastructure plug-ins
are deployed on each compute node and what versions they are, you have two
options:

e From a terminal window, run the following command:

enct! |istplugins agent
# Note:
The entt| |istplugins agent command must be run on the compute
node using the entt| in the agent installation directory.

*  From Enterprise Manager Cloud Control, click the Setup menu (upper right
corner), Extensibility, and then Plug-ins.

To manually deploy the Exadata and related plug-ins:

1. From the Enterprise Manager home page, click the Setup menu (upper right
corner), Extensibility, and then Plug-ins.

2. On the Plug-ins page, select the plug-in of choice from the Name list.
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< Note:

Please check Exadata Storage Software Versions Supported by the
Oracle Enterprise Manager Exadata Plug-in (Doc ID 1626579.1) on My
Oracle Support for the latest supported plug-ins. Oracle recommends
that you deploy the latest version of the Exadata and related plug-ins to
the agent.

With the plug-in selected, click Deploy On, then Management Agent.

On the Deploy Plug-in on Management Agent pop-up, click Add. A search pop-up
will appear to allow you to search for targets to add. In the Target Type drop-down,
select Agent, then click Search.

Select a Target name from the results list and click Select. Repeat for each agent
target.

After you have added the agents, click Next on the Deploy Plug-in on
Management Agent screen to review and verify the agent information.

Click Deploy to deploy the plug-in to the agents.

Once the plug-in has been deployed to all agents, a confirmation screen will
appear. Click OK to dismiss the pop-up or Show Status to display the status of
the agent in the Enterprise Manager Deployment Activities screen.
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Exadata Database Machine Discovery

This chapter provides instructions for discovery of the Oracle Exadata Database
Machine through Enterprise Manager Cloud Control 13c.

The following sections describe how to discover the Exadata Database Machine and
other supported targets:

1. Discovering an Exadata Database Machine

2. Discover Oracle SuperCluster as an Exadata Database Machine

3. Discovering Grid Infrastructure and RAC

4. Switch from Using CellCLI to ExaCLI after Storage Server Locked Down

Discovering an Exadata Database Machine

This section describes various discovery flows that are supported in Enterprise
Manager 13c.

* Fresh Discovery of Exadata Database Machine Target
* Fresh Discovery of Exadata Database Machine on Supercluster Systems

» Convert Database Machine Targets with 12¢ Target Types to 13c

Fresh Discovery of Exadata Database Machine Target

This discovery flow shows the steps involved in discovering Database Machine
targets. This flow is the recommended option for discovering Database Machine
targets afresh.

An Exadata Database Machine can be deployed in a physical or virtual configuration.
Enterprise Manager supports both of these configurations. There are additional steps
required in order to discover a virtual Exadata Database Machine. These additional
steps are addressed inline as necessary.

Discovering the Oracle Virtual Platform

If discovering a virtual Exadata, the Oracle Virtual Platform target must be discovered
before discovering the Oracle Exadata Database Machine target. The steps below
detail the discovery of the Oracle Virtual Platform target.

1. From the Enterprise Manager home page, select the Setup menu (upper right
corner), Add Target, and then Add Targets Manually.

2. On the Add Targets Manually page, click Add Targets Using Guided Process.
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Figure 3-1 Add Targets Manually

Add Targets Manually

} Overview
Add Host Targets Add Non-Host Targets Add Non-Host Targets
Using Guided Process Using Declarative Process
/4
[\
|E Install Agent on Host &%, Add Using Guided Process /’ Add Target Declaratively

EE Install Agent Results

Add Host targets by installing an agent Run guided discovery on a hostto find Add targets by explicitly specifying
using remote installation process. View manageable targets. Choose to promote monitoring properties.
status of past Agent installations. some or all discovered targets to become

managed.

Under the Guided Discovery column, select Oracle Virtual Platform and click Add.

Figure 3-2 Select Oracle Virtual Platform

Add Using Guided Process
Guided Discovered Target
Discovery Types
Guided Discovery Discovered Target Types

Oracle Directory Server Enterprise Edition Oracle Directory Server Enterprise Edition Server, Dir...

Oracle Exadata Database Machine Oracle Exadata Database Machine, Oracle Engineer...
Oracle SuperCluster Oracle Exadata Storage Server, Systems Infrastructur...
Oracle Virtual Platform Oracle Virtual Platform
Private Cloud Appliance Systems Infrastructure Switch, Systems Infrastructur...
Standalone Oracle HTTP Server Oracle HTTP Server
Systems Infrastructure Cisco Switch Systems Infrastructure Cisco Switch
Systems Infrastructure POU Systems Infrastructure POU
Systems Infrastructure Rack Systems Infrastructure Rack

Add.. Cancel

m

On the Discover Oracle Virtual Platforms screen, do the following:

a. Select the agent installed on the first compute node domU (virtual machine) for

the Monitoring Agent and select any other compute node domU (virtual
machine) agent for the Failover Monitoring Agent.

b. Forthe Credential Properties, enter root as the username and provide the root

password.

c. Inthe Hostname and IP Address section, click on the Add button and type in
the fully qualified hostname for the domO servers (one per line) and click Add.

d. Click Submit.
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Figure 3-3 Discover Oracle Virtual Platforms

Discover Oracle Virtual Platforms Sutgm Cancel
Register Oracle Virual Flalforms with Enterprise Manager. Target credentials andior monitoring agent can be specified for each largel. I set. thes e overide the defaults for that farget.

4 Defautt Monitoring Agent and Credentials
Specity the defaut Monitoring Agent and Credentials for the Oracle Virtual Plalfarms to be discovered

itoring Ageat  hast3vmil example ¢ O
worng Agent  hostdvn01 example.c O,
Metric Execution Timeout (seconds) w O

Privileged User @) Ves

Credential Type
Credential Properties
“username  ogt
LT R——

Run Piiviege  None =l

4 Hostname and IP Address

Specify he hostnams of [P address for ths Oracls UM ssrvers hatnsed to be discoversd

HostlP Address Agent & Credentials Monitoring Agent Metric Execution Timeout seconds) Username
hoet3 example.com Detautt

hostd example.com Dafault

» Giobal Target Properties (Optional)

After the discovery of the Oracle Virtual Platform target is complete, follow the
steps in the next section to discover the Oracle Exadata Database Machine target.

Discovering the Oracle Exadata Database Machine

ORACLE

From the Enterprise Manager home page, select the Setup menu (upper right
corner), Add Target, and then Add Targets Manually.

On the Add Targets Manually page, click Add Targets Using Guided Process.

Figure 3-4 Add Targets Manually

Add Targets Manually

p Overview
Add Host Targets Add Non-Host Targets Add Non-Host Targets
Using Guided Process Using Declarative Process
4
I N
|E Install Agent on Host &%, Add Using Guided Process /’ Add Target Declaratively

EE Install Agent Results

Add Host targets by installing an agent Run guided discovery on a hostto find Add targets by explicitly specifying
using remote installation process. View manageable targets. Choose to promote monitoring properties.
status of past Agentinstallations. some or all discovered targets to become

managed.

From the Add Using Guided Process window, select Oracle Exadata Database
Machine from the list and click Add.
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Figure 3-5 Add Using Guided Process: Add Oracle Exadata Database
Machine

Add Using Guided Process

Guided
Discovery

Guided Discovery

Qracle Bl Suite EE

Cracle Big Data Appliance

CQracle Cluster and High Availability Service
Oracle Coherence

COracle Compute Site

Cracle Database, Listener and Automatic Storage Manage....

Cracle Directory Server Enterprise Edition

Oracle Exadata Database Machine

COracle Fusion Middleware/éWeblLogic Domain %
Oracle GlassFish Domain

COracle SuperCluster

Oracle Virtual Platform

Private Cloud Appliance

Discovered Target
Types

Discovered Target Types

Oracle Bl Analytics Server (10g), Oracle Bl Cluster C...
Big Data Appliance, Hadoop Cluster, Hadoop Datal...
Cluster, Oracle High Availability Service

Oracle Coherence Cluster, Oracle Coherence Cache. ..
Oracle Compute Cluster, Oracle Compute Site, Oracl...
Database Instance, Listener, Pluggable Database, C. ..
COracle Directory Server Enterprise Edition Server, Dir....
Oracle Exadata Database Machine, Oracle Engineer...
Oracle WeblLogic Domain

Oracle GlassFish Domain

Oracle Exadata Storage Server, Systems Infrastructur...
Oracle Virtual Platform

Systems Infrastructure Switch, Systems Infrastructur...

m

On the Oracle Exadata Database Machine Discovery page, the following two
options are presented. This document details the steps for discovering a new
Exadata Database machine and components:

Discover a new Database Machine and its hardware components as targets.
The table will update to show the target types and the credentials required for

discovery.

Discover newly added hardware components in an existing Database Machine
as targets. Select a Database Machine from the drop-down menu. The table
will update to show the target types and the credentials required for discovery

Figure 3-6 Oracle Exadata Database Machine Discovery

Oracle Exadata Database Machine Discovery

Pags Refresnad Oct 16, 2018 4:42:11 PM £DT 4)

This process allows you to add hardware components (such as Oracle Exadata Storage Servers, Infiniband Switches, Ethemet Switches, KVM, PDUs and Racks) in the Oracle Exadata Database
Machine as managed targets. Compute Nodes should have been added as Server targets already and will be added as members of the Database Machine System target after this discovery
process. Monitoring of the compute node servers through their ILOM will also be enabled as part of the discovery process.

Select one of the following tasks

@ Discover a new Database Machine and its hardware components as targets

) Discover newly added hardware components in an existing Database Machine as targets

Credentials required for 13C target discovery

Target Type

Host

Qracle Exadata Storage Server
Systems Infrastructure CISCO Switch
Systems Infrastructure Infiniband Switch
Systems Infrastructure PDU

Systems Infrastructure Server

Credentials

Agent Host User Credentials

Exadata Storage Server Administrator C

, Menitoring C ials, SNMP Credentials

Cisco Switch 10S Credentials, SNMP Credentials

ILOM SSH Administration Credentials, ILOM SSH Monitoring Credentials, SNMP Credentials

SNMP C HTTP

Discovgr Targets = Cancel

Credentials, Agent Host User Credentials

ILOM S5H Monitoring Credentials, Agent Host User Credentials, Compute Node Server Administrator Credentials, SNMP

Click Discover Targets. The Exadata Discovery Wizard begins.
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On the Discovery Inputs page, enter the following information:
* For the Discovery Agents section:

— Agent URL: Select an agent deployed on a physical compute node or if
virtual Exadata on a domU (virtual machine) compute node. Click the
search icon to select from available URLs.

e For the Schematic Files section:

— Once you have specified the Agent URL, a new row (hostname and
schematic file information) is automatically added. The default schematic
file, databasemachine.xml, describes the hardware components of the
Exadata Database Machine.

— Click Set Credential to set the credentials for the host.
— Check and modify if necessary the schematic file location.

— Select the schematic file name from drop-down menu.

# Note:

You only need to customize the Schematic file location if one of the
following is true:

— The Schematic file is not in the default location.
— The Database Machine contains a Storage Expansion Rack.

— The hardware components are specified in multiple schematic
files.

Figure 3-7 Database Machine Discovery: Discovery Inputs

Oracle Exadata Database Machine Discovery
®

Discovery Inputs Infiniband Discovery
Database Machine Discovery: Discovery Inputs Step 10f7 Ney | cancel
Discovery Agent

[] Use remote agent for discovery and menitoring

* Agent URL https:#host3vm01 example com:3872femd/ma
Schematic Files
The hardware components will be dynamically discoverad based on your environment and the default schematic file

You enly need to customize the Schemnatic file location if one of the following is true:
[7] The Schematicfile is not at the default location (/opt/oracle. Support /database ml on the agent compute node)

[ The Database Machine contains a Storage Expansion Rack (exadatabasemachine.xmi).

| The hardware components are specified in multiple schematic files. (Only needed when an older version of Oracle Exadata Deployment Assistant is used to configure the environment.)

b Customize Schematic File Locations

Click Next.

The InfiniBand Discovery page looks different depending on whether the Exadata
has been identified as having an InfiniBand (IB) or RDMA over Converged
Ethernet (RoCE) storage network. Screenshots and the details for each option are
shown below.

If this is an IB Exadata, the following information is required,
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* IB Switch Host Name: The host name for one of the IB switches for the

Exadata. The IB Switch hostname is usually pre-populated.

* InfiniBand Switch ILOM host credential: The root user name and password

for the InfiniBand switch ILOM host.
Click Next.

Figure 3-8 Database Machine Discovery: InfiniBand Discovery

Oracle Exadata Database Machine Discovery
®

Discovery Inputs Infiniband Discovery Prerequisite Check
Database Machine Discovery: Infiniband Discovery Back Step20f7 MNext Cancel

Infiniband Discovery

Enter the host name of one of the Infiniband switches in this Database Machine and specify the ILOM credentials on that Infiniband switch.

* Infiniband Switch Host Name  hostsw-iba0

Infiniband Switch ILOM Credential

Credential Named @ MNew
“Usemame oot

= Password ssssssss

[0 save as

Test Connection

If this is a ROCE Exadata, no credentials are required at this point in the discovery
flow. The InfiniBand Discovery page will display a message that the Database
Machine to be discovered contains RoCE switches and no additional inputs are
needed.

Figure 3-9 Database Machine Discovery: InfiniBand Discovery (RoCE)

Oracle Exadata Database Machine Discovery

Click Next.

# Note:

If this is a RoCE Exadata, but the form displayed requests InfiniBand
information as depicted in Figure 3-8a, it likely means there was an
issue accessing the databasemachine.xml file specified in the previous
step. Navigate back and correct this issue. Ensure the proper location
and credentials are specified for the databasemachine.xml file and that
the file exists.

On the Prerequisite Check page, Enterprise Manager will try to discover hardware
components dynamically based on your environment. If any critical issues are
encountered, then you can click Back to resolve them. Enterprise Manager will
show the problem and its severity (Info, Warning, or Critical).

Any warning issues or informational messages may also be displayed. These do
not interfere with the discovery process.
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Figure 3-10 Database Machine Discovery: Prerequisite Check

Oracle Exadata Database Machine Discovery
> s [
Discovery Inputs Infiniband Discovery  Prerequisite Check Compenents

Database Machine Discovery: Prerequisite Check Retry ¥  Back Step30f7 uw Cancel

Prerequisite Check

Exadata discovery will try to discover hardware ically based on your If you are facing problems. with dynamic discovery, you can opt for static discavery which wil look
up targels based on components defined in schematic fies{schematic files required to be up-to-date).

" No critical issues found during discovery prereq checks. You can procesd further.

# Warnings/Information

Click Next.

On the Components page, the components below are pre-selected. You can
deselect any unwanted component. Components include, but are not limited to,
the following:

e Compute Node: Select the hosts that are compute nodes in the
OracleExadata Database Machine.

e Oracle Exadata Storage Server: Select the Oracle Exadata Storage Servers
that are part of this Oracle Exadata Database Machine target.

- InfiniBand Switch: Displayed if this is an IB Exadata. Select the InfiniBand
Switches that are part of the Oracle Exadata Database Machine. These also
will be added as managed targets.

e Ethernet Switch: Select the Ethernet switches that are part of the Oracle
Exadata Database Machine. If this is an IB Exadata, select the admin switch. If
this is a ROCE Exadata, select the admin and RoCE switches. The Ethernet
switches will be added as managed targets.

e Compute Node ILOM: Select the Integrated Lights Out Managers (ILOMs) of
the compute nodes that are part of this Oracle Exadata Database Machine.
These ILOMs will be added as managed targets.

# Note:

A partitioned rack can list other components that should be deselected
manually (for example, compute nodes).
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Figure 3-11 Database Machine Discovery: Components

Oracle Exadata Database Machine Discovery
O O O [ ]

Discovery Inputs Infiniband Discovery Prerequisite Check Components Monitoring Agents

Database Machine Discovery: Components # SetTarget Properties = Back Step4of7 Ne[¢ | Canc

Below are the new components that are discovered by examining the network topology and configuration files. Select the different types of components that are part of Database Machine. Note
that all components are pre-selected by default the first time you visit the page.

Compute Nodes/Servers

Selectthe servers that are Compute Nodes in the Oracle Exadata Database Machine. These servers must be added as managed targets before the Oracle Exadata Database Machine target
creation can proceed. Monitoring of the selected Compute Node Servers through their ILOM will also be enabled as part of the discovery process.

Server Name
host1vm01 example com
host2vm01 example.com

hostavm01.example.com

hostdvm01 example com

Oracle Exadata Storage Server

Selectthe Oracle Exadata Storage Servers that are part of this Oracle Exadata Database Machine target.

Exadata Storage Server Name Management IP
celadm01.example.com 10.110.101
celadm02.example.com 10.110.10.2
celadm03 . example_.com 10.110.10.3
celadm04.example.com 10.110.10.4

Infiniband Switch
Selectthe Infiniband switches that are part of this Oracle Exadata Database Machine target If this DB Machine is partitioned or this is 3 SuperCluster, you should select all Infiniband swiiches

in this DB Machine or SuperCluster when you discover the first DB Machine farget All subsequent DB Machine targets will share the same set of Infiniband switch targets
Infiniband Switch Name

hostsw-iba0.example.com
hostsw-ibb0.example com
hostsw-ibs0.example.com

Ethernet Switch

Selectthe Ethermnet switches that are part of this Oracle Exadata Database Machine targat.

Click Next.

On the Monitoring Agents page, select an agent for the Monitoring Agent, and then
one for the Backup Monitoring Agent from the drop-down selection.

< Note:

A Warning will be thrown if only one agent is used as monitoring and
backup agents. Click Select Agents to add more agents, if available.
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Figure 3-12 Database Machine Discovery: Monitoring Agents

Database Machine Discovery: Monitoring Agents Back Step50f7 Next Cancel
DB Machine guided discovery has automatically assigned agents to your targets. You can choose to override the assigned monitoring agents. Click Select Agents and then select the
monitoring and backup agents from the lists below. Click Resetto return all targets to autemalic assignments. When you are satisfied with your agent selection, click Next o continue.

Select Agents Reset
Target Name Monitoring Agent Backup Monitoring Agent
DB Machine dbm01 example com https:/fhost3vm01_example.com:3872/emd/main/ B https:/hostdvm01 Examp—\s,com,aa?zﬂemﬂtma\m‘E|
Exadata Storage Server Name Monitoring Agent Backup Monitoring Agent
celadm02.example.com hitps:#fhostavm01 _eyample_cDmﬂE?Zsmd/mamfB hitps:#hostavm01_example. com,:«\B?Qlemn/ma\mB 17
celadm3 example com hitps:#hostavm01 example com 3B?2f5md/mamf|] hitps:/host4vm01.example.com:3 'E|
celadm04.example.com hitps:/host3vm01.example com:3872/emd/main/ B hitps:/fhostavm01.example. com:3372ﬂemnimawE|
Infiniband Switch Name Meonitoring Agent Backup Monitoring Agent
hostsw-iba0 example com hitps:/fhost3vm01.example.com:3872/emd/main/ B hitps:/fhost4vm01 example. cnm,3B72ledemamFE|
hostsw-ibb0.example.com hitps:/fhostavm01_example. com:3572femd/mamﬂ|3 hitps:/fhesi4vm01.exampl m: 3 E|
hostsw-ibs0 example.com hitps:/fhost3vm01.example com:3872/emd/main/ B hitps #/host4vm01.example.com:3872femd/main/ E|
Ethernet Switch Name Monitoring Agent Backup Monitoring Agent
hostsw-adm0.example.com https:ifhostavm01 examp\e.com:as?zﬁemdfmamlB hittps:/fhost4vm1 example com:3872/emd/main/ EI

Compute Node Server ILOM

N Monitoring Agent Backup Monitoring Agent

Click Next.

10. On the Credentials page, set the credentials for all components within the Exadata
Database Machine (for example, the Storage Server, PDU, InfiniBand Switch, and
so forth). Click Set Credential to set the credential for the component. If the users
and passwords are the same for all components of the type, choose Same for all
and enter the user and password combination.

e Depending on the component, you may need to provide additional information.
For example, in the Exadata Storage Server Credentials window, you must
enter the SNMP Credentials as well as the monitoring Credentials.

e The recommended monitoring mechanism for the Oracle Exadata Storage
Servers is RESTful API. For details on how to create the necessary ExaCLlI
user, refer to Creating Users for Use with ExaCLlI in the Oracle Exadata
Database Machine Maintenance Guide.

e The recommendation for SNMP subscriptions is to use SNMP v3 for all
subscriptions. For IPv6 environments, only SNMPV3 credentials are
supported.

e The SNMP community string is like a password. It is sent along with each
SNMP Get-Request, and allows or denies access to the device. Please check
with your network administrator to get the appropriate community string details
for your environment.

The table below provides sample guidance on the recommended values for the
credentials.
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Table 3-1 Credential Details

Chapter 3

Discovering an Exadata Database Machine

Component Credential Monitoring SNMP Notes
Mechanism Subscription
Agent oracle (or the
user who owns
the agent
installation)
Oracle Exadata celladministrator RESTful API SNMP V3
Storage Server
Infiniband Switch ilom-admin SNMP V3 This component
will not be
present when
discovering
RoCE based
systems
Compute Node  root SNMP V3
Server ILOM
PDU admin SNMP V3 .
Ethernet Switch admin SNMP V3 In a RoCE

based system,
these credentials
will be used for
the Management
switch discovery
as well as the
RoCE switch
discovery. If the
passwords are
different
between the
Management
and RoCE
switches,
passwords can
be specified by
switch.
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Figure 3-13 Database Machine Discovery: Credentials

Oracle Exadata Database Machine Discovery

(@] O O O 9] [}
Discovery Inputs Infiniband Discovery Prerequisite Check Components Monttoring Agents Credentials Review
Database Machine Discovery: Credentials Back Stepfof7 Next Cancel
Agent Compute Node Server ILOM
Specify the agent host users and passwords for all agents. The agent users and passwords are Specify credentials for all the Compute Node Server Integrated Lights Out Managers (ILOM). They will
needed to set up SSH user equivalence between the agents and the Exadata Storage Server targets. be saved in Enterprise Manager as monitoring credentials.
monitored by the agents and to configure the targets. They will not be saved in Enterprise Manager

unless you save them as named credentials. SetCredential w

Set Credential v

ILOM Name *Credential
Agent URL *Credential host3-ilom example.com rOOL=*=, root/****== y3y
hitps:/fhost3vm01.example.com:3372/emd/main/ oracle/ hostd-ilom example.com rOOL™"*", root/™*=, v3u
hitps:#host4vm01.example.com:3872/emd/main/ aracle/= Eou

Orac|e Exada'ﬂ storage sewer Specify the HTTP credentials and SNMP credentials for all POUs. They will be saved in Enterprise
Manager as monitoring credentials.

Specify the Exadata Storage Server montoring mechanism and cradentials for all Exadata Storage §
By Set Credential ¥

Set Credential ¥ PDU Name

*Credential
itoris pdual example com admin/™=*, y3user/===
Exadata Storage Server Name x°":"","“ “Credential
SELELEL pdub0.example.com SAMINST, Y3user
celadm02.example.com RESTful API celadministrator/***** v...
celadmD3.example.com RESTHul APl celadministrator/==**, .. Ethernet Switch
celadm04.example.com RESTful AP celadministrator/ ™= v_..

Specify the Cisco 10S and SNMP credentials for all the Ethernet switches. They will be saved in
Enterprise Manager as monitoring credentials.

Infiniband Switch ST
Specify the Integrated Lights Out Manager (ILOM) credentials and SHIP credentials for all Infiniband
switches. They will be saved in Enterprise Manager as monitoring credentials and preferred
credentials for administration tasks.

Ethernet Switch Name *Credential

hostsw-adm0 example.com admin/**==**, v3user/*==*
Set Credential ¥

Infiniband Switch Name *Credential

hostsw-ibal.example.com iom-admin/=**, v3user/*
hostsw-ibb0.example.com ilom-admin/=***** v3user/*

hostsw-ibs0_example.com ilom-admin/=**+*, y3useri*...

Click Next.

On the Review page, verify each section is correct. The following figure shows an
example of an accurate review.

Figure 3-14 Database Machine Discovery: Review

Oracle Exadata Database Machine Discovery
(9] O (9] O (9] (9}

Discovery Inputs Infiniband Discovery ~ Prerequisite Check

Components Wonitoring Agents Credentials Review
Database Machine Discovery: Review Back Step7of7 Next shumn Cancel
Verify the following information. You can click Back to revise the inputs or click Submit to complete the discovery process. =

System Target

The folowing system targets will be added in Enterprise Manager. You can keep the pre-filed system target names or specify your own system target names. If you choose to use your own system target
names, make sure that 1) the System target names are unique in Enterprise Manager and 2) you use similar target names for the systems so that you can easily identify systems that ars in the same DB
Machine.

Target Name

Target Type Monitoring Agent Backup Monitoring Agent
DB Machine dbm01_example com Oracle Exadata Database Machine hitps:/fhost3vm01 example com 387 2/emdimain/ hitps #host4vm01.example.com:3872/emd/main/
Exadata Grid dbm01.example.com Oracle Exadata Storage Server Grid  Agent not needed for repository target Agent not needed for repository target E
Rack

The following racks wil be added as members of the Database Machine target.
Target Name

DB Machine dbm01 Rack (none)

Compute Nodes/Servers

The folowing compute nodes will be added as members of the Exadata Database Machine target
Server Name ILOM Hame

Meonitoring Agent Backup Monitoring Agent
hast3vm01.example com host3-ilom example com hitps:/fhost3vmO1.example.com:387 2/femd/main/ hitps:/fhost4vm01.example.com:387 2femdimain/
host4vm01 example com hestd-ilom.example.com hitps:#host3vm01.example.com:3872/emd/main/ hitps:#host4vm01 example com 387 2/emd/main/

Oracle Exadata Storage Server

The folowing Exadata Storage Servers wil be added as members of the Database Machine target.
SNMP will be set up automatically on Exadata Sterage Servers.
Exadata Storage Server N\ame Management IP

Monitoring Agent Backup Monitoring Agent

celadm02 example.com 10.110.10.2 hitps:/fhostavm01.example.com:387 2/emd/main/ hitps:/fhestdvm01.example.com:3872femd/main/
celadm03 example com 10.110.10.3 https:#host3vm01.example.com:3872/emd/imain/ hitps://host4vm01.example.com:3872femd/main/
celadm04.example.com 10.110.10.4 hitps:/ihost3vm01 example com:3872/emdimain/ hitps:/host4vm01 example.com:3872/emd/main/
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Click Submit.

12. After the Database Machine components are discovered, a Target Creation
Summary page displays to show all discovered targets and components. If there
are any errors, the Status column will display a red flag. Place your cursor over the
flag for a pop-up window for additional information about the error.

Fresh Discovery of Exadata Database Machine on Supercluster

Systems

You can use the Exadata plug-in to discover and monitor an Oracle SuperCluster
system.

You can monitor only the Database and Exadata components of the Oracle
SuperCluster installed on LDOM and Zones. To monitor specific LDOM or
virtualization configurations at the operating system level, please use Oracle
Enterprise Systems Infrastructure Plugin 13c.

The Supercluster discovery wizard provided by “Systems Infrastructure Plug-in” is
mainly responsible for discovery of the Supercluster Hardware targets including ZFS
server (For details please refer supercluster discovery document from emsi plugin). It
is recommended that the users should go through this flow first and then perform the
Exadata Database Machine Discovery.

You can use the Exadata plug-in to discover and monitor an Oracle SuperCluster
system. You can monitor only the Database and Exadata components of the Oracle
SuperCluster installed on LDOM and Zones. To monitor specific LDOM or
virtualization configurations at the operating system level, please use Oracle
Enterprise Manager Ops Center 12c.

See Discover Oracle SuperCluster as an Exadata Database Machine.

Convert Database Machine Targets with 12¢ Target Types to 13c

ORACLE

To convert an Exadata Database Machine discovered by Enterprise Manager 12c¢ or
by Enterprise Manager 13c with 12c¢ target types to be monitored by Enterprise
Manager 13c:

1. From the Database Machine menu, select Convert 12c Member Targets.
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Figure 3-15 Convert 12c Member Target Menu

x Database Machine v

Home

& Openthe home page in a new window.

Monitoring k
Diagnostics L
Contral L
Job Activity

Information Publisher Reports
Members L4
Resource Utilization L
Monitoring Agents

Convert 12c Member Targets

Software Update

Caonfiguration L
Compliance L
Target Setup L
Target Sitemap

Target Information

2. Select a Conversion Option.

» (Default) Delete 12c targets and their historical data. This option halts all
monitoring of legacy targets and deletes the historical data. This options
allows for a clean start for all Enterprise Manager 13c target monitoring.

e Retain 12c targets and their historical data. This option preserves the historical
data for legacy targets.
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Figure 3-16 Database Machine Conversion: Conversion Option

# DB Machine MyExadata.example.com @
@

Conversion Option Credentisls

Database Machine Conversion: Conversion Option jk Step1cf3 Next

Database Machine
Databzse Machine DB Machine kiyExadata examplz.cam [%
@ Helain 12c targsts for viewing histoncal data only

115 is the recommended option, since you will be able access histoncal metnic data for the comverted tamgets

7 Delets 12c targets and their historica) data

Choase this aption, if you want to completaly stap monitonng the leqacy targets, and don't have 3 need to access histonical data

Required Credentials

Pleasa obiain the following credentials that are needed az part of the comversion pracess. before continuing.

12c Target Type Required Credentials

Dracle Engineerad System Cisco Switch Cisco OS5 Credentials, SNMP Cradentials

Dracle Engineerad System PDU HTTP Monitaring Credentials, SNMP Credentials

Oracle Infiniband Switch ILOM Monitoring Cradentials.|LOM Administrator Cradentials, SNMP Credentials
Oracle Server SHMP Credentials

Once you have selected a conversion option, click Next.

3. Set the Credentials. For the conversion, you must set the credentials for the
Exadata Database Machine components to be converted. These are a subset of
the components that comprise the Exadata. For further details on recommended
settings, see the table Table 3-1 and the related details in the corresponding step
in Discovering the Oracle Exadata Database Machine.

Figure 3-17 Database Machine Conversion: Credentials

4t DB Machine MyExadala.example.com ®

@ ]
Canversion Ogtion Credentials Heview
Database Machine Conversion: Credentials Back St=pZof3 Mext
Infiniband Switch Compute Node Server ILOM

nd SHMP V3 Specify credentials for all the Compute Node Sarver integrated Lights Out Managers (ILOM). They will
dentialz and preferred  be saved in EM as monitonng credentials

Specify the Integrated Lights Qut Manager {ILUN) user names and passwords
credsrtials for all Infiniband switchas. They be saved in EM as monitoring ¢
credsntials for administration tasks

Set Credential w
Set Credential W

ILOM Name Credential
Infiniband Swit,f;bNmn Credential i
ilom 1 ewample.com Mot Awailable
Infini B and-switch gxarm ple. com Mot Availabla
ilom2 example.com Mot Available
Imiini B and-switeh2.2earm ple. com Mot Awailable
Invini B and-zwiteh 3.a:am ple. com Mot Available PDU
R Specify the HTTP user names and passwords and SMMP viA3 credentizls for all POU. They will be
Ethernet Switch saved in EM as monitoring credertials
Specify the Cisca 105 and SNMF W3 credentials for all the Ethemnzt switches. Thay will be saved in Set Credential =

EM a5 muanitoring credentials
PDU Name Credential
Set Credential w
pdul excarmple com Mot Awailable

Ethernet Switch Name Credential i
pdu example.cam Mot Awailable
Ethermet] Mot Available

Ethemezi2 Mot Available
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Once you have set the credentials, the Credentials page will update to show the
credentials set for all components to be converted. Click Next.

Review the components to be converted in the following three sections.

Summary: This section summarizes the number of targets to be converted
and if any targets will have additional monitoring information available to you
after the conversion.

Targets to be Converted: This table shows all Enterprise Manager 12c
targets to be converted to 13c target types for monitoring by Enterprise
Manager 13c and provides the new target name information.

Targets Not Impacted by Conversion: All components of the Exadata
Database Machine do not need to be converted to be monitored by Enterprise
Manager 13c. This list identifies those components that to not need to be
converted. These components are already monitored by Enterprise Manager

13c using 13c target types.

Canversion Dption

4 Summary
RS 1w Targets wi

* 2 Targets wll haw

12¢ Target Name

Ethemat!

Ethemat?
ilomt.example. com
ilnm example com
Pl example.cam
peluZ gxamp le.cam
ib-ewitch! axampla.com
ib-ewitch Zexampla.com

Ib-sveiich Jexample.cam

Cradentials

4 Targets to be Converted

¥ DB Machine MyExadata.example.com @

Review

Database Machine Conversion: Review

dditional monitoring mechanicm

® |E Metwork ib-network esample com will be manitared as |8 Fabric

126 Target Type

Cracl
Cral
Oracl
Cial
Oracl
Cial
Orac!
Cracl

Cragl

& Engineerad System Ciaco

& Engineered System Cisco ...

o Engineered System ILOM 5
e Engineered System ILOM 5
o Enginesred System PDU

e Engineered System PDU

& Infiniband Switch

& Infiniband Switc

& Infiniand Switch

» Targets Not Impacted by Conversion

New Target Name

Ethamet!

Ethamet?
ilom.exammple.com
ilom2 exammple com
pdulaxemplacom
pduZexample.com
ib-gwitch axampla. com
ikgwitch2.example. com

I-switch3.example.com

New Target Type

Systems Infrastcture Switch
Systems
Systems
Systems
Systems
Systems
Systems
Systems

Systemé

tructure Switch

ure Serve
tructure Serve
ucture POU
ture POU

ucture Switch

ure Switc

tructure Switch

Back Step3af3 Submit
Delete Target
armer comments

Conversion

o

Mo

Mo 5 Staring 13c, the ILOM will not be a separate target. It will be monitored as part of tha

Mo Staring 13c. the ILOM will not be a separate targat. It will be monitored as parl o

ORACLE

5.

Click Submit to begin the conversion.

A Processing pop-up window will appear which shows you the status of the
conversion and a summary of the success or failure of the components to be
converted.

Do not close this window until the processing is complete!
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Figure 3-19 Processing Targets

(9 Processing

Converting Targets - In Progress.

0% 100%

4 Hide

Step 1: Prerequisite check
Done
Step 2: Converting targets
Attempt to convert 9 targets now._.
Converting 12c target (Oracle Engineered System Cisco Switch) to 13c target
Target Creation: Failed
Reason: |dentifier not set in parent entity slcc15sw-adm

Converting 12c target (Oracle Engineered System Cisco Switch) to 13c target [=
4 I k

# This operation cannot be cancelled. Closing the browser window may cause the process to fail.

[[] Close this dialog when process completes

You can select the option to close the window after the processing is complete, or
click Done.

6. Once processing is complete, a Conversion Results page provides a summary of
the components converted and details of each component that succeeded or failed
to be converted:

Figure 3-20 Database Machine Conversion: Conversion Result

DB Machine MyExadataexample.com Conversion Result

4 Summary
« Numbar of targets that have been converted successiully: 6
= Mumber of {zrgets that failed {o convert 3
= 2 Targets will have additional monitaring mechanism

= |8 Metwork 1b-network.example.com wall be monitored a5 B Fabno.

» Launch New Database Machine Home Fags

Recommendations: Launch the corversion Ul again to fix the comversion emor

Camvert Remaining 12c Targets

4 Details
Conversion  1u: target Name 12¢ Target Type New Target Name =t Dale::t::rqﬂ Comments
L Type Conversion
@ Ethamet] Ohraclz Engineer Ethernet] Systzms Infrastr Mo Target Creation: Failed Reason: [dentifier not set|
<] Ethernet? Qracla Enginaer Ethernet? Systams Infrastr... Mo Target Creation: Failed Reason: Identifier not set
L4 ilom1 example.com Oraclz Enginzer ilom1 exemple.com Syatems Infrastr Mo Caorversion succeeded
o a2 eecam pheucarm Chracle Enginzer iloin 2exampla.corm Systems Infrastr... Mo Corversion succesded.
[ ] prul axampls com Cracle Enginzer pelul example com Systems Infrastr Mo Target Creation: Failed Reason: Identifier not set
o pouexampls.com (hacle Enanser priul.exampl e .com Systems Infrastr... Mo Corversion succeeded.
L4 ib-aswitch exampl & com Cracle Infiniband i-awitch] example.com Systems Infrastr Mo Comversion succeeded
« ib-switzh2 2xample.com Oracle Infiniband ib-switch? example . com Syatems Infrastr Mo Caorversion succeeded

ORACLE
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From this page, click Convert Remaining 12c Targets to repeat the conversion
process for those components that failed to be converted. Click Launch New
Database Machine Home Page to view the updated home page with all
converted components monitored by Enterprise Manager 13c.

Discover Oracle SuperCluster as an Exadata Database

Machine

ORACLE

To discover the Oracle SuperCluster as an Exadata Database Machine:

1.

See Discovering and Promoting Oracle Solaris Zones in Oracle® Enterprise
Manager Cloud Control Administrator's Guide for completing the prerequisite of
pushing the agent to the control domain and zones.

Open a Service Request (SR) and upload the following files from your first 11gR2
LDOM:

/opt/oracl e. Support Tool s/ oneconmand/ oneconmand. par ans
[ opt/oracl e. Support Tool s/ oneconmand/ conf i g. dat

" Note:

Make a backup of your / opt/ or acl e. Support Tool s/ onecommand
directory as you will overwrite it with the new configurations.

Oracle Support will provide you the file(s) generated based on the information
provided in your configuration files. Copy all files into your / opt /
oracl e. Support Tool s/ onecommand directory.

Ensure that READ permissions are open for all files in this directory as well as in
the / opt/ or acl e. Support Tool s/ emdirectory. The agent must be able to read
these files during discovery.

Run Self Update from Enterprise Manager to download the Solaris SPARC agent
software on the OMS. Apply that download to the OMS to make it available for
deployment:

a. From Enterprise Manager, click Setup, then Extensibility, and finally Self
Update. Click Agent Software.

b. Select Oracle Solaris on SPARC (64-bit).
c. If the status is Available, then click Download from the Actions menu.

d. Once downloaded, you must Apply it to the OMS from the same Self Update
page.

For more details on Self Update in Online or Offline mode, see Updating Cloud
Control in Oracle® Enterprise Manager Cloud Control Administrator's Guide.

Install an agent on each of the Database nodes of the Oracle SuperCluster:

a. From Enterprise Manager, select Setup, then Add Target, and finally Add
Targets Manually.

b. Select Add Host Targets (selected by default) and click Add Host.

3-17



Chapter 3
Discovering Grid Infrastructure and RAC

c. Continue with the installation wizard and ensure that you run r oot . sh on each
node once installation is completed.

7. Configure the database nodes for Database Machine discovery.

This step is needed to set descriptions of each DB node by updating the DB node
IP address, Host Channel Adapter ID, and management hostname in the
InfiniBand configurations using set _nodedesc. sh. Enterprise Manager Agents look
for this information when discovering the Database Machine.

Run:

# ibnetdiscover | grep your_db_nodes

If no output is not returned, then run the following command to set the node
descriptions from all database nodes:

# Ibin/ib_set_node_desc_ssc.sh

8. Discover Exadata Database Machine from Enterprise Manager using Manual
Discovery wizard. This discovery process is the same as any other Exadata DBM
target. See Discovering an Exadata Database Machine.

9. Discover the HA RAC Cluster and the cluster databases and configure each target
as usual.

Discovering Grid Infrastructure and RAC

The process for discovering Grid Infrastructure (Cluster) and Real Application Cluster
(RAC) related targets including Oracle High Availability Service and Cluster targets as
well as ASM, database, listener, and related targets on Exadata is the same as on
other platforms. See Discovering and Adding Database Targets in the Oracle
Enterprise Manager Cloud Control Administrator's Guide for more information.

Switch from Using CellCLI to ExaCLI after Storage Server
Locked Down

ORACLE

You can at any time lock down an Exadata Storage Server and switch to ExaCLI for
monitoring/administration (See Exadata Storage Server User Guide to know more
about ExaCLI). From the Exadata Storage Server menu, select Target Setup, then
select Monitoring Configuration, as shown in Figure 3-21:
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Figure 3-21 Monitoring Credentials Menu Item

“= Exadata Storage Server v

Home

& Openthe home page in a new window.
Monitoring b
Diagnostics »

Infarmation Publisher Reports

Performance

Administration L4

Configuration L

Compliance L

Target Setup » Monitoring Configuration I} f
Target Sitemap Administrator Access

Target Information Remove Target...

Add to Group...

Properies

On the Monitoring Configuration page, set the Support ExaCLlI value to 1 (the default
is 0), as shown in Figure 3-22, and click OK.

Figure 3-22 Monitoring Configuration: Set to Monitor Using ExaCLlI

Monitoring Configuration OK | Cancel
* Cell Hame storage-semverl
ILOMIP Address 10.20.30.44
ILOM SHNMP Port (Default: 161) 161
S Management IP Address 10.20.30.55
SNMP Engine ID  =SMMP Engine ID=

Support ExaCLl (Default: 0) 1

Monitoring

Oracle has automatically enabled monitoring for this target's availability and performance, so no further monitoring
configuration is necessary. You can edit the metric thresholds from the target's homepage.
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Post-Discovery Configuration and
Verification

Once the Oracle Exadata Database Machine has been discovered through Enterprise
Manager Cloud Control 13c, you must complete post-discovery configuration on the
following targets:

*  Verify SNMP Subscription of the Oracle Management Agent to Exadata Storage
Server

*  Configure and Verify SNMP for InfiniBand Switch Targets

*  Configure the Compute Node ILOM SNMP for Enterprise Manager Monitoring
» Set Up SNMP for Cisco Ethernet Switch Targets

*  Set Up SNMP for Power Distribution Unit (PDU) Targets

» Accessing Oracle Support Workbench for Exadata Storage Server

* Oracle Exadata Database Machine Dashboard Creation

" Note:

You must remove the SNMP notification on the cell, InfiniBand switch, ILOM,
Cisco switch, and PDU manually if you remove these targets from
Enterprise Manager.

Starting with Exadata plug-in Release 12.1.0.3.0, when the Exadata
Database Machine target is deleted through Enterprise Manager Cloud
Control, there is an option to remove the SNMP notification from the cells
and InfiniBand switches.

Verify SNMP Subscription of the Oracle Management Agent
to Exadata Storage Server

Exadata Storage Server SNMP configuration is performed using the cel | cl i
command and can be run in batch using dcl i from a compute node.
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< Note:

* During the discovery process, you can optionally provide the necessary
root credentials to subscribe for SNMP traps from Exadata Storage
Servers. If you have done so, then you can skip the remaining steps of
this section and proceed with Configure and Verify SNMP for InfiniBand
Switch Targets.

e While the publ i ¢ string is used for the SNMP examples in the following
sections, it is supported to use any valid SNMP community string.

e Use SNMP V3 subscriptions for IPv6-based Exadata Storage Server
targets because of limitations in the SNMP V1 protocol.

Using the ater et Command

While using the ALTER CELL command, all existing subscribers should be specified
along with the new subscriber being added. Similarly, you can also modify the
notificationPolicyornotificationMethod attributes.

While using the ALTER CELL command, the host = and communi t y= attribute values
should be quoted, and t ype=is NOT quoted.

If you are using the DCLI utility to set up SNMP alerting, then any command containing
punctuation, which will be interpreted by the local shell, must be enclosed with double
guotation marks. If the command includes the following characters, then outer
guotation marks and escape characters are required:

$ (dollar sign)

' (quotation mark)
< (less than)

> (greater than)
() (parentheses)

The backslash (\) is the escape character that allows the characters to be passed to
the CellCLI utility without being interpreted by the remote shell.

Check Current SNMP Configuration

ORACLE

Check the current SNMP configuration using the following cel | cl i commands:

1. To list the current subscribers for SNMP:

# cellcli -e list cell attributes snnpSubscri ber

When correctly configured, this command should list the primary and backup
agents for the cell target, for example:

# cellcli -e list cell attributes snnpSubscri ber
((host =[ host nane. myconpany. conj, port =3872, conmmuni t y=publ i c),
(host =[ host nane2. myconpany. conj , por t =3872, conmuni t y=publ i c))

2. To list the currently configured notification methods:

# cellcli -e list cell attributes notificationMethod
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Possible values are snmp, mail and shnmp,mail. When correctly configured, this
command should return either snnp or snnp, mai | , for example:

# cellcli -e list cell attributes notificationMethod
snnp, nai

To list the currently configured notification policy for SNMP:

# cellcli -e list cell attributes notificationPolicy

Possible values are any or all of Critical, Warning, and Clear. When correctly
configured, this command should return Cri ti cal , War ni ng, d ear, for example:

# cellcli -e list cell attributes notificationPolicy
Critical,Wrning, dear

Configure SNMP Values Using cei i ci i

ORACLE

To set the values of snnpSubscri ber, noti fi cati onMet hod and noti fi cati onPolicy:

Set the snnpSubscri ber value:

* SNMP V1
# cellcli -e "alter cell snnpSubscriber=((host="[host name]', port=[port]),
(host='[host nane]', port=[port]))"
Where [ host nane] and [ port] values are Agents monitoring your cell
targets.

e  SNMP V3

The process is same as above, but along with the host and port, an SNMP V3
user and type must be provided:

ALTER CELL snnpSubscri ber=((host="host 1. exanpl e. com , port=[port],
snnpUser =' [v3user]', type=V3))

Before you run the command, make sure that a v3user is a valid SNMP user
on the cell. You can check by running following command:

cellcli -e "list cell attributes snnpUser"”

If there is no valid SNMP user on the cell, then add a SNMP V3 user with the
following command:

ALTER CELL snnpUser=((name='[v3user]', authProtocol =' MD5',
aut hPasswor d=' [ passwd] ', privProtocol =" DES', privPassword='[passwd]'))

* Oracle Auto Service Request (ASR) subscription

The above two steps describe the process of adding an SNMP subscription for
cell traps in MS MIB format. If you want to subscribe for SNMP traps in the
Oracle Auto Service Request (ASR) format as well, then along with the entries
mentioned above you must add another entry with t ype=ASR (for SNMP V3, it
is t ype=V3ASR).

For example, for SNMP V1:

ALTER CELL

snnpSubscri ber =((host =" host 1. exanpl e. cont, port=[port], communi ty='[ communi ty
string]'),

(host="host 1. exanpl e. coni , port=[ port], comuni ty="[ community]',type=ASR))
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For example, for SNMP V3:

ALTER CELL

snnpSubscri ber =(((host="host 1. exanpl e. con, port=[port], comuni ty='[community
string]'), (host="host 1. exanpl e.com , port=[port], snmpUser='[v3user]',
type=V3ASR))

4

Note:

Take special care not to overwrite existing settings for snnpSubsr i ber . If
there are existing subscribers, then append the agent subscriptions. For
example, ifthecellcli -e list cell attributes snmpSubscri ber
command returned:

# cellcli -e list cell attributes snnpSubscriber
((host =i | masr1. exanpl e. com port =162, comuni t y=publ i c, t ype=asr))

Then you must append the Agent subscriptions:

#cellcli -e "alter cell snnpSubscriber=((host="ilm

asr 1. exanpl e. con, port =162,

communi ty=publ i c, t ype=asr), (host='[host name]', port=[port]),
(host =' [ host nane]', port=[port]))"

2. For SNMP V3, update the following in Enterprise Manager:

e Ensure that the SNMP V3 monitoring credentials are set up on the cell target
in Enterprise Manager which match the SNMP V3 user on the cell:

Log in to Enterprise Manager.

From the Setup menu, select Security, then select Monitoring
Credentials.

Select the Exadata Storage Server type and click Manage Monitoring
Credentials.

Select the cell and set the SNMP V3 credentials.

e Ensure that the snnpengi nei d property is set up on the target in Enterprise
Manager:

Log in to Enterprise Manager.
Go to the Exadata Storage Server home page.
From the Exadata Storge Server menu, select Monitoring Configuration.

If the snnpengi nei d property is not set, then set it manually in Enterprise
Manager. You can obtain it from the cell with the following command

list cell attributes snnpenginei dhex
All of the above steps are automatically taken care of it SNMP V3

subscription along with ASR option are selected during Exadata Database
Machine discovery.

3. SetthenotificationMthod value:

# cellcli -e "alter cell notificationMethod="snnp, mail""

4. SetthenotificationPolicy value:

ORACLE

4-4



Chapter 4
Verify SNMP Subscription of the Oracle Management Agent to Exadata Storage Server

# cellcli -e "alter cell notificationPolicy="Critical,Wrning,Cear'"

Configure SNMP Values Using «ci1i (optional)

The SNMP configuration commands can be run using dcl i to perform the
configuration in batch on alll Exadata Storage Servers:

1.

Set the snnpSubscri ber value:

$ dcli -g cell _group -1 root "cellcli -e \"alter cell
snnpSubscri ber=( (host =" [ host nane]', port=[port]), (host="[host
nane]', port=[port]))\""

Where [ host nanme] and [ port] values are Agents monitoring your cell targets.
Set the noti fi cati onMet hod value:

$ dcli -g cell_group -1 root "cellcli -e \"alter cell
notificationMethod="snnp, mail'\""

Set the noti ficationPolicy value:

$ dcli -g cell_group -1 root "cellcli -e \"alter cell
notificationPolicy="Critical,Wrning, Clear'\""

Verify SSH Connectivity

Open a new terminal and verify whether the SSH connectivity was successfully
established:

$ ssh -1 cellnmonitor <cell _ipaddress> cellcli -e "list cell detail’

If you are not prompted for any password, then you can assume that the
connectivity is established.

If you are asked to confirm whether you want to continue connecting, specify Yes.

Remove a Subscription

To remove the subscription, use the ALTER CELL command again by excluding the
host name that you want to remove from the snnpsubscri ber list.

ORACLE

< Note:

The SNMP receivelet listens on a single address and port for all monitored
targets. The port is the UDP port with the same number as the TCP port
used in the EMD_URL.

By default, the SNMP receivelet listens on all addresses; if the property
SnipRecvl et Li st enNl Cis set in the end. properti es file, the receivelet will
attempt to resolve the value as either a name or IP address, and listen on
only that address.

This parameter is independent of Agent Li st enOnAl | Nl Cs and EMD_URL
because in some installations, the Agent may need to communicate with the
OMS and with managed targets on different networks.
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Configure and Verify SNMP for InfiniBand Switch Targets

The SNMP configuration for Enterprise Manager monitoring of InfiniBand Switches is
done automatically as part of the Enterprise Manager guided discovery process. It is
good practice, however, to verify that SNMP configuration has been successful.

ORACLE

# Note:

e During the discovery process, you can optionally provide the necessary
root credentials to set up SNMP trap for the InfiniBand Switch. If you
have done so, then you can skip the remaining steps of this section and
proceed with Configure the Compute Node ILOM SNMP for Enterprise
Manager Monitoring.

e ilomadn nis the preferred user when discovering an InfiniBand Switch
target for full monitoring. If the switch is discovered using root or i | om
adni n user, the community string provided during discovery is added to
the switch, if it doesnt exist already.

e During SNMP V3 discovery, the V3 user added by the (discovery) user
during discovery is added to the switch if the discovery is perfomred
using root or the i | om admi n user.

To configure (if necessary) and verify the SNMP configuration for an InfiniBand Switch:

1.

Log in to the InfiniBand Switch ILOM web interface using the URL https://
<i b_swi tch_host nane> as root.

# Note:

Try using Internet Explorer if the console does not display all fields/
values in your browser of choice.

Click Configuration, then System Management Access, and finally SNMP.
Ensure the following values are set:

St at e=Enabl ed
Port =161
Prot ocol s=v1, v2c, v3

If you need to make changes, make sure you click Save.

Click Configuration, then System Management Access, then SNMP, and finally
the Communities link. The page scrolls to the SNMP Communities table. In the
SNMP Communities table, click Add.

A new window opens.

Type the community name into the Community Name field. Select the
permissions from the Permission drop-down menu. Click Save.

The community is created, and the window closes.

4-6



Chapter 4
Configure the Compute Node ILOM SNMP for Enterprise Manager Monitoring

Click Alert Management.

If not already listed, for each Agent that monitors the InfiniBand Switch target,
select an empty alert (one that has the Destination Summary 0. 0. 0. 0, snnp v1,
communi ty ' public') and click Edit. Provide the following values:

Level = M nor

Type = SNWP Trap

Address = [agent conmpute node host name]
Destination Port = [agent port]

SNWP Version = vl

Community Name = public

Click Save.

Verify the InfiniBand Switch SNMP configuration for Enterprise Manager
monitoring:

snnpget -v 1 -c¢ <community_string> <hostname_of |B switch>
1.3.6.1.4.1.42.2.70.101.1.1.9. 1. 1.5

For example:

$ snnpget -v 1 -c public ny_I B switch.ny_conpany.com
1.3.6.1.4.1.42.2.70.101.1.1.9. 1. 1.5
SNWPv2-SM : :enterprises.42.2.70.101.1.1.9.1. 1.5 = INTEGER 1

" Note:

If the Timeout message is displayed as a output for the above command,
then it means that the InfiniBand Switch is not yet configured for SNMP.

# Note:

To remove the subscription, follow steps 1 to 5 above (step 3 is not
needed). In step 5, set the Agent compute node host hame to 0.0.0.0
and the port to 0.

Configure the Compute Node ILOM SNMP for Enterprise
Manager Monitoring

ORACLE

< Note:

These instructions apply only for the Exadata Database Machine and are not
applicable to the Oracle SuperCluster.

The compute node ILOM targets are responsible for displaying a number of disk failure
alerts for their respective compute node that are received as SNMP traps. For
Enterprise Manager to receive those traps, the / opt / or acl e. cel | os/ conpron/
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exadat a_nmon_hw asr. pl script must be run to configure SNMP subscriptions for the
agents (both primary and backup agents) that have been configured to monitor the
compute node ILOM targets. This step is applicable to Exadata plug-in Release
12.1.0.2.0 and later.

# Note:

e While configuring the SNMP traps for the ILOM telemetry source, if
discovery is done using the root user, the entry is automatically added to
the SNMP subscription table, provided there are free slots available. IF
discovery is performed using a non-root user, the user will need to
manually update this table from ILOM console.

e During SNMP V3 discovery, the SNMP V3 user added by the user during
discovery is added to the ILOM, if the discovery is done using root user.
For discovery using a non-root user, the administrator will need to
manually create the SNMP V3 user in the ILOM console.

The exadat a_mon_hw asr. pl script is run as the root user with the -
set _snnp_subscri bers parameter to add SNMP subscribers. For example:

# lopt/oracl e.cell os/ conpnon/ exadat a_mon_hw_asr. pl -set_snnp_subscribers

" (host =host nanel. myconpany. com port =3872, cormuni t y=publ i ¢, t ype=asr, from p=11. 222. 33. 4
44),

(host =host nane2. myconpany. com port =3872, comruni t y=publ i ¢, t ype=asr, from p=12. 345. 67. 89
0)"

Try to add ASR destination Host - hostnanel. nyconpany.com|P - 11.222.33.44 Port -
3872 Community - public FromIP - 22.333.44.555

Try to add ASR destination Host - hostnanme2.com|P - 11.111.11.111 Port - 3872
Community - public FromIP - 22.333.44.555

The script needs to be run on each compute node:

e The host values should be the hostnames of the agents configured to monitor the
compute node ILOM target associated with the compute node.

e The from p values should be the IP address of the compute node that the
compute node ILOM target is associated with.

For example, if you have an X2-2 machine with compute node targets edbn01db01
through edbn01db08 and associated compute node ILOM targets edbn01db01- ¢
through edbn01db08- ¢, then you would need to run the script once on each compute
node - therefore, the script would be run eight times in total.

*  On compute node edbnD1db01, the host and port values would be the hostnames
and ports of the agents monitoring compute node ILOM target edbn01db01- ¢ and
the from p value would be the IP address of the compute node itself, edbn01db01.

*  On compute node edbnD1db02, the host and port values would be the hostnames
and ports of the agents monitoring compute node ILOM target edbn01db02- ¢ and
the 'fromip' value would be the IP address of the compute node itself,
edbm01db02, ... and so on.

This is a good example of where Manual selection of Management Agents for targets
is useful. If the first two compute nodes are always the Monitoring Agent and Backup
Monitoring Agent, then it is easy to work out the values needed for -
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set _snnp_subscri bers parameters, the host and port values would be the same for
all compute nodes.

# Note:

The exadat a_mon_hw_asr. pl script, overwrites any existing SNMP
subscriptions. While setting the SNMP subscribers, make sure that current
subscribers are included in the new list of subscribers.

It is possible to use the exadat a_nmon_hw_asr. pl script to get the current set
of subscribers using the - get _snnp_subscri ber s parameter.

For example:

# [opt/oracl e. cel | os/ conpnon/ exadat a_mon_hw_asr. pl -get_snnp_subscribers -
t ype=asr

Suppose the current list is:

(host =host namel. myconpany. com port =162, comruni t y=publ i ¢, t ype=asr, from p=11.
222.33.444),

(host =host name2. myconpany. com port =162, comruni t y=publ i ¢, t ype=asr, from p=11.
222. 33. 444)

Then new subscriptions can be added using the following command:

# [opt/oracl e.cell os/ conpnon/ exadata_mon_hw_asr. pl -set_snmp_subscri bers

" (host =asr host nanel. myconpany. com port =162, conmuni t y=publ i ¢, t ype=asr, from p
=11.222. 33. 444)

(host =asr host nane2. nyconpany. com port =162, communi t y=publ i ¢, t ype=asr, fr om p=
11.222. 33. 444) ,

(host =host nanel. myconpany. com por t =3872, conmuni t y=publ i c, t ype=asr, from p=11
. 222. 33. 444) ,

(host =host name2. myconpany. com por t =3872, conmuni t y=publ i ¢, t ype=asr, from p=11
. 222.33. 444)"

After adding the new subscribers, run the command exadat a_non_hw asr. pl script
with the - get _snnp_subscri bers parameter to get the list of SNMP subscribers and
verify the new SNMP subscriptions were added successfully. For example:

# lopt/oracl e.cell os/ conpnon/ exadat a_mon_hw_asr. pl -get_snnmp_subscribers -type=asr
(host =asr host nanel. nyconpany. com port =162, conmuni t y=publ i ¢, t ype=asr, f r onmi p=10. 10. 10. 2
26),

(host =asr host nane2. nyconpany. com port =162, conmuni t y=publ i c, t ype=asr, f r onmi p=10. 10. 10. 2
26),

(host =host nanel. myconpany. com port=3872, comruni t y=publ i ¢, t ype=asr, f rom p=10. 10. 10. 226

),
(host =host nane2. myconpany. com port =3872, comruni t y=publ i ¢, t ype=asr, f rom p=10. 10. 10. 226
)

4-9



Chapter 4
Configure the Compute Node ILOM SNMP for Enterprise Manager Monitoring

Configure the Compute Node ILOM SNMP for Compute Nodes
Running Management Server

For compute nodes running Management Server, the call to the
exadat a_non_hw asr. pl script is replaced with dbnCLI commands, which are similar to
cel | CLI commands on the Exadata Storage Servers.

Configure SNMP Values Using dbmcli

1. Setthe snnpSubscri ber value:

# dbntli -e "ALTER DBSERVER

snnpSubscri ber =( (host =[ agent 1_host nane], port=[ agent 1_port], comuni ty=public, type=
asr, from P=et h0_I P_ADDR), (host =' agent 2_host nane' , port =<agent's

port>, type=asr, from P=et hO_| P_ADDR))"

Where [ host name] maps to the Enterprise Manager agents monitoring your
compute node target.
2. SetthenotificationMethod value:

# dbntli -e "ALTER DBSERVER notificati onMet hod="nmil, snnp",
notificationPolicy="critical,warning,clear", sntpFrom="adnin",

snt pFromAddr =[ sender enmi | address], smtpPort=[port], sntpServer=[sntp server],
snt pToAddr=[reci pi ent emai| address], sntpUseSSL=TRUE

3. Verify the updates by executing:
# dbncli -e "LI ST DBSERVER attributes snnpSubscri ber"

For Virtualized Exadata, these commands need to be executed in DonD.

Configure SNMP for Oracle SuperCluster (If root is not used for
discovery)

" Note:

e This section is applicable only if ILOM target discovery is performed as a
non-root user. If discovery is done using a root user, the entry is
automatically added to the table, provided there are free slots available.

e During SNMP V3 discovery, the SNMP V3 user added by the user during
discovery is added to the switch, if the discovery is performed as a root
user. For discovery using a non-root user, the administrator has to
manually create the SNMP V3 user in the ILOM console.

1. Login to the Oracle SuperCluster ILOM web interface, which is accessible via a
browser using the url htt p: // <i | om host name> and the r oot credentials.

2. Select Configuration, then Alert Management.

3. Add a row for each agent.
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4. Select an empty slot and click Edit.
5. Specify the following information:
* Level: Minor
e Type: SNMP Trap
e Address: IP Address of the Agent
» Destination Port: Uncheck Autoselect, then specify Agent port manually
*  SNMP Version: vl
e Community Name: {your chosen community name}

6. Click Save.

Set Up SNMP for Cisco Ethernet Switch Targets

ORACLE

The Cisco Ethernet Switch must be configured to allow the Agents that monitor it to be
able to both poll the switch and to receive SNMP alerts from the switch. To allow this,
perform the following steps (swapping the example switch name dn01sw i p with the
name of the Cisco Ethernet Switch target being configured):

¢ Note:

This procedure is valid for Sl targets if the monitoring of the switch is
performed with a non-administrator user. If Enterprise Manager monitors the
switch with an administrator user, the following procedure is automatically
performed as part of the discovery process.

1. Log in to the Cisco switch and enter Configure mode:

# ssh cisco-switch-host -1 <admin user>

User Access Verification Password:

dnDlsw-i p> enabl e

Passwor d:

dn0lsw-i p# configure term nal

Enter configuration commands, one per line. End with CNTL/Z
dn0lswip(config)#

2. Enable access to allow the Agents monitoring Cisco Switch target to poll the
switch.

In the command, [ EMagent | Paddr] is the IP address of the server where the
Enterprise Manager Agent is running. The SNMP community specified must match
the value provided when configuring the Cisco Switch target:

dnDlswip(config)# snnp-server community <community_string> ro 1

3. Set the monitoring Agent as the location where SNMP traps are delivered. The
SNMP community specified must match the value provided during Enterprise
Manager Cisco Switch Management Plug-In setup:

dnDlswip(config)# snnp-server host <EMagent|Paddr> version 1 <comunity string>
udp- port [ EMagent Recvl t Li stenPort]
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Where [ EMagent Recvl t Li stenPort] is the EMD_URL port of the emagent or
SnmpRecvl et Li st enNl C property value if it is enabled.

4. Verify settings and save the configuration:

dnDlswip(config)# end
dnD1lsw-i p# show running-config
dnDlsw-i p# copy running-config startup-config

Verify the Cisco Ethernet Switch SNMP Configuration

Run the snmpwal k command line utility or equivalent tool to verify the Cisco Switch
configuration.

Run the following commands to fetch and display the data from the Cisco switch:

$ snnpget -v 1 —c <community_string> <host nane_of ci sco_switch>
1.3.6.1.4.1.9.2.1.56.0
$ snnpget -v 2c -c <community_string> <hostnanme_of cisco_swtch>
1.3.6.1.4.1.9.2.1.56.0

# Note:

If a timeout message is displayed as an output for the above command, then
it means that the Cisco Switch is not yet configured correctly.

Set Up SNMP for Power Distribution Unit (PDU) Targets

ORACLE

To enable Enterprise Manager to collect metric data and raise events for the PDU
target, you must configure the PDU to accept SNMP queries from the Agents that
monitor the PDU target. Also, appropriate threshold values for different phase values
needs to be set on the PDU.

This section assumes that this is a first time configuration of the PDU. SNMP must be
enabled and the trap section completed. Granting SNMP access to a different
monitoring Agent IP address is an example where only the "Trap Host Setup” section
needs to be changed.

1. Log in to the PDU network interface through a browser at ht t ps: / / <pdu- name>, for
example: https://edbnD1- pdul. exanpl e. com

2. Click Net Configuration, then log in again.

3. Scroll down until you reach the SNMP section of the frame.

# Note:

The network interface for the PDU is a frame within a window. In order to
scroll down on this page, you must see the scroll bar for the PDU frame
as well as the outside scroll bar for the browser in which you accessed
the PDU.
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4. If your PDU is not SNMP-enabled, select the SNMP Enable check box, then click
Submit.

5. Scroll to the NMS region of the frame.

6. Enter the following in Row 1 under NMS:
* |P: Enter the IP address of the first monitoring Agent
e Community: Enter "public”

7. Click Submit.

For details on configuring the PDU thresholds settings, see the "Configuring Oracle
Exadata Database Machine" chapter in your Exadata Database Machine Owner's
Guide. This guide is pre-loaded along with other Exadata user documentation onto
your Oracle Exadata Database Machine.

Verify the PDU SNMP Configuration

Use the snnpwal k command line utility or equivalent tool to verify the PDU
configuration.

Run the following command to fetch and display the data from PDU:

snnpget —-v 1 —c <community_string> <hostname_of pdu> 1.3.6.1.4.1.2769.1.2.3.1.1.1.0

" Note:

If a timeout message is displayed as an output for the above command, then
it means that the PDU is not yet configured correctly.

Accessing Oracle Support Workbench for Exadata Storage

Server

ORACLE

You can access the Oracle Support Workbench for the current Exadata Storage
Server to access diagnostic data for problems and incidents related to the cell.

To access the Support Workbench for a single Exadata Storage Server, follow these
steps:

1. From the Target menu of the Exadata Storage Server for which you want to
access the Oracle Support Workbench, select Diagnostics, then select Support
Workbench as shown in Accessing Oracle Support Workbench for Exadata
Storage Server:
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Figure 4-1 Support Workbench Menu

« Database Machine w

Home

@ Open the home page in a new window.

Monitoring ®
Diagnostics ; Support Workbench
Control 4

Job Activity

If you are logging in to the Support Workbench for the first time, you must first
initialize the Support Workbench properties. For first-time log in, the Initialize
Support Workbench Properties window will be displayed as shown in Figure 4-2:

Figure 4-2 Initialize Support Workbench Properties

4 DB Machine host1.example.com &
]
== [ Databaze Machine w

Initialize Support Workbench Properties
ADR Location

The ADR Base/Home values for this target have not been initialized or have been removed. Select a writable location for the ADR Base.
Please use [ as the file separator for both Windows and Unix hosted environments.

* ADR Base Path
Relative ADR Home Path diag/ofm'oracle_dbmachine/oracle_dbmachine

ADR Home Path

Enterprise Manager Diagnostic Assistant (DA)

This setting will allow Diagnostic Assistant to update automaticalty when a new version gets pushed to the Enterprise Manager Store
provided it then also gets applied via the Self Update framework.

Update DA Automatically

Create Cancel

Enter the Automatic Diagnostic Repository (ADR) Base Path. A typical looks like
this (Figure 4-3):

Figure 4-3 ADR Base Path

4 ADR Location
Changing the ADR Base path will create a new ADR repository on the new location. All data in your current ADR. repository will be lost.
" ADR Base Path pgalfjoseauguilinuxcsiagentbaselagent_inst
Relative ADR Home Path ofm/oracle_dbmachine/oracle_dbmachine

ADR Home Path /pgafjoseaugullinuxcsS/agentbase/agent_instidiag/ofmioracle_dbmachine/oracle_dbmachine
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The ADR Home Path is a target-specific, writable path on the agent where the
generated package is to be stored. During initializing, it is not editable as it is
generated automatically once the ADR base path is specified.

Click Create.

3. Once the Support Workbench properties have been initialized, the Support
Workbench page displays showing a list of any problems for the Database
Machine (Figure 4-4):

Figure 4-4 Support Workbench Page

14" DB Machine host1.example.com €
-
L= H patasase Machine v
DB Machine host1 example.com > Support Workbench
Support Workbench

Problems (13)  Packages (10)

New Problemsin Last 24 Hours 4 Al Active Problems 4 AllProblems 13
Mew Indents in Last 24Howrs 4 All Active Incidents 4 Allnddents 4

| Filter by problem key
ew [Last24Hours [=]  Report New Problem | LAl &
view | Package

ect None | Show All Detais | Hide All Details
D |ProblemKey Description | Number Of Incidents | Last Incdent & Last Comment | Active Packaged |SR=

Sele

B = 13 Other 13 Cell Issues 1 January 21, 2016 1:32:54PM UTC Yes No
B b sho
[F] & Show

[F] > Show 10 Other 10 Database Crash

12 Other 12 Database Crash y 21, 2016 10:48:10 AM UTC Yes Mo

1 Januar
11 Other 11 Database Crash 1 January 21, 2016 10:42:13 AMUTC  Set SR : Yes Yes 3123456
1 Januar,

y 21, 2016 5:55:38 AMUTC Yes Yes 3123789

&> Critical Error Timeline

Oracle Exadata Database Machine Dashboard Creation

You can create a Database Machine dashboard to monitor the performance and
usage metrics of the Database Machine system, its sub-components, as well as all the
database system components residing on the Database Machine.

- Exadata Database Machine Dashboard Creation
*  How to Make the Report "Public"
* Find All Database Machine Reports

Exadata Database Machine Dashboard Creation

ORACLE

1. Log in to Enterprise Manager.

2. From the Enterprise Manager home page, click the Enterprise menu. Select the

Job submenu, then Library.

3. Select Database Machine Services Dashboard from the drop-down menu next

to the Create Library Job option.

4. Click Go.
5. Enter a name of the job (for example, CREATE_DBM JOB_1).
6. Click Add and select the DBMachine target. After adding, make sure the target is

selected by clicking on the check box next to it. Note that you can select more than
one DBMachine and that a dashboard report will be created for each one.

7. Click the Parameters tab.

Three options are provided through the drop-down:
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* Select Create if it is a new report.
* Select Update for updating an existing report with new components.

» Select Cleanup to remove services created by the Create job executed
earlier.

Finally, click Save to Library to save the job.

A message indicating the job was created successfully should display along with a
link to the running job.

You can monitor the job by clicking on the link corresponding to the job.

To run the job, from the Job Library page, select the newly created job and click
Submit. This will open the job to allow you to select the Targets to run against.
Select the correct targets and click Submit.

How to Make the Report "Public"

The generated report is accessible only by the Enterprise Manager user who creates
it. To make the report public:

1.

5.
6.

Select the dashboard report from the list of reports shown after following the steps
mentioned above.

Click Edit.

Select the Run report using target privileges of the report owner option under
Privileges section in General tab.

Click the Access tab.
Select the Allow viewing without logging in to Enterprise Manager option.
Click OK.

Find All Database Machine Reports

To find all Database Machine reports:

1.
2.

ORACLE

Log in to Enterprise Manager.

From the Enterprise Manager home page, click the Enterprise menu. Select
Reports, then Information Publisher Reports.

Search for the report name. Dashboard report names, one for each Database
Machine, are displayed in the following format:

[ DBMachi ne Nane] DASHBOARD REPORT

Click on the report to view the dashboard report.
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Oracle Exadata Database Machine
Administration

This chapter provides the information needed to administer your Oracle Exadata
Database Machine through Oracle Enterprise Manager Cloud Control 13c. The
following topics are discussed:

» Creating Roles to Manage the Plug-in

* View Exadata Database Machine Topology

» Exadata Storage Server Metrics and Alert Settings
» Exadata Storage Server Management

* Managing the InfiniBand Network

» Flash Cache Resource Monitoring

» Exadata Database Machine Fault Monitoring

*  Monitoring Exadata Database Machine Components

" Note:

View a video of how to manage and monitor your Oracle Exadata Database
Machine using Oracle Enterprise Manager Cloud Control 13c:

https://youtu.be/5S0mIx6cegE

Creating Roles to Manage the Plug-in

ORACLE

To manage the plug-in, you need to create roles and administrators, and then assign
roles to administrators. This restricts the privileges that each user has, for example in
deleting the plug-in or accessing reports.

" Note:

For security reasons, Oracle recommends that the SYSMAN account be used
only as a template to create other accounts, and not used directly.

To create roles to provide management rights to users:

1. Log in to the Enterprise Manager Cloud Control as the super administrator user.
2. Click Setup, then Security.

3. Select Roles.
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On the Security page, a list of predefined roles is provided. These roles can serve
as basis to define custom roles to suite specific site level requirements.

" Note:

The predefined roles provided cannot be edited or deleted.

4. Select a role that closely matches the role you wish to create. Click Create Like.

5. On the Properties page, enter a name for the role you wish to create. You can
optionally add a description.

Click Next.

6. On the Roles page, select the roles from the list of Available Roles. Click Move to
add the role to Selected Roles.

Click Next.

7. Onthe Target Privileges page, select the privilege you want to grant to the new
role.

Click Next.

8. On the Resource Privileges page, you can edit specific privileges to be explicitly
granted. Click the Manage Privilege Grant edit icon to make the changes.

Click Next.

9. On the Administrators page, select the administrators from the list of Available
Administrators that you want to grant the new role to. Click Move to add the
administrator to Selected Administrators.

Click Next.

10. On the Review page, a complete summary of the new role you have created is
displayed. Click Back to go to previous screens to make changes. Click Finish to
complete the role creation.

When the newly created administrator logs in, unlike SYSMAN, the administrator is
restricted by the privileges set.

# Note:

See Working with Systems Infrastructure Targets in Oracle® Enterprise
Manager Cloud Control Administrator's Guide.

View Exadata Database Machine Topology

ORACLE

Database Machine management simplifies monitoring and managing tasks by
integrating all hardware and software components into one entity. You do not need to
monitor each target individually, but instead you can view the whole Exadata Database
Machine as a single target. You can view all critical issues in the system, monitor
performance, and drill down to individual targets from the Database Machine target
home page.
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The following topology topics are presented in this section:

e Dirilling Down to Individual Targets

*  Viewing Critical Hardware Information for the Database Machine
* Viewing DB Machine Alerts

*  Viewing Metrics

* Adding Exadata Components Manually

* Removing an Exadata Database Machine Target

» Deleting a Component of a Database Machine Target

* Updating the Exadata Database Machine Schematic Diagram

Use the Topology page of Database Machine to view the topology of the system by
Cluster or by Database. Clusters are a complete software system starting with a RAC
database, the underlying ASM, and CRS. Clusters define one logical entity that is
interconnected. The Database Machine could include several clusters, one cluster, or
could just be a number of individual databases. While hardware racks define the
hardware topology of the Database Machine, clusters define the logical or system
topology of the Database Machine.

You can view the Topology by Cluster or Database. Click an element in the Topology
and view alert data associated with the element.

You can monitor all components of the Database Machine. Database Machine
monitors all subcomponent targets, whether hardware or software. This includes the
database, ASM, CRS, hosts, Exadata and the InfiniBand network.

To view the topology of an existing Database Machine target:

1. From the Targets menu, select Exadata.

Enterprise Manager displays the Oracle Exadata Database Machines page
showing all the available Database Machine targets. From this page, you can add
hardware components (such as Oracle Exadata Storage Servers, InfiniBand
switches, Ethernet Switches, KVM switches, PDU, and compute node ILOM) in the
Oracle Database Machine as managed targets.

2. From the Oracle Exadata Database Machines page, select the Oracle Database
Machine target whose topology you want to view.

3. From the Oracle Database Machine Home page, click the Database Machine
menu, then select Members and then Topology from the drop-down menu.

Enterprise Manager Cloud Control displays the Configuration Topology page.

Drilling Down to Individual Targets

ORACLE

You can drill down immediately to a subcomponent target of the Database Machine
(such as RAC, a database instance, or an Exadata Storage Server).

To drill down to individual targets:

1. From the Targets menu, select Exadata.

Enterprise Manager displays the Oracle Exadata Database Machines page
showing all the available Database Machine targets.
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From the Oracle Exadata Database Machines page, select the Oracle Database
Machine target whose components you want to view.

Enterprise Manager displays the Oracle Database Machine Home page showing
an Overview, Schematic, and Incident section for the selected Database Machine.

From the Oracle Database Machine Home page, use the left navigation panel to
expand the list of available targets that comprise the Database Machine.

Click the target to which you want to drill down.

Viewing Critical Hardware Information for the Database Machine

You can view critical metrics for all the hardware subcomponents of the Database
Machine such as DB hosts, Exadata Storage Servers, InfiniBand switches and so on.
These metrics vary for different component targets. For example, database server
nodes and Exadata servers include the CPU, I/O, and storage metrics.

To view critical hardware-centric information for the entire Database machine:

1.

From the Targets menu, select Exadata.

Enterprise Manager displays the Oracle Exadata Database Machines page
showing all the available DB Machine targets.

From the Oracle Exadata Database Machines page, select the Oracle Database
Machine target whose hardware information you want to view.

From the Oracle Database Machine Home page, view the hardware schematic of
the Database Machine.

Viewing DB Machine Alerts

You can view alerts on the Database Machine and drill down to details about each
alert. These alerts may be performance/configuration metrics or hardware faults.

To view Database Machine alerts:

1.

From the Targets menu, select Exadata.

Enterprise Manager displays the Oracle Exadata Database Machines page
showing all the available DB Machine targets.

From the Oracle Exadata Database Machines page, select the Oracle Database
Machine target whose machine configuration information you want to view.

Enterprise Manager displays the Oracle Database Machine home page on which
you can see all alerts associated with the current DB Machine.

Viewing Metrics

To view the Exadata metrics:

ORACLE

1.

Navigate to the Oracle Exadata Storage Server home page by choosing the
Oracle Exadata Storage Server target type from the All Targets page of Enterprise
Manager.

Enterprise Manager displays the Exadata Storage Server Home page for the
target you selected.
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From the Exadata Storage Server drop-down menu, choose Monitoring and then
All Metrics.

The All Metrics page allows you to view a wide variety of Exadata metrics. For a
complete description of the Exadata metrics available, see the Oracle® Enterprise
Manager Oracle Database and Database-Related Metric Reference Manual.

Adding Exadata Components Manually

You can add Exadata components manually using the following steps:

1.

© N o o

10.

11.

From the Setup menu, select Add Target, then select Add Targets Manually.

Enterprise Manager displays the Add Targets Manually page where you can
choose the type of target you want to add.

From the Add Targets Manually section, choose Add Using Guided Process.

From the Add Using Guided Process box, choose Oracle Exadata Database
Machine and click Add.

From the Oracle Exadata Database Machine Discovery page, click on the option
Discover newly added hardware components in an existing Database
machine as targets. From the Select a Database Machine drop down list, select
the Database Machine that has the new components and then click Discover
Targets.

Choose the monitoring agent using the search option.
Provide the proper Infiniband Switch Credentials and click Next.
A prerequisite check is run. Click Next.

A list of available components for this Database Machine will be displayed. Select
the new component(s) that need to be added and click Next.

Select the monitoring agent and backup monitoring agent for the new
component(s).

On the Credentials page, set the credentials for the new components and click
Next.

On the Review page, review all of the information and then click Submit.

Removing an Exadata Database Machine Target

To delete and Exadata Database Machine target, you have the choice to:

Remove all members of the Oracle Exadata Database Machine. If the member
target is shared with another Database Machine target, then the member target
will not be deleted and will continue to be monitored. In other words, the member
targets will be deleted if they are associated with only this Database Machine
target.

Remove only system members of the Oracle Exadata Database Machine. The
other member targets will not be deleted and will continue to be monitored. They
can be associated to another Oracle Exadata Database Machine, if required.

To remove an Exadata Database Machine target:

1.

ORACLE

From the Database Machine target menu, select Target Setup, then select
Remove Target.

5-5



Chapter 5
View Exadata Database Machine Topology

On the Remove page, select whether to remove all members or to remove only
the system members.

If you choose to remove all members, then you also have an additional option to
unsubscribe SNMP subscriptions for member Exadata Storage Servers and
Infiniband Switches. Specify the appropriate user credentials to unsubscribe the
SNMP subscriptions.

Click Yes to initiate the remove job.

# Note:

Host targets for the compute nodes and any targets that are also member
targets of another Oracle Exadata Database Machine target will not be
removed. System and non-system targets include:

System Targets:

e Oracle Exadata Database Machine

e Oracle Infiniband Network (Enterprise Manager 13c target)
e Oracle Exadata Storage Server Grid

Non-System Targets:

e Oracle Exadata Storage Server

e Oracle Exadata KVM

e Systems Infrastructure Switch

e Systems Infrastructure PDU

e Systems Infrastructure Rack

e Oracle Infiniband Switch (Enterprise Manager 13c target)

e Oracle Engineered System Cisco Switch (Enterprise Manager 13c
target)

e Oracle Engineered System PDU (Enterprise Manager 13c target)

e Oracle Engineered System ILOM Server (Enterprise Manager 13c
target)

Deleting a Component of a Database Machine Target

If you need to remove a component of an Exadata Database Machine target, you can
perform this task within Enterprise Manager Cloud Control 13c:

ORACLE

1.

From the DB Machine home page's Target Navigation pane, right-click on the
target item you wish to remove. You may need to expand the Exadata Grid item to
view all of the available cells.

Select Target Setup, then Remove Target.

A warning page will display to confirm the target deletion. Click Yes to continue.
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Updating the Exadata Database Machine Schematic Diagram

In some cases, the Exadata Database Machine schematic diagram is not displaying
the components correctly. For example:

* You may have successfully discovered the Exadata Database Machine, but some
components are not displaying correctly in the Exadata schematic diagram.
Instead, an empty slot is shown in place of the component.

» The Exadata Database Machine schematic diagram shows the status of the
component as "red/down" where as individual components would really show that
they are up and running fine.

* You want to re-locate or rearrange the order of the components in the slots of
Exadata Database Machine schematic diagram.

To accomplish these tasks, you will need to drop a component from the schematic
diagram and add the correct one:

e Drop a Component from the Exadata Database Machine Schematic Diagram

e Add Components to the Exadata Database Machine Schematic Diagram

Drop a Component from the Exadata Database Machine Schematic Diagram

To drop a component from the Exadata Database Machine schematic diagram:

1. From the Targets menu, select Exadata.

2. On the Exadata Database Machine schematic diagram right click on the
component you wish to remove, click Remove Target as shown in Figure 5-1:

Figure 5-1 Schematic Diagram Edit Button
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3. Ensure you have selected the correct component in pop-up shown and click OK as
shown in Figure 5-2:
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Figure 5-2 Confirm Delete

Remove Target from Rack x

Are you sure you want to remove this target from the rack?

Target Name

Target Type  (Qracle Exadata Storage Server

Position 36

oK Cancel

The Exadata Database Machine schematic diagram will refresh to show the empty
slot.

Add Components to the Exadata Database Machine Schematic Diagram

To add a component from the Exadata Database Machine schematic diagram:

ORACLE

1.
2.
3.

From the Targets menu, select Exadata.
On the Exadata Database Machine schematic diagram, click Edit.

Right-click on the empty slot for the component you want to add. In the pop-up
window, select Add Component as shown in Figure 5-3:
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Figure 5-3 Add Component
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If there are multiple components to be added to schematic diagram, select the
correct component from the Component drop-down menu, as shown in

Figure 5-4:

Figure 5-4 Add Multiple Components
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Also select the correct slot number in Available Location (Unum) drop-down

menu, as shown in Figure 5-5:

ORACLE"
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Figure 5-5 Available Location
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Click Add.

Once you see the component added in the slot you specify, click Done on the
Exadata Database Machine schematic diagram.

Exadata Storage Server Metrics and Alert Settings

To access the settings for Exadata Storage Server metrics/alert:

1.

4,

From the Enterprise Manager home page, select Targets, then Exadata. Select
an Exadata Storage Server from the list.

From the Exadata Storage Server menu, click Monitoring, then All Metrics to
display all editable metric alert setting.

To change a setting, click Monitoring, then Metric and Collection Settings from
the Exadata Storage Server menu. The default View option "Metrics with
thresholds" is displayed. You can modify the following parameters:

*  Warning Threshold

* Collection Schedule - click the link to set a collection schedule.

*  Click the Edit icon @ for advanced settings.

Click OK to save any changes.

Exadata Storage Server Management

This section provides introductory instructions for managing Exadata Storage Servers.
The following topics are presented:

ORACLE

About Exadata Storage Server
Viewing an Exadata Storage Server Configuration

Performing Administration Tasks on Exadata Storage Servers
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* Managing the I/O Resource
» Diagnosing Exadata Storage Server Alerts
» Accessing Oracle Support Workbench for Exadata Storage Server

» Deleting a Component of a Database Machine Target

About Exadata Storage Server

An Exadata Storage Server is a network-accessible storage array with Exadata
software installed on it. Use the Exadata Home page to manage and monitor the
Oracle Exadata Storage Server as an Enterprise Manager Cloud Control target. You
can discover and consolidate management, monitoring and administration of a single
or a group of Oracle Exadata Storage Servers in a datacenter using Enterprise
Manager.

Exadata Storage Servers can be discovered automatically or manually. The individual
Exadata Storage Server is monitored and managed as an Enterprise Manager target
and provides the exception, configuration and performance information.

Grouping of Exadata Storage Servers is used for easy management and monitoring a
set of Storage Servers. You can group them both manually and automatically. The
grouping function provides an aggregation of exceptions, configuration and
performance information of the group of Exadata Storage Servers.

You can view performance analysis by linking Exadata performance both at the
Exadata Storage Server level and group level to ASM and database performance. You
can drill down to Exadata configuration and performance issues from both the
database and ASM targets.

Storage Grid (for example, multiple database/ASM instances sharing the same
Exadata Storage Server) is supported to the same extent as dedicated storage.

Viewing an Exadata Storage Server Configuration

ORACLE

You can view the configuration of an Oracle Exadata Storage Server target by
following the steps below:

1. Navigate to the Exadata Storage Server home page by choosing the Exadata
target for which you want to view the configuration.

Enterprise Manager displays the Exadata Storage Server Home page for the
target you selected.

2. From the Target menu, choose Configuration and then Topology.

Enterprise Manager displays the Configuration Topology page for the selected
Exadata Storage Server. The topology page provides a visual layout of the target's
relationships with other targets. From this page you can:

e Do atarget search filtered by target status/events/target type
e Select from a set of relationships to represent in the graph
e Select annotations to display in the graph, such as alerts and link labels

« Select from a set of options: view navigator, expand or collapse all, toggle
graph layout, reload topology

*  Print
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e Zoom via the slide control
» Pan via the navigator control
* Toggle the presentation from graph to table

When you hover over a node or group member, a popup displays detailed
information about the entity. A link can appear in the popup to more detailed
information such as customer documentation.

Performing Administration Tasks on Exadata Storage Servers

To perform an administration operation on an Exadata Storage Server, such as
executing a cell command, follow these steps:

ORACLE

1.

Navigate to the Exadata Storage Server home page by choosing the Exadata
target for which you want to perform an administrative task from the All Targets

page.

Enterprise Manager displays the Exadata Storage Server Home page for the
target you selected.

Click Exadata Storage Server, and then select Administration.

From this menu you can choose either Execute Cell Command, or Manage 1/0
Resource.

Click Execute Cell Command.

The Command page of the Exadata Cells Administration wizard appears. Enter a
CELLCLI command as the administrative command to be executed on the cell.
You must read the Command Instructions before you enter a command. Only a
single cellCLI command is allowed to execute. You must enter the command
without the cel I cli - e prefix, which is automatically appended when you submit
the command. Finally, you cannot use the following characters: ; /'<>/|.

Click Next to continue.

Enterprise Manager displays the Admin Credentials page. Select or enter the
Administration credentials to execute the command. The credentials you enter are
used when submitting the operation. You can choose between Preferred
Credentials, Named Credentials, and New Credentials. You can also click More
Details to view information about Credential Type, Last modified, Credential
Name, Credential Owner, Last Modified Date, Last Modified By, and Preferred
Credentials Set At.

Click Next.

Enterprise Manager displays the Schedule page. Use the Schedule page to
schedule the administration task. Enter the Job Name and the Job Description,
then provide the job information in the Schedule the Administration Job section.
You can choose to begin the job immediately or enter the time you want the job to
begin.

Click Next to continue.

The Summary page displays. Use the Summary page to ensure you have entered
the correct values and then submit the command. The Summary page lists the Job
Name, Description, Command to Execute, when the job is Scheduled, and the
Selected Cell.

Click Submit Command to submit the job.
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The Job Status page displays. Use the Job Status page to link to the Job Detalil
page of the administration task.

Managing the I/O Resource

Oracle Exadata Storage Servers are added as targets during the database machine
discovery workflow (see Exadata Database Machine Discovery) and are grouped
automatically under the group Exadata Storage Server Grid.

To access the IORM Performance page:

1. Select an Exadata Storage Server cell. One way to select the cell:
a. From the Targets menu, select Exadata.
b. Select a DB Machine from the list of Target Names.

c. Inthe Target Navigation pane, expand the Exadata Grid item and click one of
the Exadata Storage Servers.

2. Once you have selected an Exadata Storage Server cell, click the Exadata
Storage Server menu, select Administration, then Manage 1/0O Resource.

Once you have accessed the IORM page, you can make the following modifications:
* Add/Update IORM Configuration
e The Inter-Database Plan

The IORM Monitoring section of the page provides a view of the performance statistics
of Disk I/O (Wait, IOPS, MBPS, Utilization, Latency, and Objective charts). These
statistics help to identify which databases and consumer groups are using the
available resources. They also help to adjust the IORM configuration (using IORM
Settings section on the same page) as needed.

For further details on managing I/O resources, refer to the Managing I/0 Resources
chapter in the Oracle® Exadata Storage Server Software User's Guide.

Add/Update IORM Configuration

To update the 1/0 Resource Manager (IORM) settings (for Exadata Storage Server
software release 12.1.2.1.0 and later):

1. Navigate to the IORM Performance page as described above. Figure 5-6 shows
the 1/0 Resource Manager (IORM) Settings pane.
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Figure 5-6 1/0 Resource Manager (IORM) Settings
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< Note:

You can also update a single Exadata Storage Server. Expand the
Exadata Grid group to view all Exadata Storage Servers associated with
the group. Click the Exadata Storage Server you want to update.

The steps to update the IORM settings is the same for a single Exadata
Storage Server or group of Exadata Storage Servers.

From the Database Name column, select a database from the drop-down menu.
Enter a value for the Hard Disk 1/O Utilization Limit column.
Enter a value for the Database 1/0 Share column.

Enter minimum and maximum values (in MB) for the Flash Cache column.

@ o » w0 N

In the Disk I/O Objective drop-down menu, select an objective from the list (Auto
is the default):

* Low Latency - Use this setting for critical OLTP workloads that require
extremely good disk latency. This setting provides the lowest possible latency
by significantly limiting disk utilization.

* Balanced - Use this setting for critical OLTP and DSS workloads. This setting
balances low disk latency and high throughput. This setting limits disk
utilization of large 1/Os to a lesser extent than Low Latency to achieve a
balance between good latency and good throughput.

* High Throughput - Use this setting for critical DSS workloads that require
high throughput.

* Auto - Use this setting to have IORM determine the optimization objective.
IORM continuously and dynamically determines the optimization objective,
based on the workloads observed, and resource plans enabled.

* Basic - Use this setting to disable I/O prioritization and limit the maximum
small I/O latency.
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< Note:

If the Auto and Balanced objectives are not applicable (i.e., they have no
impact on 1/Os in Extreme Flash Cells), they will not appear in the IORM

page.

Click Update. The Exadata Cell Administration Wizard will appear prompting you
for the information necessary to complete the Disk 1/0O Objective configuration:

a.

On the Command page, the Cell Control Command-Line Interface (CellCLI)
value should be:

# alter iornplan objective = "auto

Click Next.

On the Admin Credentials page, enter the username and password for the
selected cells.

Click Next.

On the Schedule page, enter a job name (required) and job description
(optional). Select an option to start Immediately or Later. If you select the
Later option, enter the time you want the job to run.

Click Next.

On the Review page, verify the settings are correct. If there are no changes,
click Submit Command.

Once the job is successfully submitted, the Job Status page will display.

Click Return to return to the I/O Resource Manager (IORM) Settings pane.

7. Click Get Latest to refresh the page, which will include your Disk I/O Objective
selection.

8. Confirm the IORM objective settings. From the command line, run the following
command:

# dcli -g cell _group cellcli -e "list iornplan attributes objective"

Output should show a value of auto:

cel101: auto
cel 102: auto
cel103: auto

cell14: auto

The Inter-Database Plan

ORACLE

An inter-database plan specifies how resources are allocated by percentage or share
among multiple databases for each cell. The directives in an inter-database plan
specify allocations to databases, rather than consumer groups. The inter-database
plan is configured and enabled with the CellCLI utility at each cell.

The inter-database plan is similar to a database resource plan, in that each directive
consists of an allocation amount and a level from 1 to 8. For a given plan, the total
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allocations at any level must be less than or equal to 100 percent. An inter-database
plan differs from a database resource plan in that it cannot contain subplans and only
contains 1/O resource directives. Only one inter-database plan can be active on a cell
at any given time.

You can view the current configured inter-database plan and update an existing
Percentage/Share based inter-database plan and a new Percentage/Share based plan
can be configured using the Add/Remove options.

You can select to view and/or edit a share or percentage based Inter-Database plan.
Percentage based plans support basic or advanced options.

# Note:

If the Exadata plug-in version is 12.1.0.3.0 and eatrlier or if the Exadata
Storage Server version is 11.2.3.1.0 or earlier, the Share, Percentage based
inter-database plan radio buttons are not available. You can view only
Percentage-based options (that is, the drop-down only displays the Basic,
Advance options).

When considering an inter-database plan:

» If Oracle Exadata Storage Server is only hosting one database, then an inter-
database plan is not needed.

« If an inter-database plan is not specified, then all databases receive an equal
allocation.

For further details on the inter-database plan, refer to the About Interdatabase
Resource Management section in the Oracle® Exadata Storage Server Software
User's Guide.

Diagnosing Exadata Storage Server Alerts

Enterprise Manager listens for Exadata Storage Server alerts sent from the Exadata
Storage Server Management Server; so, any hardware failure or cell error will be
reported in Enterprise Manager. For detailed cell error code and its interpretation, refer
to the Hardware Alert Messages section in Appendix B, "Alerts and Error Messages" of
the Oracle® Exadata Storage Server Software User's Guide.

Managing the InfiniBand Network

ORACLE

All InfiniBand Switches are discovered automatically during the database machine
discovery workflow (see Exadata Database Machine Discovery) and are grouped
automatically under the group IB Network.

1. From the Enterprise Manager home page, select Targets, then Oracle Exadata
Database Machine.

2. Inthe Target Navigation pane, select IB Fabric from the list.

3. Inthe IB Fabric pane, you can view an overview and activity summary for all
InfiniBand Switches.
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4. Click Refresh for an On Demand refresh of the InfiniBand schematic. Updates
reflect the real-time data.

The following topics address managing your InfiniBand network:
e InfiniBand Metrics
e Performing Administration Tasks on Infiniband Networks

e Setting Up Alerts

InfiniBand Metrics

The Enterprise Manager Agent runs a remote SSH and remote SNMP GET call to
collect metric data for the InfiniBand switch. InfiniBand metrics provides operational
details such as:

e Status / Availability

« Port status

» Vital signs: CPU, Memory, Power, Temperature
* Network interface various data

* Incoming traffic errors, traffic Kb/s and %

* Outgoing traffic errors, traffic Kb/s and %

*  Administration and Operational bandwidth Mb/s

The following metrics are available for your InfiniBand Network:

* Aggregate Sensor
* Response

*  Switch Configuration

Aggregate Sensor

Response

The Aggregate Sensor takes input from multiple sensors and aggregates the data to
identify problems with the switch that require attention. Whenever the sensor trips into
an "Asserted" state (indicating a problem) or "Deasserted" (indicating that the problem
is cleared) for a component on the switch, associated Enterprise Manager events will
be generated.

This is the main metric indicating availability of the InfiniBand switch. It is collected
every 60 seconds by default through the management interface of the switch.

Switch Configuration

This metric captures the switch configuration. The information collected is valuable
only to Oracle Support, which will use it to assist in debugging situations.

Performing Administration Tasks on Infiniband Networks

ORACLE

To perform an administration operation on an Infiniband Network, follow these steps:
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Navigate to the DB Machine home page of the Infiniband Network by choosing the
DB Machine for which you want to perform an administrative task from the All
Targets page.

Enterprise Manager displays the DB Machine Home page for the target you
selected.

Select the IB Network for which you want to perform an administrative task.
From the Target menu item, choose Administration.

The Target & Command page of the Infiniband Network Administration wizard
appears.

Choose the Target Type and then select the target on which you want to perform
the administrative task from the Target drop-down list.

Select the administrative operation you want to execute (Enable/Disable port,
Clear performance/Error counters, Switch LED on/off, Set up SNMP subscription).
The available operations from which you can select are dependent on the target
type and target you selected. Once you choose the operation, you may need to
select a value that will appear after choosing the operation.

Click Next to continue.

Enterprise Manager displays the Credentials & Schedule page. Select or enter the
credentials to execute the command. The credentials you enter are used when
submitting the operation. You can choose between Preferred Credentials, Named
Credentials, and New Credentials. Schedule the administration task. Provide the
job information in the Administration Job Schedule section. You can choose to
begin the job immediately or enter the time you want the job to begin.

Click Next to continue.

The Review page appears. Use the Review page to ensure you have entered the
correct values and then submit the command. The Review page lists the Job
Name, Description, Command to Execute, when the job is Scheduled, the Target
Type, and the Selected Target.

Click Submit Command to submit the job.

When you click Submit Command, a popup is shown if the job is successful. You
can go to the Job Detail Page or back to the page from where this wizard was
launched.

Setting Up Alerts

After configuring the InfiniBand Switch targets to send SNMP alerts, set up alerts in
Enterprise Manager Cloud Control.

ORACLE

1.
2.
3.
4,
5.

Log in to Enterprise Manager Cloud Control.

Click Targets, then All Targets. All discovered targets will display.

In the All Targets page, click Systems Infrastructure Switch.

Click the target you are interested in. The target home page appears.

In the drop-down menu for the Systems Infrastructure Switch, select Monitoring
and then Metric and Collections Settings.

5-18



Chapter 5
Flash Cache Resource Monitoring

6. Inthe Metric and Collection Settings page, you can modify metric threshold
values, edit monitoring settings for specific metrics, change metric collection
schedules, and disable collection of a metric.

You can modify the thresholds directly in the table or click the edit icon (pencil
icon) to access the Edit Advanced Settings page. For more information on the
fields displayed in this page and how the thresholds can be modified, click Help
from the top-right corner of this page.

Flash Cache Resource Monitoring

The Oracle Exadata plug-in release 13.1.0.1.0 and later provides flash cache resource
monitoring for Oracle Exadata Storage Servers. From the Storage Server home page
or from the 1/O Distribution Detail page, Cloud Control provides a high-level overview
of flash cache resources (Figure 5-7). Details include:

* 1/O Utilization (as a percentage).
* Hard Drive I/O Time Breakdown (in milliseconds per request).

* Flash I/O Time Breakdown (in milliseconds per request).

Figure 5-7 1/O Distribution by Databases
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From the I/O Distribution Details page, which provides a view of all available
databases statistics, select Table View (the default is Graph View) to view the data as
a table (Figure 5-8):

Figure 5-8 1/O Distribution by Databases - Table View

/0 Distribution for All Databases

IORM Objective Basic Last Collected at Jun 12,2019 7:15:00 AM PDT

GraphicView = Table View

e /0 Utilization (%) Hard Drive /O Service Time {ms/request) Flash 1/0 Service Time (ms/request)
Hard Drive Flash Hard Drive /0 Time Hard Drive IORM Wait Time Flash IfO Time Flash IORM Wait Time

Z.8CAQAJD3 4813 0 0.068 0.003 0134 0

ASM 1184 0 0.064 0.003 a o

Others 0 0 0 0 0.047 0

ORACLE 5-19



Chapter 5
Flash Cache Resource Monitoring

The IORM Performance Page (Figure 5-9) provides detailed metrics, such as Average
Throttle Time for Disk 1/Os for both hard drives and flash drives. Select Flash Cache
Space Usage (Figure 5-10) for detailed performance about flash cache space.
Alternatively, the information in this page can be viewed in tabular format by clicking
the Table View link located at the bottom of the page.

Figure 5-9 IORM Performance Page
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Exadata Database Machine Fault Monitoring

Oracle Enterprise Manager Cloud Control provides hardware fault monitoring for
Oracle Exadata Database Machine. Table 5-1 shows the fault monitoring for the
Exadata Storage Server. Table 5-2 shows the fault monitoring for the compute nodes.

# Note:

The fault monitoring information in the following tables, while comprehensive,
may not always be complete. As new fault monitoring functionality is added,
these tables will be updated accordingly.

Table 5-1 Exadata Storage Server Fault Monitoring

Area

Fault Monitoring

Access

Cell cannot be accessed (e.g. ping failure).

Memory

Memory Controller Error

Memory DIMM Error

Memory Channel Error

Memory DIMM Temperature Sensor Error
Memory Correctable ECC Error

CPU

Internal Processor Error

Intel 5500 Chipset Core Error
Data Cache Error

Cache Error

Instruction Cache Error

ESM

ESM Battery Charge Error
ESM Battery Life Error

Hard Disk

SCSI Error for Media, Device

Disk Temperature Threshold Excess
Physical Disk Not Present

Block Corruption

Flash Disk

Flash Disk Failure
Flash Disk Predictive Failure
Flash Disk not Present

Miscellaneous

Chassis or Power Supply Fan Error
PCI-E Internal Error

Power Supply Voltage Excess Error
Temperature Excess Error

Network Port Disconnection and Fault

ORACLE
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Table 5-2 Compute Node Fault Monitoring

Area Fault Monitoring

Memory Memory Controller Error
Memory DIMM Error
Memory Channel Error
Memory DIMM Temperature Sensor Error
Memory Correctable ECC Error

CPU Internal Processor Error
Intel 5500 Chipset Core Error
Data Cache Error
Cache Error
Instruction Cache Error

Disk SCSI Error for Media, Device
Disk Temperature Threshold Excess
Block Corruption

Miscellaneous Chassis or Power Supply Fan Error
Non-fatal PCI-E Internal Error
Power Supply Voltage Excess Error
Temperature Excess Error
Network Port Disconnection and Fault

Monitoring Exadata Database Machine Components

Enterprise Manager collects details for the following components:

Exadata Storage Servers
InfiniBand Switches

Cisco Switch

ILOM Targets

Power Distribution Units (PDUS)
KVM Switch

Exadata Storage Servers

An Enterprise Manager Agent could collect Exadata Storage Server metrics through
cell cli calls via ssh, ExaCLl or RESTful APl. SNMP traps are sent to the Enterprise
Manager Agent for subscribed alert conditions.

ORACLE

Monitoring with cel | cl i requires SSH equivalence to be set up between the agent
user and the cell monitor user on each Exadata Storage Server.

On the home page, rich storage data is collected, including:

Aggregate storage metrics.
Cell alerts via SNMP (PUSH).
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» Capacities.

« |ORM consumer and Database-level metrics.

InfiniBand Switches

An Enterprise Manager Agent runs remote SSH calls to the InfiniBand switch to collect
metrics. The InfiniBand Switch sends SNMP traps (PUSH) for all alerts.

Monitoring requires ssh equi val ence for the i | om admi n for metric collections such
as:

* Response

¢ Various sensor status
— Fan
— Voltage
— Temperature

e Port performance data

e Port administration

Cisco Switch

An Enterprise Manager Agent runs a remote SNMP get call to collect metric data for
the Cisco switch, including details on:

e Status / Availability
e Port status
e Vital signs: CPU, Memory, Power, Temperature
*  Network interface various data
— Incoming traffic errors, traffic kb/s and %
— Outgoing traffic errors, traffic kb/s and %

— Administration and Operational bandwidth Mb/s

ILOM Targets

An Enterprise Manager Agent runs remote SSH calls to each Sl server target.
The following details are collected:
* Response — availability
* Sensor alerts
— Temperature
— Voltage
— Fan speeds

— Configuration Data: Firmware version, serial number, and so forth.
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Power Distribution Units (PDUs)

An Enterprise Manager Agent runs remote SNMP get calls and receives SNMP traps
(PUSH) from each PDU. Collected details include:

* Response and pi ng status.

*  Phase values.

KVM Switch

ORACLE

An Enterprise Manager Agent runs remote SNMP get calls and receives SNMP traps
(PUSH) from the KVM switch. Collected details include:

e Status and response.
* Reboot events.

*  Temperature.

*  Fan status.

*  Power state.

* Factory settings.
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Virtualized Exadata Database Machine

This chapter describes how to manage and monitor a virtualized Oracle Exadata
Database Machine with DB clusters using Oracle Virtual Machine (OVM) for x86 and
Oracle Exadata Storage Servers in Exadata plug-in 13.3.2.0.0 and later.

The Exadata plug-in discovers, manages, and monitors virtualized Exadata Database
Machine in conjunction with the Virtualization Infrastructure plug-in. For details about
this plug-in, see Direct Monitoring of Xen Based Systems in Oracle® Enterprise
Manager Cloud Administration Guide:

The following sections describe how to discover a virtualized Exadata Database
Machine and other supported targets:

» Exadata Virtualized Provisioning
* Viewing Virtualized Exadata Database Machine
* Resource Utilization Graphs

Once you have completed the discovery of a virtualized Exadata Database Machine,
continue with the configuration steps outlined in Post-Discovery Configuration and
Verification.

Exadata Virtualized Provisioning

Provisioning involves repeatable, reliable, automated, unattended, and scheduled
mass deployment of a RAC Cluster including virtual machines (VMs), Oracle Database
(DB), Grid Infrastructure, and ASM on Virtualized Exadata.

With the Exadata plug-in's virtualization provisioning functionality, you can:

e Creating a Database Cluster
e Scaling Up a Database Cluster
e Scaling Down a Database Cluster

* Deleting a Database Cluster

Creating a Database Cluster

To create a database cluster:

1. From the Database Machine target menu, select Provisioning, then select Create
Cluster (Figure 6-1):
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Figure 6-1 Provisioning Menu
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The Exadata Provisioning Wizard will display.
2. On the Exadata Provisioning: Cluster page, provide the information for:

* Cluster Definition: Create a cluster name. Click Show existing clusters to
display a list of database clusters already provisioned.

e Virtual Machine Location: Select the servers on which you want to create the
virtual machines. Select one or more from the Available Servers pane, then
click the move button to move the selected server to the Selected Servers
pane (Figure 6-2):

Figure 6-2 Select Virtual Machine Location

Virtual Machine Location
Select the servers on which to create the virtual machines.
Available Servers Selected Servers
host? example.com host1 . example.com
»
e
<

» Storage Definition: Select the Exadata Storage Servers to be used by the
virtual machines. Select one or more from the Available Storage Servers
pane, then click the move button to move the selected server to the Selected
Storage Servers pane:
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Figure 6-3 Select Exadata Storage Servers

Storage Definition
Select the Exadata Storage Servers to be used by the virtual machines.
Available Storage Servers Selected Storage Servers
Serverd example com server example com
Seryverd example.com >
*»
&
Click Next.

3. On the Credentials page, set the credentials for:

* Compute Server: Set the credentials for the r oot user. From the Set
Credentials drop-down, select All to apply the settings to all servers, or select
one or more servers from the list and select Selected to apply the settings to
only the selected servers.

In the Set Server Credential pop-up window, select an existing named
credential or select New to create a new one.

Click Test Connection to verify that the credentials are properly set. If
successful, the Test Credential Status will update to show Succeeded
(Figure 6-4):

Figure 6-4 Set Compute Server Credentials

Compute Server (Dom0)

Specify root credential for each Server.
SetCredential w Test Credentials

Server Name Credential Test Credential Status
host1 example. com rootfss= Succeeded
host? example.com root/re Succeeded
host3 example com roop Succeeded

- Exadata Storage Server: Set the credentials for the cell administrator.

In the Set Server Credential pop-up window, select an existing named
credential or select New to create a new one.

Click Test Connection to verify that the credentials are properly set. If
successful, the Test Credential Status will update to show Succeeded
(Figure 6-5):
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Figure 6-5 Set Exadata Storage Server Credentials

Exadata Storage Server

Specify cell administrator credential for each Exadata Storage Server.

Set Credential Test Credentials

Cell Name Credential Test Credential Status
server _e}(ample.com celladmin/ === Succeeded
serverd example.com celladminf==+ Succeeded

Click Next to define the Virtual Machines.

4. On the Virtual Machines (VMs) page, provide the following information:

< Note:

When available, the Exadata Provisioning Wizard will pre-populate the
fields with the appropriate defaults. You can change this information to
suit your environment.

* Virtual Machine Definition: In this region (Figure 6-6), provide the details to
define the VM:

— Virtual Machine Size: Select Small, Medium, or Large. Click Customize to
adjust the number of CPU cores and available memory.

— Root password: Create a password in the two password fields.
— Verify the Prefix, DNS, and NTP fields.

— Time Zone: select the appropriate time zone from the drop-down list.

Figure 6-6 Exadata Provisioning: Virtual Machine Definition

Virtual Machine Definition

Virtual Machine Size Small |Z| CPU cores: 2 Memory: 16GB  Customize...
Available resources CFPU cores: 12 Memory: 41GB Show details...
“ Root password
* Confirm root password

Prefix slcm02

DNS 11.22.33.444 11.22.33.454 11.22.33 666
NTP 10.200.3.4 10.200.3.5 10.200.3.6
* Time Zone (UTC-07:00) Denver - Mountain Time (MT) E|
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» Software Locations: When available, the Exadata Provisioning Wizard will
pre-populate the fields (Figure 6-7); otherwise, provide the following

information:

— Inventory Location

—  Grid Infrastructure Home

— Database Home Location

— Agent Installation Base Directory

— Agent Port (optional)

— Software Language (optional)

Figure 6-7 Exadata Provisioning: Software Locations

Software Locations

* Inventory Location
* Grid Infrastructure Home

” Database Home Location

* Agent Installation Base Directory
Agent Port

Software Language

ful1/apploralnventory
11.2.04BP13 B Ju01fapp/11.2.0.4/grid

11.2.04 BP13 B Jul1fapploracle/product/11.2.0 4/dbhome_1

ful1/apploraclefagent
3872

en

* Operating System Users and Groups: Like the Software Location region,
the Exadata Provisioning Wizard will pre-populate the fields except for the
password fields (Figure 6-8). Otherwise, provide the following information:

— User name: including the ID, password, and home directory.

— DBA group name and ID.
— OINSTALL group name and ID.

Figure 6-8 Exadata Provisioning: Operating System Users and Groups

Operating System Users and Groups
hng?_:; oracle “ID 1001 * Password I;a[;gz.tr—lc::; di}ei‘:?ri /homeloracle
“ DBA
Group dba “ID 1002
Name
" DINSTALL
Group oinstall “ID 1003
Name
Click Next to provide the Network details.
5. On the Network page, specify the IP address, name and domain used for the
Admin, Client and Private network. Provide the details for the following
information:
» Gateway and Domain Details: The domain and subnet mask details should
already be supplied by the Exadata Provisioning Wizard. Enter a valid IP
address for the Admin and Client gateway (Figure 6-9):
ORACLE 6-5
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Figure 6-9 Exadata Provisioning: Network Gateway and Domain Details

™ Admin Network Domain

* Client Network Domain

* Private Network Domain

Gateway and Domain Details

example.com * Admin Subnet Mask 2552553430 F| ™ Admin Network Gateway IP 255 255 2480
example.com v Bonded " Cllent SubnetMask 255255.248.0 E| * Client Network Galeway IP  255.255.248.0
example.com * Private SubnetMask 255255.243.0 E| Default Gateway = Admin @ Client

Virtual Machine 1 (Figure 6-10): For the first virtual machine in the cluster, the
Exadata Provisioning Wizard will auto-complete the Prefix and Start ID field.
You can enter an optional Suffix. Enter a valid IP address.

Figure 6-10 Exadata Provisioning: Virtual Machine 1

Virtual Machine 1

Prefix Start 1D Suffix
Admin Network Hame  slcm02 0 P
Client Network Name  slcm02 03 IP
VIP Name slem02 05 IP
Private Network Name  slcm02 o7 P

Generated Virtual Machine Name and IP (Figure 6-11): After you have
entered the information for the first VM, click Generate to create the
information for the other VMs in the cluster. You can always enter the details
manually.

Figure 6-11 Exadata Provisioning: Generated Virtual Machine Name
and IP

Generated Virtual Machine Name and IP
Virtual Machine 1 From slcm02db06.us.oracle.com
Admin Network Hame  slcm0202. example.com P 255004
Client Hetwork Name slcm0204. example.cam P 255.0.0.3
VIP Hame slcm0206.example.com B 255005
Private Network Name  slcm0208. example.com IP 955007

Once you have entered all the necessary information, click Validate IP at the top
of the page to verify the IP addresses. Click Next to continue to the enter the
details for Grid Infrastructure and to create the Initial Database.

6. On the Grid Infrastructure and Initial Database page, enter the details for:

ORACLE

Grid Infrastructure (Figure 6-12): Enter the details for the Cluster (SCAN

name and port) and verify the Disk Group information. The Exadata
Provisioning Wizard will pre-populate the details, but you can adjust them as
needed.
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Figure 6-12 Exadata Provisioning: Grid Infrastructure

Grid Infrastructure

Cluster Disk Group

* SCAN Name /~ Check Availability o add X Remove | Validate |

* SCANPort 1521 A Digk group Name  Redundancy Size(GB)
DATA MNORMAL z| 10

ASM Password
The same password will be used for ASMSNMP and SY2 users RECO MORMAL T| 10

* Password * Confirm Password

Initial Database: Click the check box to create the initial database. Additional
information for Database Identification and Administrator Credentials will be
required as shown in Figure 6-13:

Figure 6-13 Exadata Provisioning: Initial Database

Initial Database
W Create Initial Database

Database ldentification Administrator Credentials

Database Type @ Transaclion Processing DataWarehouse Specify passwords for the administrative users(SYS,SYSTEM and DBSHMP] in the new database.

N @ llsethe same passwaord
Global Database Name

* 8D

* Password * Confirm Password

ork e (212 El Use different passwords
User name Password Confirm Password

Y5
SYSTEM

CBSHMP

Click Advanced to expand the region for additional details for Memory
Parameters, Processes, and Character Sets as shown in Figure 6-14:

Figure 6-14 Exadata Provisioning: Initial Database Advanced Details

4 Advanced
Memory Parameters Processes
Memory Management  Automalic Shared Memory Wanagemant E Stk s

Processes 150 ~ W
7| Specify Memary Stings as Percentage of Available Memary

Character Sets
Total Physical Memory(MB) 45334

Percentage of Available Memary — + R
SRR Chntaotor Uz Defauli- The default character sefing based on the languags sefing of he aperating system Z|
prs Set
Total PGAIME) 1038 Settng character st to Uncoda alow ra nformation frem mutple languages
Hational B Ui R harader Sef =
Charactor ALTEUTF 13- Unicade UTF-151 haracter Set

Sat

Click Next to set the schedule.

7. On the Schedule page, the Exadata Provisioning Wizard will create the
Deployment Instance value. Select a schedule start and notification options:

Schedule: Select to initiate the creation immediately or later. If you select
later, then you will be prompted to select a date and time.

ORACLE
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* Notification: Select the notification statuses for which you will be notified.
Click Review to review the settings and initiate the job.

On the Review page, review the selection in the summary displayed. To change
any section, return to the previous page and edit the selection.

Click Submit to begin the creation job.

Scaling Up a Database Cluster

To scale up a database cluster:

ORACLE

1.

From the Database Machine target menu, select Provisioning, then select Scale
Up Cluster.

The Exadata Provisioning Wizard will display.

On the Cluster page, enter the cluster name or click the Search icon to select a
cluster from the list.

Select one or more from the Available Servers pane, then click the move button
to move the selected server to the Selected Servers pane.

Click Next to set the credentials.
On the Credentials page, set the credentials for:

» Compute Server: Set the credentials for the r oot user. From the Set
Credentials drop-down, select All to apply the settings to all servers, or select
one or more servers from the list and select Selected to apply the settings to
only the selected servers.

In the Set Server Credential pop-up window, select an existing named
credential or select New to create a new one.

Click Test Connection to verify that the credentials are properly set. If
successful, the Test Credential Status will update to show Succeeded
(Figure 6-15):

Figure 6-15 Set Compute Server Credentials

Compute Server (Dom0)
Specify root credential for each Server.
Set Credential Test Credentials
Server Name Credential Test Credential Status
host1 example com rootf+= Succeeded
host? example com rootps++* Succeeded
host3 example.com rooff+* Succeeded

* Virtual Machines (Figure 6-16): Set the credentials for the DomU Host and
Root and for the Cluster ASM and Database.

You have the option to use preferred credentials or to override the preferred
credentials.

Click Test Connection to verify that the credentials are properly set.
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Figure 6-16 Scale Up Cluster: Virtual Machines Credentials

Virtual Machines (DomUs)
DomU Host Credential DomU Root Credential
Use Preferred Credentials @ Override Preferred Credentials Use Preferred Credentials @ Override Prefered Credentials
/# TestCredenfials Doml Host Credentials  Different for sach Orade Home | = Named Credential  VIRTUALROOT SYSMAN |v 4 Test Credentials
Oracle Home Named Credential
i (ubifapp/12 1 0 2igiid) WASYSHAN |v | e
Orade Database (ul1izpplorzclelproduct WALSYSHAN |» | o=
Agent (L0 1fapploracieioroductyughou_gls.. WILSYSWAN |=| ==
Cluster ASM Credentials Cluster Database Credentials
Tha asm credental |5 uged for adding Instancas to the exsting clustar The database credential IS used for adding Instancos to he oMsting custer
=) Use Preferred Credentials @ Override a0 Cradentials T Use Preferred Credentials @ Overrlde Prefe adentials
Hamed Credential NC_OSM_CLUS_2015-10-12-162153 8YSMAN E == . TestCredentials Hamed Credential MC_ORACLE_D_2015-10-12-162225:5YSMAN B 4 ./ TestCredentials

Click Next.
4. On the Virtual Machines page, click Next.

5.  On the Network page, specify the IP address, name and domain used for the
Admin, Client and Private network. Provide the details for the following
information:

» Gateway and Domain Details: The domain and subnet mask details should
already be supplied by the Exadata Provisioning Wizard. Enter a valid IP
address for the Admin and Client gateway (Figure 6-17):

Figure 6-17 Scale Up: Network Gateway and Domain Details

Ga1eway and Domain Details
™ Admin Network Domain  example.com * Admin Subnet Mask 2552552430 F| * Admin Network Gateway IP 255 255 2420
* Client Network Domain ~ example.com [¥ Bonded ~ Client Subnet Mask 255255.2450 E| * Client Network Gateway IP 255.255.248.0
* Private Network Domain ~ example.com * Private SubnetMask 2552552430 El Default Gateway ) Admin @ Client

e Virtual Machine 1 (Figure 6-18): For the first virtual machine in the cluster, the
Exadata Provisioning Wizard will auto-complete the Prefix and Start ID field.
You can enter an optional Suffix. Enter a valid IP address.

Figure 6-18 Scale Up: Virtual Machine 1

Virtual Machine 1
Prefix Start 1D Suffix
Admin Network Name  slcm(2 01 P
Client Network Name slem02 03 P
VIP Name slem02 05 IP
Private Network Name  slcm02 07 IP

* Generated Virtual Machine Name and IP (Figure 6-17): After you have
entered the information for the first VM, click Generate to create the
information for the other VMs in the cluster. You can always enter the details
manually.

ORACLE 6-9



Chapter 6
Exadata Virtualized Provisioning

Figure 6-19 Scale Up: Generated Virtual Machine Name and IP

Generated Virtual Machine Name and IP
Virtual Machine 1 From slcm02db08&.us.oracle.com
Admin Network Name  slcm0202. example.com P 285.0.0.1
Client Network Name slcm0204. example.com P 255.0.0.3
VIP Name slcm0206. example.com P 285.0.0.5
Private Network Name  slcm0208.example.cam IP 255007

Once you have entered all the necessary information, click Validate IP at the top
of the page to verify the IP addresses.

Click Next to continue to schedule the scale up.

" Note:

The step for Grid Infrastructure and Initial Database are skipped because
they do not need to be set up again.

6. On the Schedule page, the Exadata Provisioning Wizard will create the
Deployment Instance value. Select a schedule start and notification options:

e Schedule: Select to initiate the scale up immediately or later. If you select
later, then you will be prompted to select a date and time.

e Notification: Select the notification statuses for which you will be notified.
Click Review to review the settings and initiate the scale up.

7. On the Review page, review the selection in the summary displayed. To change
any section, return to the previous page and edit the selection.

Click Submit to begin the scale up.

Scaling Down a Database Cluster

To scale down a database cluster, the Virtual Machine is removed from the cluster:

1. From the Database Machine target menu, select Provisioning, then select Scale
Down Cluster.

The Exadata Provisioning Wizard will display.

2. Enter the cluster name you want to scale down or click the Search icon to select
an available cluster.

Once you have selected a cluster, you will be prompted to:

e Select nodes to delete.

ORACLE 6-10



Chapter 6
Viewing Virtualized Exadata Database Machine

*  Verify or enter new named credentials for DomU (host, root, and Exadata
Server) and for the Exadata Storage Server. Click Test Credentials to verify
the credentials have been selected properly.

Click Next to schedule the scale-down job.

3. Onthe Schedule page, the Exadata Provisioning Wizard will create the
Deployment Instance value. Select a schedule start and notification options:

* Schedule: Select to initiate the scale down immediately or later. If you select
later, then you will be prompted to select a date and time.

* Notification: Select the notification statuses for which you will be notified.
Click Review to review the settings and initiate the scale down.

4. On the Review page, review the selection in the summary displayed. To change
any section, return to the previous page and edit the selection.

Click Submit to begin the scale down.

Deleting a Database Cluster

To delete an existing cluster:

1. From the Database Machine target menu, select Provisioning, then select Delete
Cluster.

The Exadata Provisioning Wizard will display.

2. On the Cluster page, enter the cluster name you want to delete or click the Search
icon to select an available cluster.

The page will update to show the nodes to be deleted

Verify or enter new named credentials for DomU (host, root, and Exadata Server)
and for the Exadata Storage Server. Click Test Credentials to verify the
credentials have been selected properly.

Click Next to schedule the delete job.

3. On the Schedule page, the Exadata Provisioning Wizard will create the
Deployment Instance value. Select a schedule start and notification options:

* Schedule: Select to initiate the scale down immediately or later. If you select
later, then you will be prompted to select a date and time.

* Notification: Select the notification statuses for which you will be notified.
Click Review to review the settings and initiate the delete job.

4. On the Review page, review the selection in the summary displayed. To change
any section, return to the previous page and edit the selection.

Click Submit to begin the delete job.

Viewing Virtualized Exadata Database Machine

Once discovered, the Exadata plug-in shows the virtual machines monitored by
Enterprise Manager Cloud Control, as shown in Figure 6-20:
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Figure 6-20 Virtual Machines Monitored

Chapter 6
Resource Utilization Graphs

Overview
Racks 1
Incidents @1

Exadata Cells

0+ Ao Po Virtual

Platforms

1} 3 Hosts

@& 1B Switches

&
&

U 1 $1
Ethemet {1
Switches

¢ Note:

The schematic diagram in the Database Machine home page is based on the
content of the dat abasemachi ne. xnl file found during discovery. The virtual
platforms (DonD) are displayed as compute nodes in the rack in the
schematic diagram.

The Database Machine Software topology diagram will not display the

physical Oracle Server, virtual Oracle Server targets (Donl), and Virtual
Platform target (DonD) targets. However, it will continue to show the host
targets which are running in Don.

The Software tab for the Exadata Database Machine target shows all clusters, ASM,
and Database targets in the whole physical Database Machine grouped by clusters as

described in Figure 6-21:

Figure 6-21 Exadata Database Machine Software Tab

Hardware Software

View
Target Name
B DB Machine
& clusterl
.j clusterl_host1

,__] clusterl_host2
-.'-;; cluster ASM1

l@ cluster.azm1.managerl
':B cluster.asm1.manager2
-E; cluster DB1
D cluster.DB1.instancel
B cluster DB1.instance2
.-;%._ clusterl

j clusterl_host

Target Type

Orade Exadata Database Machine
Cluster

Host

Host

Cluster ASM

Automatic Storage Management
Automatic Storage Management
Cluster Database

Database Instance

Database Instance

Cluster

Host

PHDHHDPHDDD )

&

Target Version

11.2.0.3.0
Enterprise Linux Serv

Enterprise Linux Serv

11.2.0.3.0
11.2.0.3.0
11.2.0.3.0
11.2.0.3.0
11.2.0.3.0
11.2.0.3.0

Oradle Linux Server

Resource Utilization Graphs

The following compute resource allocation graphs are available in virtualized Exadata.
These graphs are dependent on the virtual machine hierarchy and metric data from

the VI plug-in:

ORACLE
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Cluster Placement

This graph (Figure 6-22) shows the ClusterWare cluster placement on physical servers
in a particular Exadata Database Machine rack. Since this is a placement graph, the

widths of the data series reflect the number of clusters on the physical server that has
the most number of clusters.

Figure 6-22 Resource Utilization: Cluster Placement

Compute Resources

Compute Resource Graph allows you to visualize how the databases are using the resources on the compute nodes of this DB Machine. Select the Graph Type to
see how database and cluster are located as well as how memory and CPU resources are used.

Graph Type | Cluster Placement |Z| Rack 1|E|

[Z] Show Empty Slots

Slot 19
slem02db04
i M slcm02vm01-clus
slem02db03 M slem02vm02-clus
M slem02vm05-clus
Slot 17 M slcm02vm03-clus
slem02db02 B slcm02vm{4-clus
Slot 16
slem02db01

Database Placement

This graph (Figure 6-23) shows the database placement on physical servers in a
particular Exadata Database Machine rack for a particular DB cluster. Since this is a
placement graph, the widths of the data series reflect the number of DB on the
physical server that has the most number of databases for a particular DB cluster.

Figure 6-23 Resource Utilization: Database Placement

Compute Resources

Compute Resource Graph allows you to visualize how the databases are using the resources on the compute nodes of this DB Machine. Select the Graph Type to
see how database and cluster are located as well as how memory and CPU resources are used.

Graph Type | Database Placement |E| Rack 1|Z| Cluster slcmﬂzmﬂl_duslzl

[C Show Empty Slots

Slot 19
slem02db04
Slot 18 I vm01db01
B vm01db04
Slot 17 W vm01db03
I ﬁ K vm01do08
Slot 16
slem02db01

ORACLE"
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Database CPU Utilization

This graph (Figure 6-24) shows the database CPU utilization per database per VM
host for a particular DB cluster.

Figure 6-24 Resource Utilization: Database CPU Utilization

Compute Resources

Compute Resource Graph allows you to visualize how the databases are using the resources on the compute nodes of this DB Machine. Select the Graph Type to
see how database and cluster are located as well as how memory and CPU resources are used.

Graph Type | DB CPU Utilization Rack [1[2]  Cluster [slemo2vmo1_clus[=]

[T] show Empty Slots

Slot 19
slem02db04vm01
Slot 18
slem02db03vm01
Slot 17
slem02db02vm01

Slot 17
slem02db02vm01_2

Slot 16
slem02db01vm01
Slot 16
slem02db01vm01_2

Database Memory Utilization

This graph (Figure 6-25) shows the database memory utilization per database per VM
host for a particular DB cluster.

Figure 6-25 Resource Utilization: Database Memory Utilization

Compute Resources

Compute Resource Graph allows you to visualize how the databases are using the resources on the compute nodes of this DB Machine. Select the Graph Type to
see how database and duster are located as well as how memory and CPU resources are used.

Graph Type | DB Memory Utilization E Rack |1 3 Cluster | slkem02vm01_clus

[F] show Empty Slots

Slot 19
slem02db04vm01
Slot 18
slem02db03vm01
Slot 17 H vm01db01
slem02db02vm01 B vm01db02
Slot17 B vm01dp03
{v]
slcm02db02vm01_2 = Cuher
Slot 16
slem02db01vm01
Slot 16
slem02db01vm01_2
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Exadata Metrics

This chapter describes how to access the various metrics for the Oracle Exadata
Database Machine and provides examples of key metrics including:

» Accessing Exadata Metrics
* Aggregated Exadata FlashDisk and HardDisk Metric Example

» Exadata Cell Metric Example

Accessing Exadata Metrics

For a complete list of metrics available for the Oracle Exadata Database Machine, see
Oracle Exadata in Oracle® Enterprise Manager Oracle Database Plug-in Metric
Reference Manual.

To access the available Exadata Metrics:

1. From the Targets menu, select Exadata (Figure 7-1):

Figure 7-1 Enterprise Manager Targets Menu

All Targets Cirl+3hift+T

Groups
Systems
Sernvices
Hosts
Databases

Middleware

Business Applications

Composite Applications

Exadata

2. On the Oracle Exadata Database Machines page, select an Exadata Database
Machine from the list.

3. From the Target Navigation tree, expand the Exadata Grid and select an Exadata
Storage Server (Figure 7-2):
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Figure 7-2 Expand the Exadata Grid in the Target Navigation Tree

Target Navigation

View w

4 [f [DB Machine sicm21.us.oracle.com|

4 = DB Machine slcm21 Rack AKOD173713
b i@ Compute Modes
Pk T- Exadata Storage Servers
P @ IniiniBand Switches
» EmPDUs

F -_g Exadata Grid slcm21.us.oracle.com

F= slcm21celadm01.us.oracle.com

F= slcm21celadm?2 . us.oracle.com

E= slcm21celadm3.us.oracle.com

On the Storage Server page, select the Exadata Storage Server menu and select
Monitoring then All Metrics (Figure 7-3):

ORACLE"
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Aggregated Exadata FlashDisk and HardDisk Metric

Example

ORACLE

Figure 7-3 Exadata Storage Server Monitoring Menu

- Exadata Storage Server Grid «

Home

Open the home page in a new window.

Monitoring b All Metrics
Control L Metric and Collection Settings
Job Activity Metric Collection Errors

Information Publisher Reports Status History

Members L4 Incident Manager
Performance Blackouts
Administration g Alert History
Configuration F

Compliance [3

Target Setup bk

Target Sitemap

Target Information

Chapter 7
Aggregated Exadata FlashDisk and HardDisk Metric Example

5. On the All Metrics page, a variety of metrics are available. Select a metric or click

to expand available metric details.

This metric category contains metrics that are aggregated over either the hard disks or
flash disks in a cell. Selecting this metric from the All Metrics page generates a high-

level summary, as shown in Figure 7-4:

Figure 7-4 Aggregated Exadata FlashDisk and HardDisk Metric

Aggregated Exadata FlashDisk and HardDisk Metric

Collection Schedule Every 15 Minutes  Modify
Upload Interval Every Collection

Last Upload Jan 21, 2015 8:08:53 PM GMT

(# Data shown in above table is collected in real time.

CellDisk Tvpe Average CellDisk 10 |Average CellDisk ::';rdaa';scﬂz:k Average CellDisk 2::EEI'|E|QREE§dE”Di5|<
¥R Load Read I0PS P Read Throughput
Time Response Time
[= FlashDisk 1 8.86 0.4 0.07 0.4
[> HardDisk 4.33 216.35 59.73 215.64 59.73
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Expand the Aggregated Exadata FlashDisk and HardDisk Metric in the All Metrics
page to show a variety of metric details, such as Average CellDisk Read Throughput
(Figure 7-5), which gives an indication of the average number of bytes read from the
cell disk, or Total CellDisk 10 Load (Figure 7-6), which gives an indication of the total
input/output load to the celldisk.

Figure 7-5 Average CellDisk Read Throughput

View Data | Last 24 Hours r Auto Refresh

Average CellDisk Read Throughput

| CellDisk Type | Average Value| LowValue| HighValue| Last Known Value| Current Severity |Alert Triggered
FlashDisk 0.09 0.02 0.36 0.06 Mot Applicable
HardDisk 190.36 92.54 368.79 130,37 Mot Applicable

Figure 7-6 Total CellDisk 10 Load

View Data [ Last 24 Hours hd Auto Refresh

Total CellDisk 10 Load

| CellDisk Type | AverageValue| LowValue| HighValue| Last Known Value| Current Severity |Alert Triggered
FlashDisk 16 16 16 16 Mot Applicable
HardDisk 51.69 48 93 49 Mot Applicable

Exadata Cell Metric Example

ORACLE

This metric category contains the performance metrics collected at the cell level for
each cell, such as CPU utilization and memory utilization. Selecting this metric from
the All Metrics page generates a high-level summary, as shown in Figure 7-7:

Figure 7-7 Exadata Cell Metric

Exadata Cell Metric
Collection Schedule Every 15 Minutes  Modify
Upload Interval Every Collection
Last Upload Jan 21, 2015 8:23:02 PM GMT

[Metric | Thresholds | Real Time Value
Cell Name Mot Applicable adscx0008
CPU Utilization Not Set 14.43
Disk I/0 Objective Mot Applicable 3
Exadata Temperature Lower Threshold Mot Set 26
Exadata Temperature Reading Mot Applicable 26
Exadata Temperature Upper Threshold Mot Set 26
LED Status Mot Applicable off
Memory Utilization Mot Set 70
Metwork Received Mot Applicable 0.04
Metwork Sent Mot Applicable 0.04

(@ Data shown in above table is collected in real time.

Expand the Exadata Cell Metric in the All Metrics page to show a variety of metric
details, such as CPU Utilization (Figure 7-8), which provides information about the
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CPU utilization, or Disk 1/0 Objective (Figure 7-9), which provides the optimization
objective which IORM is configured to achieve (for example, "Low Latency" or
"Balanced" for OLTP-oriented databases, or "High Throughput" for data warehouses).

Figure 7-8 CPU Utilization

CPU Utilization
Statistics Thresholds Modify Thresholds ...
Last Known Value 16.88 Warning Threshold Mot Defined
Collection Timestamp Jan 21, 2015 8:38:45 PM GMT Critical Threshold Mot Defined
Average Value 15 Comparison Operator >=
Low Value 9.22 Occurrences Before Alert 1
High Value 20.01 Corrective Actions None
Metric Value History Compare Targets
25
20
15 CPU
. WWWMWWW‘\M gy
5
0
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Figure 7-9 Disk 1/O Objective
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Troubleshooting the Exadata Plug-in

This chapter provides troubleshooting tips and techniques on installing, discovering,
and configuring the Exadata plug-in. The following sections are provided:

e Discovery Troubleshooting

e Troubleshooting the Exadata Database Machine Schematic File
» Exadata Database Machine Management Troubleshooting

* Exadata Derived Association Rules

e Oracle Auto Service Request (ASR) Issues

*  Metric Collection Issues

e Status: Pending Issues

e Monitoring Agent Not Deployed for IPv6 Environments

Discovery Troubleshooting

Very often, the error message itself will include the cause for the error. Look for error
messages in the OMS and agent logs (case insensitive search for dbndi scovery) or in
the Discovery window itself.

The following sections are provided:

e Hardware Availability

e Discovery Failure Diagnosis

¢ Cellis not Discovered

e Compute Node Error Message

e Compute Node or InfiniBand Switch is not Discovered
e Compute Node not Managed by Enterprise Manager

e Extra or Missing Components in the Newly Discovered Exadata Database
Machine

* ILOM, PDU, or Cisco Switch is not Discovered
e Target Does not Appear in Selected Targets Page
e Target is Down or Metric Collection Error After Discovery

e Discovery Process Hangs

Hardware Availability

All the hardware components must be "known" and reachable; otherwise,
communication failures will occur. Use the pi ng command for each hardware
component of the Exadata rack to make sure all names are resolved.
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The MAP targets in Enterprise Manager Cloud Control 13c may fail while collecting the
correlation identifier. This failure can happen if the credentials are incorrect OR if a
target (for example, the ILOM) is too slow in responding.

ILOM can be slow when the number of open sessions on ILOM has exceeded the
limit. You can resolve this issue by temporarily closing the sessions on the ILOM.

The rack placement of targets can fail:

If examan did not return valid rack position for the target.

If there is an existing target in the same location.

Discovery Failure Diagnosis

Should discovery of your Oracle Exadata Database Machine fail, collect the following
information for diagnosis:

Any examan-*. xm , examan-*. htm , targets-*. xnl , and examan*. | og files from
the AGENT_RQOOT/ agent _i nst/sysman/ end/ st at e directory.

Agent logs: emagent _per!|.trc and gcagent. | og
OMS logs: enons. trc and enons. | og

Any snapshot (screen capture) of errors shown on the target summary page.

Cell is not Discovered

If the cell itself is not discovered, possible causes could be:

The installation of RDBMS Oracle Home Release 18.2 or 19c (as of plugin
13.3.2.0) is incorrect.

The /etc/oracl e/ cel I / network-config/cellip.ora file on the compute node is
missing or unreadable by the agent user or cell not listed in that file.

The cell is not listed in the / et ¢/ or acl e/ cel | / net wor k- confi g/ cel |'i p. or a file.
Management Server (MS) or cellsrv is down.

Cell management IP is changed improperly. Bouncing both cellsrv and MS may
help.

To check that the cell is discovered with a valid management IP, run the following
command on the compute node used for discovery:

$ORACLE_HOVE/ bi n/ kf od op=cel | config

Compute Node Error Message

Problems with the compute node may generate the following error:

ORACLE

The sel ected conpute node is not an existing host target nmanaged by Enterprise
Manager. Please add the conpute node as managed target before you continue.

Possible causes for this error include:

The compute node was not added as an Enterprise Manager host target before
the Exadata Database Machine discovery.
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* The host target name for compute node is an IP address. This problem can be
an /et c/ hosts or DNS issue.

e The host target name is not fully qualified with domain name (for example,
hostname.mycompany.com)

Compute Node or InfiniBand Switch is not Discovered

If there are problems with discovery of the compute node or the InfiniBand switch,
possible causes could be:

* The InfiniBand switch host name or i | om adm n password is incorrect.

e The connection from the compute node to the InfiniBand switch through SSH is
blocked by a firewall.

e The InfiniBand switch is down or takes too long to respond to SSH.

To resolve problems with the compute node or InfiniBand switch discovery, try:

» If the InfiniBand switch node is not discovered, the InfiniBand switch model or
switch firmware may not be supported by EM Exadata. Run the i bnet di scover
command. Output should look like:

Switch 36 "S-002128469f 47a0a0" # "Sun DCS 36 QDR switch switchl. exanpl e. conf
enhanced port 0 1lid 11Inc O

» To verify discovery of the compute node, run the following command on the
compute node used for discovery:

# ssh <IB switch> - ilomadnin ibnetdiscover

* If the compute node is not discovered, run the i bnet di scover command. Output
should look like:

Ca 2 "H 00212800013e8f 4a" # " xdbldb02 S 192.168.229. 85 HCA-1“

Compute Node not Managed by Enterprise Manager

If you encounter an instance where the compute note is not being managed by
Enterprise Manager, then check the following troubleshooting steps:

* If the Agent host name is different than the compute node host name, then run the
following command as r oot to match up to agent host name:

# i bnet di scover

» If the wrong Agent is used for discovery, then select the compute node Agent for
discovery.

» If the compute node name has been reset from the client to management or vice-
versa, then run the following command:

# [usr/sbin/set_nodedesc. sh

» If a short host name is used for agents, then reinstall the agents using fully-
qualified host name <host name. donai n>.
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Extra or Missing Components in the Newly Discovered Exadata
Database Machine

If you are showing extra components or if there are missing components, then check
the following troubleshooting steps:

For extra components, examine them for Exadata Database Machine
membership. Deselect any extra components manually from the discovered list.

Verify which schematic file that was used for discovery. Ensure that Enterprise
Manager can read the latest xn file (for example, dat abasenachi ne. xm ) on the
compute node.

For missing components, check the schematic file content.

If you need to generate a new schematic file, then log a service request (SR) with
Oracle Support and provide the details.

ILOM, PDU, or Cisco Switch is not Discovered

If the ILOM, PDU, or Cisco switch is not discovered, the most likely cause is that the
Exadata Database Machine Schematic file cannot be read or has incorrect data. See
Troubleshooting the Exadata Database Machine Schematic File.

Target Does not Appear in Selected Targets Page

Even though no error may appear during the Exadata Database Machine guided
discovery, the target does not appear on the Select Components page. Possible
causes and solutions include:

Check the All Targets page to make sure that the target has not been added as an
Enterprise Manager target already:

— Log in to Enterprise Manager.
— Select Targets, then All Targets.

— On the All Targets page, check to see if the Oracle Exadata target appears in
the list.

A target that is added manually may not be connected to the Exadata Database
Machine system target through association. To correct this problem:

— Delete these targets before initiating the Exadata Database Machine guided
discovery.

— Alternatively, use the entli command to add these targets to the appropriate
system target as members.

Target is Down or Metric Collection Error After Discovery

After the Exadata Database Machine guided discovery, an error that the target is down
or that there is a problem with the metric collection may display. Possible causes and
recommended solutions include:

ORACLE

For the cell or InfiniBand switch, the setup of SSH may not be configured properly.
To troubleshoot and resolve this problem:
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The agent's SSH public key in the <AGENT_I NST>/ . ssh/ i d_dsa. pub file is not
in the aut hori zed_keys file of $HOWE . ssh for ilom-admin.

Verify permissions. The permission settings for . ssh and aut hori zed_keys
should be:

2 cellnonitor cellnonitor 4096 Cct 13 07:06 .ssh
-rwr--r-- 1 cellnonitor cellmonitor 441842 Nov 10 20:03 authorized_keys

Resolve a Per f or mOper at i onExcepti on error. See Troubleshooting the
Exadata Database Machine Schematic File for more information.

If the SSH setup is confirmed to be properly configured, but the target status is still

down, then check to make sure there are valid monitoring and backup agents

assigned to monitor the target. To confirm, click the Database Machine menu and
select Monitoring Agent. Figure 8-1 shows an example of the monitoring agents:

Figure 8-1 Monitoring Agents Example

[ Database Machine

~| Monitoring Agents

Cell Marme

ﬁ DB Machine myhost.mycompany.com @

The following table lists the Monitoring and Backup agents For all Database Machine components.,

|M0nitoring Agent

|Backup Manitoring Agent

<cell name1:
<cell name2>
<cell named:

1B Switch Mame

httos:/#<monitoring aoent URL-13.com: 1844 emd/main/
https: /< manitaring agent URL-2> com:1844/emd/main/
https: /< manitaring agent URL-3: .com:1842/emd/main/

|M0nit0ring Agent

httpg://<backup agent URL-1:. com:1842/emd /main/
https://<backup agent URL-2» com:1842/emd/main/
https://<backup agent URL-3».com:1844/emd/main/

|Backu|: Monitoring Agent

<InfiniBand Switch name>

Ethiernet Switch Mame

https: / /< manitoring agent URL> com: 1842/ emd/main/

|M0nit0ring Agent

https://<backup agent URL> com:1844/emd/main/

|Backup IMonitoring Agent

<Ethemnet Switch names

ILOM Marne

httpa: / #< manitaring agent URL>. cam:18424emd /main/

|M0nitoring Agent

httpe: //<backup agent URL> com:1844/emd/main/

|Backup Manitoring Agent

<ILOM namel:>
<ILOM name2>

https: /< manitaring agent URL-13 .com: 1844/emd/main/
https: / /< monitaning agent URL-3: .com:1842/emd/main/

https://<backup agent URL-13 . com:1842/emd/main/
https://<backup agent URL-3>. com:1844/emd/main/

KNP Marne |M0nit0ring Agent |Backu|: Monitoring Agent
<KW namex httpz://<manitaring agent URL> com:1842/emd/main.’ httpz: / /< backup agent URL:> com:1844/emd/main/
PDL MNarne |M0nit0ring Agent |Backup Monitoring Agent
<FOU name: hitps: / /< maonitaring agent URL> . com; 1844 /emd/main/ hitps: //<backup agent URL: .com:1842/emd/main/
* For the ILOM, PDU, or Cisco switch, possible causes include:
— The Exadata Database Machine Schematic Diagram file has the wrong IP
address.
— Monitoring Credentials is not set or incorrect. To verify:
*  Log in to Enterprise Manager.
*  Click Setup, then Security, and finally Monitoring Credentials.
*  On the Monitoring Credentials page, click the Oracle Exadata target type.
Then set the monitoring credentials.
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ILOM Credential Validation Fails During Discovery

ILOM Credential Validation Failure Errors

ILOM credential validation may fail while performing a 13c discovery. The following
error may occur:

Authentication failed

Problem: Credentials provided are invalid.

Resolution: Use valid credentials.

Discovery Process Hangs

If the discovery process for the Exadata Database Machine hangs, then check the
following troubleshooting steps:

Examine your network to verify:

— That the host name can be resolved.

— That the Agent(s) can access the OMS.

— That a simple job can be executed from the console.

If the OMS reported any errors, then check the following log file:

$MA HOVE/ gc_i nst/ sysman/ | og/ emons. | og

For Repository issues, check the Repository database's al ert . | og file.
For Agent issues, check the following log file:

$AGENT/ agent _i nst/ sysman/ | og/ gcagent . | og

Troubleshooting the Exadata Database Machine Schematic

File

ORACLE

The Exadata Database Machine Schematic file version 503 is required as a
prerequisite for guided discovery. As part of any discovery troubleshooting, possible
causes and recommended resolution with the schematic file can include:

The schematic file on the compute node is missing or is not readable by the agent
user.

For Exadata Release 11.2.3.2 and later, the schematic file is:
/ opt/oracl e. Support Tool s/ onecommand/ cat al og. xni

If a Per f or mOper at i onExcept i on error appears, the agent NMO is not configured
for set ui d-root :

—  From the OMS log:

2011-11-08 12:28:12,910 [[ACTI VE] ExecuteThread: '6' for queue:
"webl ogi c. kernel . Defaul t (self-tuning)"']
ERROR nodel . Di scoveredTarget |ogp. 251 -
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ERROR: NMD not setuid-root (Unix only)
oracl e. sysman. enSDK. agent . cl i ent . excepti on. Per f or mOper at i onExcept i on:

— Asroot, run:
# <AGENT_I NST>/r oot . sh

In the / et ¢/ pam d file, pam | dap. so is used instead of pam uni x. S0 on compute
nodes.

— Even though the agent user and password are correct, this errors appears in
the agent log:

oracl e. sysman. enSDK. agent . cl i ent. excepti on. Per f or mOper at i onExcepti on:
ERROR: Invalid username and/or password

Schematic file has error because of a known Exadata Database Machine
configurator bug:

— Verify that the Exadata Database Machine configurator is version 12.0
— Verify that the schematic file is version 503

— Older versions may or may not have the bug depending on the Exadata
Database Machine rack type and partitioning.

If the schematic file is blank, then:

— Check your browser support and Enterprise Manager Cloud Control 13c.
— Run through discovery again and watch for messages.

— Check the enons. | og file for exceptions at the same time.

If components are missing, then:

— Add manually to the schematic page (click Edit).

— Check for component presence in Enterprise Manager. Check to see if it is
monitored.

Exadata Database Machine Management Troubleshooting

If data is missing in Resource Utilization graphs, then run a "view object" SQL query to
find out what data is missing. Common problems include:

Schematic file is not loaded correctly.
Cluster, Database, and ASM are not added as Enterprise Manager targets.
Database or cell target is down or is returning metric collection errors.

Metric is collected in the Enterprise Manager repository, but has an | S_CURRENT !
= Y setting.

Exadata Derived Association Rules

Exadata derived association rules depend on Exadata and DB/ASM ECM data. This
data may take up to 30 minutes to appear depending on metric collection schedule. To
check for data availability:

ORACLE

From the Enterprise Manager Cloud Control console:

— Click Targets, then All Targets.
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— On the All Targets page, click the Oracle Exadata target from the list.
— Click Database System, then Configuration, and finally Last Collected.
— On the Latest Configuration page, click Actions, then Refresh.

*  From the command line:

# enttl control agent runCollection
# target _nane:target _type <col |l ecti onNane>

Other troubleshooting tips include:

» Verify that ECM data are collected and present in Enterprise Manager repository.
*  Verify that all data and conditions in query are met by running the query in SQL+.

*  Verify triggers by enabling debug logging to check for timing issues.

Oracle Auto Service Request (ASR) Issues

* Oracle ASR Not Working on Exadata Storage Server

* No Slots Available Error

Oracle ASR Not Working on Exadata Storage Server

Problem: You may encounter a problem where Oracle ASR is not working on the
Exadata Storage Server.

Resolution: Ensure that there are two subscriptions on the Exadata Storage Server:

*  The type should be ASR or V3ASR for receiving the cell ILOM traps.

e The type should be def aul t (no type) or v3 for receiving the MS MIB traps from
the cell.

No Slots Available Error

The asr type entry on MS MIB adds a subscription to the cell ILOM automatically. If
the ILOM SNMP slots are full, then the subscription command on the cell may fail with
the following error:

CELL-02669: No slots are available for I LOM SNWP subscribers

There is a limit of 15 subscribers on the ILOM which might cause this failure. You will
need to free up some slots on the ILOM and retry the ASR subscription:

1. Login to the ILOM console (for example: htt ps: // XXXCELL- c. exanpl e. con).
2. Click ILOM Administration and then Notification.

3. Choose the slot and set the subscriber to 0.0.0.0 to clear it up.

Target Status Issues

If the Target status shows DOWN inaccurately, then:

* If you are using cel | CLI to monitor the cell, you can check SSH equivalence
(cel I noni t or user) with the following command:
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ssh —i [hone/oracle/.ssh/id _dsa -I cellnonitor <cell name> -e cellcli list cell

Output should be: <cel I name>

For the PDU: Check to make sure you can access the PDU through your browser
to verify that it is connected to your LAN:

http://<pdu name>

For the Cisco Switch: Check for proper SNMP subscriptions. See Set Up SNMP
for Cisco Ethernet Switch Targets for details.

Metric Collection Issues

If the Target status shows a Metric Collection Error, then:

Hover over the icon or navigate to Incident Manager.
Read the full text of the error.

Visit the Monitoring Configuration page and examine the settings. From the Setup
menu, select Monitoring Configuration.

Trigger a new collection: From the Target menu, select Configuration, then
select Last Collected, then Actions, and finally select Refresh.

Access the monitoring Agent Metric through your browser:

https://<agent URL>/end/ browser/main

Click Target >> and then click Response to evaluate the results. You may need to
log a service request (SR) with Oracle Support.

Status: Pending Issues

For those issues where components are in a Pending status, see the following
troubleshooting steps:

Cellsys Targets

Database Machine Target or Any Associated Components

Cellsys Targets

If the Cellsys target seems to be in a Pending status for too long, then:

ORACLE

Verify that there is an association for the Cluster ASM, Database, and Exadata
Storage Servers.

Check and fix the status of the associated target database.
Check and fix the status of the associated target ASM cluster.
Ensure an UP status for all Exadata Storage Server targets.

Delete any unassociated cellsys targets.
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Database Machine Target or Any Associated Components

If the Exadata Database Machine target or any associated components are in a
Pending status for too long, then:

»  Check for duplicate or pending delete targets. From the Setup menu, select
Manage Cloud Control, then select Health Overview.

e Check the target configuration. From the target's home page menu, select Target
Setup, then select Monitoring Configurations.

*  Search for the target name in the agent or OMS logs:

$ grep <target nane> gcagent.log or enoms. | og

Monitoring Agent Not Deployed for IPv6 Environments

Problem: For IPv6 environments, the monitoring agent is not deployed.

Cause: If the IPv6 address is not included in the / et ¢/ host s file, then the agent will
not be deployed.

Resolution: Edit the /et ¢/ host s of the compute node (or the VM in case of virtual
Exadata) to map the OMS host name to an IPv6 address.

Not able to receive SNMP traps on cells using IPv6

ORACLE

For IPv6 environments, the Enterprise Manager agent needs have SNMP v3
subscription to the Exadata Storage Servers, for complete monitoring.

Prerequisites:
*  SNMP V3 user created on Exadata Storage Server. See Step 1 for instructions.

» Exadata Storage Server version must be 12.1.2.2 or later to support SNMP V3
subscription.

If the SNMP subscription was missed during Exadata discovery, you can follow these
steps:

To configure SNMP v3 subscription on an Exadata Storage Server:

1. Create an SNMP V3 user on Exadata Storage Server Target.

e Suppose you need a user called "v3user". You can check whether this user is
already present on the cell using this command:

cellcli -e "list cell attributes snnpUser"”

» If this user is not present on the Exadata Storage Server, create a new user as
follows:

ALTER CELL snnpUser=((nane='[v3user]', authProtocol =" M5',

aut hPasswor d=' [ passwd] ', privProtocol = DES',
privPassword="[passwd]"'))
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< Note:

The Enterprise Manager Agent supports DES and AES privacy protocols
in addition to MD5/SHA authentication protocols.

2. When running the discovery process ensure that the SNMPv3 monitoring
credentials on the cell target in Enterprise Manager match the SNMPv3 user on
the cell.

" Note:

Make sure that an SNMP V3 user has been created before the discovery
process is initiated (see Step 1 for instructions). The SNMPv3 user gets

created in the device if the target is discovered with a user having admin
privileges.

3. If you need to edit the SNMP V3 monitoring credentials of the Exadata Storage
Server after discovery, you can log in to Enterprise Manager and:

e Select Configuration, then Security, then Monitoring Credentials.

e Select Exadata Storage Server type, and click on Manage Monitoring
Credentials button.

» Select the Exadata Storage Server and set the SNMP V3 Credentials.

# Note:

Ensure that the SNMP V3 monitoring credentials are setup on the cell
target in Enterprise Manager which match the SNMP V3 user on the cell.
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