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Successful Invocations (%) 29-154
Service Name 29-155
WebCenter Notes 29-155
Application Name 29-155
Average Create Time (ms) 29-155
Average Delete Time (ms) 29-156
Average Find Time (ms) 29-156
Average Processing Time (ms) 29-157
Average Save Changes Time (ms) 29-157
Average Update Time (ms) 29-158
Creates (per minute) 29-158
Deletes (per minute) 29-159
Failed Invocations (%) 29-159
Finds (per minute) 29-160
Invocations (per minute) 29-160
Save Changes (per minute) 29-161
Status 29-162
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Successful Invocations (%) 29-162

Updates (per minute) 29-162
Service Name 29-163
WebCenter Page Service 29-163
Application Name 29-163
Average Copy Time (ms) 29-164
Average Create Time (ms) 29-164
Average Delete Time (ms) 29-165
Average Processing Time (ms) 29-165
Average Search Time (ms) 29-166
Average Update Time (ms) 29-166
Copies (per minute) 29-167
Creates (per minute) 29-167
Deletes (per minute) 29-168
Failed Invocations (%) 29-168
Invocations (per minute) 29-169
Searches (per minute) 29-170
Status 29-170
Updates (per minute) 29-170
Successful Invocations (%) 29-171
Service Name 29-171
WebCenter People Connections 29-172
Application name 29-172
Average Processing Time (ms) 29-172
Failed Invocations (%) 29-173
Get Feedback (per minute) 29-173
Get Feedback Average Time (ms) 29-174
Invocations (per minute) 29-174
Publish Activity (per minute) 29-175
Publish Activity Average Time (ms) 29-175
Retrieve Activities (per minute) 29-176
Retrieve Activities Average Time (ms) 29-177
Retrieve Connections Average Time (ms) 29-177
Retrieve Messages (per minute) 29-178
Retrieve Messages Average Time (ms) 29-178
Retrieve Profiles (per minute) 29-179
Retrieve Profiles Average Time (ms) 29-179
Status 29-180
Successful Invocations (%) 29-180
Service Name 29-180
Get Profiles 29-181
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Get Activities 29-181

Publish Activities 29-181
Get Messages 29-182
Get Feedback 29-182
Get Connections 29-182
WebCenter Polls 29-183
Application Name 29-183
Analyze Poll (per minute) 29-183
Analyze Poll Average Time (ms) 29-184
Average Processing Time (ms) 29-184
Create Poll (per minute) 29-185
Create Poll Average Time (ms) 29-185
Create Response (per minute) 29-186
Create Response Average Time (ms) 29-186
Delete Poll (per minute) 29-187
Delete Poll Average Time (ms) 29-187
Edit Poll (per minute) 29-188
Edit Poll Average Time (ms) 29-188
Failed Invocations (%) 29-189
Get Poll (per minute) 29-190
Get Poll By Id (per minute) 29-190
Get Poll By Id Average Time (ms) 29-191
Get Poll Response Average Time (per minute) 29-191
Status 29-192
Successful Invocations (%) 29-192
Invocations (per minute) 29-192
Service Name 29-193
Create Poll <<<VERIFY>> 29-193
Edit Poll <<<VERIFY>> 29-194
Delete Poll <<<VERIFY>> 29-194
Get Poll By ID <<<VERIFY>> 29-194
Analyze Results <<<VERIFY>> 29-195
WebCenter Recent Activity 29-195
Application Name 29-195
Average Processing Time (ms) 29-195
Failed Invocations (%) 29-196
Invocations (per minute) 29-197
Status 29-197
Successful Invocations (%) 29-197
Service Name 29-198
WebCenter RSS News Feeds 29-198
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Application Name 29-198

Average Processing Time (ms) 29-198
Failed Invocations (%) 29-199
Invocations (per minute) 29-200
Status 29-200
Successful Invocations (%) 29-200
Service Name 29-201
WebCenter Instant Messaging and Presence 29-201
Application Name 29-201
Average Get Presence Time (ms) 29-201
Average Login Time (ms) 29-202
Average Logout Time (ms) 29-203
Average Processing Time (ms) 29-203
Failed Invocations (%) 29-204
Get Presence (per minute) 29-204
Invocations (per minute) 29-205
Logins (per minute) 29-206
Logouts (per minute) 29-206
Status 29-207
Successful Invocations (%) 29-207
Service Name 29-207
WebCenter Search 29-208
Application Name 29-208
Failed Invocations (%) 29-208
Successful Invocations (%) 29-209
Invocations (per minute) 29-209
Query Throughput (queries per minute) 29-210
Status 29-210
Average Processing Time (ms) 29-210
WebCenter BPEL Worklists 29-211
Application Name 29-211
Failed Invocations (%) 29-211
Status 29-212
Successful Invocations (%) 29-212
Invocations (per minute) 29-213
Average Processing Time (ms) 29-213

30 Oracle Directory Server Enterprise Edition

Cache Memory Thresholds 30-1
Heap High Hits 30-1
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Heap High Hits (per sec) 30-1

Heap High Hits (per sec) (since startup) 30-2
Heap High Hits (since startup) 30-2
Heap Low Hits 30-2
Heap Low Hits (per sec) 30-2
Heap Low Hits (per sec) (since startup) 30-3
Heap Low Hits (since startup) 30-3
Compare Operations Elapsed Time Metrics 30-3
Average Elapsed Time per Compare Operation (ms) 30-3
Average Elapsed Time per Compare Operation (since startup) (ms) 30-4
LDAP Compare operations (since startup) 30-4
Total Elapsed Time for all Compare Operations (ms) 30-4
Total Elapsed Time for Compare Operations (since startup) (ms) 30-5
Total Elapsed Time Squared for Search Operations (since startup) (ms) 30-5
Compare Operations Metrics 30-5
Compare Operations 30-5
Compare Operations (per sec) 30-6
Compare Operations (per sec) (since startup) 30-6
Compare Operations (since startup) 30-7
Connections Metrics 30-7
Connections Peak 30-7
Connections Per Sec 30-7
Connections Per Sec (s start) 30-8
Current Connections 30-8
Database Cache Metrics 30-8
Cache Clean Pages 30-9
Cache Dirty Pages 30-9
Cache Hits 30-9
Cache Page Reads 30-10
Cache Page Writes 30-10
Cache Tries 30-10
Errors Metrics 30-11
Bind Security Errors 30-11
Bind Security Errors (Since Start) 30-11
Operational Errors 30-11
Operational Errors (Since Start) 30-11
Security Errors 30-12
Security Errors (Since Start) 30-12
Total Errors 30-12
Total Errors (Since Start) 30-13
General Information 30-13
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Backend 30-13

Current Time 30-13
Start Time 30-13
Version 30-14
Hashtable Metrics 30-14
Hash Elements Traversed 30-14
Hash Elements Traversed (per sec) 30-14
Hash Elements Traversed (per sec since startup) 30-15
Hash Elements Traversed (since startup) 30-15
Hash Table Lookups 30-15
Hash Table Lookups (per sec) 30-16
Hash Table Lookups (per sec since start) 30-16
Hash Table Lookups (since startup) 30-16
Longest Chain During Hash Lookups 30-17
In Out Operation 30-17
Bytes Returned 30-17
Bytes Returned (per sec) 30-17
Bytes Returned (per sec since startup) 30-18
Bytes Returned (since startup) 30-18
LDAP Entries Returned 30-18
LDAP Entries Returned (per sec) 30-19
LDAP Entries Returned (per sec) (since startup) 30-19
LDAP Entries Returned (since startup) 30-19
Referrals Returned 30-20
Referrals Returned (per sec) 30-20
Referrals Returned (per sec) (since startup) 30-20
Referrals Returned (since startup) 30-21
Locks and DeadLocks 30-21
Current Database Locks 30-21
Current Lockers 30-21
Detected Deadlocks 30-22
DeadLocks Detected (per sec) 30-22
DeadLocks Detected (per sec since startup) 30-22
DeadLocks Detected (since startup) 30-22
Lock Conflicts 30-23
Lock Conflicts (per sec) 30-23
Lock Conflicts (per sec since startup) 30-23
Lock Conflicts (since startup) 30-23
Maximum Database Locks 30-24
Total locks Requested 30-24
Total locks Requested (per sec) 30-24
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Total locks Requested (per sec) (since startup) 30-24

Total locks Requested (since startup) 30-25
Waits before Database Lock 30-25
Waits before Database Lock (per sec) 30-25
Waits before Database Lock (per sec since startup) 30-25
Waits before Database Lock (since startup) 30-26
Operations Metrics 30-26
Average Elapsed Time per Operation (ms) 30-26
Average Elapsed Time per Operation (since startup )(ms) 30-26
Total Elapsed Time for all Operations (ms) 30-27
Total Elapsed Time for all Operations (since startup) (ms) 30-27
Total LDAP Operations Completed 30-27
Total LDAP Operations Completed (per sec) 30-27
Total LDAP Operations Completed (per sec) (since startup) 30-28
Total LDAP Operations Completed (since startup) 30-28
Total Operations Completed 30-28
Total Operations Completed (per sec) 30-28
Total Operations Completed (per sec) (since startup) 30-29
Total Operations Completed (since startup) 30-29
Total Operations Initiated 30-29
Total Operations Initiated (per sec) 30-29
Total Operations Initiated (per sec) (since startup) 30-30
Total Operations Initiated (since startup) 30-30
Other Operations 30-30
LDAP Referral Operations 30-30
LDAP Referral Operations (per sec) 30-30
LDAP Referral Operations (per sec) (since startup) 30-31
LDAP Referral Operations (since startup) 30-31
Persistent Searches Running 30-31
Queues Metrics 30-32
Operations In Progress 30-32
Operations Queue Back Log 30-32
Read Waiters Queue 30-32
Read Operations Elapsed Time Metrics 30-32
Average Elapsed Time per Bind Operation (ms) 30-33
Average Elapsed Time per Bind Operation (since startup) (ms) 30-33
Average Elapsed Time per Search Operation (ms) 30-33
Average Elapsed Time per Search Operation (since startup) (ms) 30-33
Average Elapsed Time per UnBind Operation (ms) 30-34
Average Elapsed Time per Unbind Operation (since startup) (ms) 30-34
LDAP Binds (since startup) 30-34
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LDAP Searches (since startup) 30-34

Total Elapsed Time for Bind Operations (ms) 30-35
Total Elapsed Time for Bind Operations (since startup) (ms) 30-35
Total Elapsed Time for Search Operations (ms) 30-35
Total Elapsed Time for Search Operations (since startup) (ms) 30-35
Total Elapsed Time for UnBind Operations (ms) 30-36
Total Elapsed Time for UnBind Operations (since startup) (ms) 30-36
Total Elapsed Time Squared for Bind Operations (since startup) (ms) 30-36
Total Elapsed Time Squared for Search Operations (since startup) (ms) 30-37
Total Elapsed Time Squared for UnBind Operations (since startup) (ms) 30-37
Read Operations Metrics 30-37
Anonymous Binds 30-37
Anonymous binds (per sec) 30-38
Anonymous Binds (per sec) (since startup) 30-38
Anonymous Binds (since startup) 30-38
LDAP Binds 30-38
LDAP Binds (per sec) 30-39
LDAP Binds (per sec) (since startup) 30-39
LDAP Binds (since startup) 30-39
Simple Authorized Binds (per sec) (since startup) 30-39
Simple Authorized Binds (since startup) 30-40
Simple Binds 30-40
Simple Binds (per sec) 30-40
Strong Authorized Binds (per sec) (since startup) 30-40
Strong Authorized Binds (since startup) 30-41
Strong Binds 30-41
Strong Binds (per sec) 30-41
Unauthorized Binds 30-41
Unauthorized Binds (per sec) 30-42
Unauthorized Binds (per sec) (since startup) 30-42
Unauthorized Binds (since startup) 30-42
Resource Usage 30-42
CPU Utilization (%) 30-43
Memory Utilization (KB) 30-43
Memory Utilization (%) 30-44
Response 30-44
Status 30-44
Suffix-Backend Entry 30-45
Suffix-Backend Entry - Average Cache Size 30-45
Suffix-Backend Entry - Cache Count 30-45
Suffix-Backend Entry - Cache Hit Ratio 30-46
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Suffix-Backend Entry - Cache Hits 30-46

Suffix-Backend Entry - Cache Hits (per sec) 30-47
Suffix-Backend Entry - Cache Hits (per sec) (since startup) 30-47
Suffix-Backend Entry - Cache Hits (since startup) 30-47
Suffix-Backend Entry - Cache Size 30-48
Suffix-Backend Entry - Cache Tries 30-48
Suffix-Backend Entry - Cache Tries (per sec) 30-48
Suffix-Backend Entry - Cache Tries (per sec) (since startup) 30-49
Suffix-Backend Entry - Cache Tries (since startup) 30-49
Suffix-Backend Name 30-49
Suffix-Backend File Metrics 30-50
Suffix-Backend File - Cache Hit Ratio 30-50
Suffix-Backend File - Cache Hits 30-50
Suffix-Backend File - Cache Hits (per sec) 30-51
Suffix-Backend File - Cache Hits (per sec) (since startup) 30-51
Suffix-Backend File - Cache Hits (since startup) 30-51
Suffix-Backend File - Cache Misses 30-52
Suffix-Backend File - Cache Misses (per sec) 30-52
Suffix-Backend File - Cache Misses (per sec) (since startup) 30-52
Suffix-Backend File - Cache Misses (since startup) 30-53
Suffix-Backend File - Pages in to Cache 30-53
Suffix-Backend File - Pages in to Cache (per sec) 30-53
Suffix-Backend File - Pages in to Cache (per sec) (since startup) 30-54
Suffix-Backend File - Pages in to Cache (since startup) 30-54
Suffix-Backend File - Pages Out to Disk 30-54
Suffix-Backend File - Pages Out to Disk (per sec) 30-54
Suffix-Backend File - Pages Out to Disk (per sec) (since startup) 30-55
Suffix-Backend File - Pages Out to Disk (since startup) 30-55
Suffix-Backends General Information 30-55
Suffix-Backend Name 30-55
Suffix-Backend Next DB entry ID 30-56
Suffix-Backend State 30-56
Suffix-Backend Total DB Entry Count 30-56
Suffix-Backend LDAP Entry Count 30-56
Transaction Log Metrics 30-57
Bytes wrote to log 30-57
Bytes wrote to log (per sec) 30-57
Bytes Wrote to Log (per sec) (since last check point) 30-58
Bytes Wrote to Log (since last check point) 30-58
Log Flushes 30-58
Log Flushes (per sec) 30-59
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Log Flushes (per sec) (since startup) 30-59

Log Flushes (since startup) 30-59
Log Flushes by In-Memory Full 30-60
Log Flushes by In-Memory Full (per sec) 30-60
Log Flushes by In-Memory Full (per sec) (since startup) 30-60
Log Flushes by In-Memory Full (since startup) 30-61
Log Flushes with Commits 30-61
Log Flushes with Commits (per sec) 30-61
Log Flushes with Commits (per sec) (since startup) 30-62
Log Flushes with Commits (since startup) 30-62
Log Written to Disk 30-62
Log Written to Disk (per sec) 30-63
Log Written to Disk (per sec) (since startup) 30-63
Log Written to Disk (since startup) 30-63
Maximum Commits in Log Flush 30-64
Minimum Commits in Log Flush 30-64
Waits before getting the Log Lock 30-65
Waits before getting the Log Lock (per sec) 30-65
Waits before getting the Log Lock (per sec) (since startup) 30-65
Waits before getting the Log Lock (since startup) 30-66
Transactions 30-66
Aborted Transactions 30-66
Aborted Transactions (per sec) 30-66
Aborted Transactions (per sec) (since startup) 30-67
Aborted Transactions (since startup) 30-67
Committed Transactions 30-67
Committed Transactions (per sec) 30-68
Committed Transactions (per sec) (since startup) 30-68
Committed Transactions (since startup) 30-68
Current Active Transactions 30-69
Maximum Transactions Used 30-69
Waits before Transaction Locks 30-69
Waits before Transaction Locks (per sec) 30-70
Waits before Transaction Locks (per sec) (since startup) 30-70
Waits before Transaction Locks (since startup) 30-70
Write Operations Elapsed Time Metrics 30-71
Average Elapsed Time per Add Operation (ms) 30-71
Average Elapsed Time per Add Operation (since startup) (ms) 30-71
Average Elapsed Time per Delete Operation (ms) 30-71
Average Elapsed Time per Delete Operation (since startup) (ms) 30-72
Average Elapsed Time per Modify Operation (ms) 30-72
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Average Elapsed Time per Modify Operation (since startup) (ms) 30-73

Average Elapsed Time per Modify RDN Operation (ms) 30-73
Average Elapsed Time per Modify RDN Operation (since startup) (ms) 30-74
LDAP Add operations (since startup) 30-74
LDAP Delete operations (since startup) 30-74
LDAP Modify operations (since startup) 30-74
LDAP Modify RDN operations (since startup) 30-75
Total Elapsed Time for Add Operations (since startup) (ms) 30-75
Total Elapsed Time for all Add Operations (ms) 30-75
Total Elapsed Time for all Delete Operations (ms) 30-75
Total Elapsed Time for all Modify Operations (ms) 30-76
Total Elapsed Time for all Modify RDN Operations (ms) 30-76
Total Elapsed Time for Delete Operations (since startup) (ms) 30-76
Total Elapsed Time for Modify Operations (since startup) (ms) 30-76
Total Elapsed Time for Modify RDN Operations (since startup) (ms) 30-77
Total Elapsed Time Squared for Add Operations (since startup) (ms) 30-77
Total Elapsed Time Squared for Delete Operations (since startup) (ms) 30-77
Total Elapsed Time Squared for Modify Operations (since startup) (ms) 30-78
Total Elapsed Time Squared for Modify RDN Operations (since startup) (ms) 30-78
Write Operations Metrics 30-78
Add Operations 30-78
Add Operations (per sec) 30-79
Add Operations (per sec) (since startup) 30-79
Add Operations (since startup) 30-80
Delete Operations 30-80
Delete Operations (per sec) 30-80
Delete Operations (per sec) (since startup) 30-81
Delete Operations (since startup) 30-81
Modify Operations 30-81
Modify Operations (per sec) 30-82
Modify Operations (per sec) (since startup) 30-82
Modify Operations (since startup) 30-83
Modify RDN (since startup) 30-83
Modify RDN Operations 30-83
Modify RDN Operations (per sec) 30-84
Modify RDN Operations (per sec) (since startup) 30-84

31 IBM WebSphere Application Server Metrics

Applications Metrics 31-1
Applications - Active Requests 31-1
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Applications - Average EJB Method Execution Time 31-1

No. of Active EJB Methods 31-2
Request Processing Time 31-2
Applications - Status 31-2
Dynamic Cache Metrics 31-2
DynaCache - InMemory Cache Size 31-2
DynaCache - Max InMemory Cache Size 31-3
DynaCache - Total Timeout Invalidations 31-3
EJB Metrics 31-3
EJB - Active Methods 31-3
Current Average Execution Time 31-3
Method Execution Rate per second 31-3
Total Method Calls 31-4
EJBModule Metrics 314
Active Methods 31-4
Average Method Execution Time During Last Interval 31-4
Avg Method Response Time 31-4
Concurrent Lives 31-4
Current Average Method Execution Time 31-4
Destroys 31-5
Instantiates 31-5
Number of EJB Methods Executed During Last Interval 31-5
Ready Count 31-5
Total Method Calls 31-5
EntityBean Metrics 31-5
Activates 31-6
Activation Time 31-6
Active Methods 31-6
Average Method Execution Time During Last Interval 31-6
Avg Drain Size 31-6
Concurrent Lives 31-6
Creates 31-7
Current average execution time 31-7
Destroys 31-7
Drains From Pool 31-7
EJB Method Execution Rate per second 31-7
Gets Found 31-7
Gets From Pool 31-8
Instantiates 31-8
Load Time 31-8
Loads 31-8
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No of EJB Methods Executed during last interval 31-8

Passivates 31-8
Passivation Time 31-9
Pool Size 31-9
Ready Count 31-9
Removes 31-9
Returns Discarded 31-9
Returns To Pool 31-9
Store Time 31-10
Stores 31-10
J2EE Server Metrics 31-10
J2EE Server - Active EJB Methods 31-10
J2EE Server - Active Requests 31-10
J2EE Server - Active Sessions 31-10
J2EE Server - Active Transactions 31-11
J2EE Server - Delta Method Call 31-11
J2EE Server - EJB Method Execution Rate per second 31-11
J2EE Server - EJB Method Execution Time 31-11
J2EE Server - Live Sessions 31-11
J2EE Server - Open JDBC Connections 31-12
J2EE Server - Request Processing Time 31-12
J2EE Server - Requests Processed for second 31-12
JDBCProvider Metrics 31-12
JDBCProvider - Average Wait Time 31-13
JDBCProvider - Avg Use Time 31-13
JDBCProvider - Concurrent Waiters 31-13
JDBCProvider - Faults 31-13
JDBCProvider - Free Pool Size 31-14
JDBCProvider - Jdbc Operation Timer 31-14
JDBCProvider - Number Allocates 31-14
JDBCProvider - Number Connection Handles 31-14
JDBCProvider - Number Creates 31-14
JDBCProvider - Number Destroys 31-15
JDBCProvider - Number of Managed Connections 31-15
JDBCProvider - Number Returns 31-15
JDBCProvider - Percent Maxed 31-15
JDBCProvider - Percent Used 31-15
JDBCProvider - Pool Size 31-16
JDBCProvider - Prepared Statement Cache Discards 31-16
JSP Metrics 31-16
JSP - Active Requests 31-16
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JSP - Average Processing Time (seconds) 31-16

Concurrent Requests 31-17
Current Client Processing Time 31-17
Number Errors 31-17
JSP - Requests Per Second During Last Interval 31-17
JSP - Response Time 31-17
JSP - Time Taken During Last Interval 31-18
JSP - Total Requests 31-18
JVM Metrics 31-18
JVM - CPU Utilization (%) 31-18
JVM - Free Memory 31-18
JVM - Total Memory 31-19
JVM - Up Time 31-19
JVM - Used Memory 31-19
MessageDrivenBean Metrics 31-19
MessageDrivenBean - Active Methods 31-19
MessageDrivenBean - Avg Drain Size 31-20
MessageDrivenBean - Avg Server Session Wait Time 31-20
MessageDrivenBean - Avg method exec. time during last interval 31-20
MessageDrivenBean - Concurrent Lives 31-20
MessageDrivenBean - Current avg exec. time 31-20
MessageDrivenBean - Delta Method Calls 31-20
MessageDrivenBean - Destroys 31-21
MessageDrivenBean - Drains From Pool 31-21
MessageDrivenBean - EJB Method Execution Rate per second 31-21
MessageDrivenBean - Gets Found 31-21
MessageDrivenBean - Gets From Pool 31-21
MessageDrivenBean - Instantiates 31-22
MessageDrivenBean - Message Blackout Count 31-22
MessageDrivenBean - Message Count 31-22
MessageDrivenBean - Pool Size 31-22
MessageDrivenBean - Returns Discarded 31-22
MessageDrivenBean - Returns To Pool 31-22
MessageDrivenBean - Server Session Usage 31-23
ORB Metrics 31-23
Concurrent Requests 31-23
Reference Lookup Time 31-23
Total Requests 31-23
Response 31-23
Status 31-24
Servlet Metrics 31-24
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Servlet - Active Requests 31-24

Servlet - Average Processing Time (seconds) 31-24
Servlet - Concurrent Requests 31-24
Servlet - Current Client Processing Time 31-25
Servlet - Number Errors 31-25
Servlet - Requests Per Second During Last Interval 31-25
Servlet - Response Time 31-25
Servlet - Time Taken During Last Interval 31-26
Servlet - Total Requests 31-26
SessionManager Metrics 31-26
Activate NonEXxist Sessions 31-26
Active Sessions 31-26
Affinity Breaks 31-26
Cache Discards 31-27
Created Sessions 31-27
External ReadSize 31-27
External ReadTime 31-27
External Write Size 31-27
External WriteTime 31-27
Invalidated Sessions 31-28
Invalidated Via Timeout 31-28
Live Sessions 31-28
No Room For New Session 31-28
Session Life Time 31-28
Time Since Last Activated 31-29
Stateful SessionBean Metrics 31-29
Average Method Execution Time 31-29
Activates 31-29
Activation Time 31-29
Active Methods 31-29
Concurrent Lives 31-30
Creates 31-30
Current Average Execution Time 31-30
Destroys 31-30
EJB Method Execution Rate per second 31-30
EJB Method Call Count during Last Interval 31-31
Instantiates 31-31
Passivates 31-31
Passivation Time 31-31
Ready Count 31-31
Removes 31-31
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StatelessSessionBean Metrics 31-32

Active Methods 31-32
Avg Drain Size 31-32
Average Method Execution Time 31-32
Concurrent Lives 31-32
Current Average Execution Time 31-32
Delta Method Calls 31-33
Destroys 31-33
Drains From Pool 31-33
EJB Method Execution Rate per second 31-33
Gets Found 31-33
Gets From Pool 31-34
Instantiates 31-34
Pool Size 31-34
Ready Count 31-34
Returns Discarded 31-34
Returns To Pool 31-35
System Metrics 31-35
Avg CPU Utilization 31-35
CPU Utilization 31-35
Free Memory 31-35
ThreadPool Metrics 31-35
Active Threads 31-36
Percent Maxed 31-36
Pool Size 31-36
Thread Creates 31-36
Thread Destroys 31-36
TransactionService Metrics 31-36
Active Global Transactions 31-37
Global Before Completion Duration 31-37
Global Commit Duration 31-37
Global Prepare Duration 31-37
Global Transaction Duration 31-37
Global Transaction Timeout 31-37
Global Transactions Begun 31-38
Global Transactions Committed 31-38
Global Transactions Involved 31-38
Global Transactions RolledBack 31-38
Local Before Completion Duration 31-38
Local Commit Duration 31-39
Local Transaction Duration 31-39
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Local Transaction Timeout 31-39

Local Transactions Begun 31-39
Local Transactions Committed 31-39
Local Transactions RolledBack 31-39
Number Optimizations 31-40
WebModule Metrics 31-40
Number Loaded Servlets 31-40
Number Reloads 31-40
WebServices Service Metrics 31-40
Dispatch Response Time 31-40
Number Dispatched 31-41
Number Loaded Services 31-41
Number Received 31-41
Number Successful 31-41
Reply Response Time 31-41
Reply Size 31-42
Request Response time 31-42
Request Size 31-42
Response Time 31-42
Size 31-42

32 JBoss Application Server Metrics

Blocking Bounded Queue ThreadPool Metrics 32-1
Core Thread Pool Size 32-1
Current Threads 32-1
Queue Length 32-2
Keep Alive Time (ms) 32-2
Max Threads 32-2
Rejected Tasks (per min) 32-2

Bounded Queue ThreadPool Metrics 32-3
Active Threads 32-3
Core Thread Pool Size 32-3
Current Threads 32-3
Queue Length 32-4
Keep Alive Time (ms) 32-4
Max Threads 32-4
Maximum Threads at any time 32-4
Rejected Tasks (per min) 32-5
Rejected threads - last interval 32-5

Clustering Service Metrics 32-5
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Partition Name
Clustering Service - Bind Address
Clustering Service - Port
Clustering Service - Rmi Port
Clustering Service - State
Clustering Service - State (Text)
Connection Pools Metrics
Criteria
Maximum Size
Minimum Size
CPU Usage
Server CPU Usage (%)
Datasource Metrics
Datasource - Available Connections
Datasource - Active Connections
Datasource - Average Blocking Time
Datasource - Average Creation Time
Cache Current Size
Datasource - Current Waiting Thread Count
Datasource - Connections Created (per min)
Datasource - Connections Destroyed (per min)
Datasource - Timed Out Connections (per min)
Prepared Statement Cache - Cache Hits (per min)
Prepared Statement Cache - Cache Misses (per min)
Prepared Statement Cache - Cache Accesses (per min)
Prepared Statement Cache - Cache Additions (per min)
DataSource Bind Metrics
JNDI Name
Deployments
Runtime Name
Status
Ejb Modules Metrics
Name
Statistic Provider
Entity Ejb Metrics
Entity EJB - Cache Size
Entity EJB - Current Instances Pooled Count
Entity EJB - Current Ready Instances Count
Entity EJB - Current Size
Entity EJB - Instances Created Count
Entity EJB - Instances Removed Count
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32-6
32-6
32-6
32-6
32-6
32-6
32-7
32-7
32-7
32-7
32-7
32-7
32-8
32-8
32-8
32-8
32-9
32-9
32-9
32-10
32-10
32-10
32-11
32-11
32-11
32-12
32-12
32-12
32-12
32-12
32-13
32-13
32-13
32-13
32-13
32-13
32-14
32-14
32-14
32-14
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Entity EJB - Maximum Instances in the Pool 32-14

Entity EJB - Minimum Instances in the Pool 32-15
Entity EJB - Minimum Ready Instances Count 32-15
Entity EJB - Name 32-15
Entity EJB - Parent 32-15
Entity EJB - State String 32-15
Statistic Provider 32-15
Garbage Collector Metrics 32-16
Memory Pool Names 32-16
Valid 32-16
Collections (per min) 32-16
Global Request Processor 32-16
Data Received (KB per min) 32-16
Data Sent (KB per min) 32-17
Errors (per min) 32-17
Requests (per min) 32-17
Processing time (ms) - last interval 32-18
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Preface

This manual is a compilation of the Middleware-related target metrics provided in
Oracle Enterprise Manager.

Audience

This document is intended for Oracle Enterprise Manager users interested in
Middleware target metrics.

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle
Accessibility Program website at ht t p: / / www. or acl e. cont pl s/ t opi ¢/ | ookup?
ct x=acc& d=docacc.

Access to Oracle Support

Oracle customers that have purchased support have access to electronic support
through My Oracle Support. For information, visit ht t p: / / www. or acl e. com pl s/t opi ¢/
| ookup?ct x=accé&i d=i nfo or visit htt p: // www. or acl e. com pl s/t opi ¢/ | ookup?

ct x=accé&i d=trs if you are hearing impaired.

Related Documents

For more information about Enterprise Manager, see the Oracle Enterprise Manager
13c documentation set at the following website:

http://docs. oracl e. con cd/ E63000_01/i ndex. ht m

Conventions

The following text conventions are used in this document:

Convention Meaning

boldface Boldface type indicates graphical user interface elements associated
with an action, or terms defined in text or the glossary.

italic Italic type indicates book titles, emphasis, or placeholder variables for
which you supply particular values.

nmonospace Monospace type indicates commands within a paragraph, URLS, code
in examples, text that appears on the screen, or text that you enter.
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How to Use This Manual

How to Use This Manual

This document lists all the Middleware target metrics that Enterprise Manager
monitors.

This preface describes:

e Structure of the Oracle Enterprise Manager Middleware Plug-in Metric Reference
Manual

e About Metrics, Thresholds, and Alerts

Structure of the Oracle Enterprise Manager Middleware
Plug-in Metric Reference Manual

This manual contains a chapter for each Middleware target for which there are metrics.

The metrics in each chapter are in alphabetical order according to category.

Metric Information

The information for each metric comprises a description, summary of the metric's "vital
statistics", data source (if available), and user action. The following list provides
greater detail:

e Description

Explanation following the metric name. This text defines the metric and, when
available, provides additional information pertinent to the metric.

e Metric Summary

Explains in table format the target version, default collection frequency, upload
frequency, default warning threshold, default critical threshold, and alert text for
the metric.

« Data Source

How the metric is calculated. In some metrics, data source information is not
available.

e User Action

Suggestions of how to solve the problem causing the alert.

Examples of Metric Summary Tables

This section provides examples of Metric Summary tables that you will see in this
document.
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When default thresholds are not defined for a metric, only the target version and
default collection frequency are available.

Target Version

Collection Frequency

All Versions

Every 15 Minutes

Metric Terminology

The following table provides descriptions of the terminology used with metrics.

Column Header

Column Definition

Target Version

Evaluation and
Collection Frequency

Server Evaluation
Frequency

Collection Frequency

Upload Frequency

Default Warning
Threshold

Default Critical
Threshold

Alert Text

Version of the target, for example, 11g or 12¢

The rate at which the metric is collected and evaluated to determine whether it has
crossed its threshold. The evaluation frequency is the same as the collection frequency.

The rate at which the metric is evaluated to determine whether it has crossed its
threshold. For server-generated alerts, the evaluation frequency is determined by
Oracle Database internals. For example, if the evaluation frequency is 10 minutes, then
when the Average File Write Time degrades to the point an alert should trigger, it could
be almost 10 minutes before Enterprise Manager receives indication of the alert. This
column is present in the Metric Collection Summary table only for Oracle Database 10g
metrics.

The rate at which the Management Agent collects data. The collection frequency for a
metric comes from the Enterprise Manager default collection file for that target type.

The rate at which the Management Agent moves data to the Management Repository.
For example, upload every nt" collection. The upload frequency for a metric comes from
the Enterprise Manager default collection file for that target type. This column is present
in the Metric Collection Summary table only when the Upload Frequency is different
from the Collection Frequency.

Value that indicates whether a warning alert should be initiated. If the evaluation of the
warning threshold value returns a result of TRUE for the specified number of
consecutive occurrences defined for the metric, an alert triggers at the warning severity
level.

Value that indicates whether a critical alert should be initiated. If the evaluation of the
critical threshold value returns a result of TRUE for the specified number of consecutive
occurrences defined for the metric, an alert triggers at the critical severity level.

Message indicating why the alert was generated. Words that display between percent
signs (%) denote variables. For example, Di sk Utilization for %eyVal ue%is
Y% al ue%hbcould translate to Di sk Utilization for d0 is 80%

About Metrics, Thresholds, and Alerts

A metric is a unit of measurement used to determine the health of a target. It is
through the use of metrics and associated thresholds that Enterprise Manager sends
out alerts notifying you of problems with the target.

Thresholds are boundary values against which monitored metric values are compared.
For example, for each disk device associated with the Disk Utilization (%) metric, you
can define a different warning and critical threshold. Some of the thresholds are
predefined by Oracle.
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When a threshold is reached, Enterprise Manager generates an alert. An alert is an
indicator signifying that a particular condition has been encountered and is triggered
when one of the following conditions is true:

* Athreshold is reached.
* An alert has been cleared.

* The availability of a monitored service changes. For example, the availability of an
application server changes from up to down.

* A specific condition occurs. For example, an alert is triggered whenever an error
message is written to a database alert log file.

Alerts are detected through a polling-based mechanism by checking for the monitored
condition from a separate process at regular, predefined intervals.

For more information, see Oracle Enterprise Manager Cloud Control Introduction and
the Enterprise Manager online help for additional information about metrics,
thresholds, and alerts.

Accessing Metrics

To access metrics from the Cloud Control Console, use the All Metrics page:

1. From the Cloud Control Console, choose the target.

2. From the target's home page, select the target type name, then Monitoring, and
then All Metrics.

Editing Metrics

ORACLE

Out of the box, Enterprise Manager comes with thresholds for critical metrics. Warning
and critical thresholds are used to generate an alert, letting you know of impending
problems so that you can address them in a timely manner.

To better suit the monitoring needs of your organization, you can edit the thresholds
provided by Enterprise Manager and define new thresholds.

When defining thresholds:

* Choose acceptable values to avoid unnecessary alerts, while still being notified of
issues in a timely manner.

*  Adjust your metric thresholds based on metric trends. One of the more important
actions you can perform with your monitoring system is to track metric trends for
some period of time so you can make informed decisions about what metrics are
important as well as what levels your thresholds should be set at.

»  Set the number of occurrences appropriately. If some events occur only once or
twice, for example, you might not need to be notified of them. You can set the
number of occurrences of a metric that must be reached before you are notified.

To modify metric thresholds:

1. From the Cloud Control console, right-click the target name, select Monitoring,
and then Metric and Collection Settings.

2. From the Metric and Collection Settings page, select the metric that you want to
modify.
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3. Inthe Metric and Collection Settings window, you can set values for settings such
as:

e Warning Threshold
e Critical Threshold

e Occurrences Before Alert

" Note:

You must have at least OPERATOR privilege on the target to make
changes. Without OPERATOR privilege, the content of the Metric
Threshold table is read-only.

Specifying Multiple Thresholds

The Specifying Multiple Thresholds functionality allows you to define various subsets
of data that can have different thresholds. By specifying multiple thresholds, you can
refine the data used to trigger alerts, which are one of the key benefits of using
Enterprise Manager.The key in specifying multiple thresholds is to determine how the
comparison relates to the metric threshold as a whole. What benefit will be realized by
defining a more stringent or lax threshold for that particular device, mount point, and
so on? For example, using the Average Disk I/O Service Time metric, you can define
warning and critical thresholds to be applied to all disks (sd0 and sd1), or you can
define different warning and critical thresholds for a specific disk (sd0). This allows you
to adjust the thresholds for sd0O to be more stringent or lax for that particular disk.



WebLogic Server

The Oracle WebLogic Server metrics provide the following information for each metric:
o Description

*  Metric summary— The metric summary can include some or all of the following:
target version, collection frequency, default warning threshold, default critical
threshold, and alert text.

e Multiple Thresholds (where applicable)

Active Applications

This metric category provides information about active applications (earlier than Oracle
Web Server 10g)

Application - Active Sessions (pre 11)

This metric provides the number of current open sessions for an active application.
The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of Current Open
9 Minutes Sessions for application

%ApplicationName% is %value%.

Application - Current Client Processing Time

This metric provides the current client processing time for the active application. The
following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The Current Client Processing time
9 Minutes for application %ApplicationName%

is %value%.
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Application - Average Response Time

This metric provides the average response time for the active application. The

following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The Average execution time for
9 Minutes application %ApplicationName% is

%value%.

Application Overview Metrics

This category provides information about application metrics.

Cached Beans

For the selected application, the total number of Enterprise JavaBeans (EJB) currently
in the EJB cache. The following table shows how often the metric's value is collected
and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of cached beans is
10gR3, 11g, 12c¢  Minutes %value%.

Cache Accesses (per minute)

For the selected application, the number of cache access attempts per minute in the
last five minutes. The following table shows how often the metric's value is collected
and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The cache accesses is %value%
10gR3, 11g, 12c  Minutes (per minute).

Bean Activations (per minute)

For the selected application, this metric shows the total number of EJB that have been
activated since the server started. The following table shows how often the metric's
value is collected and compared against the default thresholds.
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Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The bean activations are %value%
10gR3, 11g, 12¢c  Minutes (per minute).

Cache Hits (%)

For the selected application, the percentage of cache accesses that completed
successfully in the last five minutes. The value of this metric can range between zero
and 100. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The EJB cache hit rate is %value%
10gR3, 11g, 12¢c  Minutes %%.

Cache Misses (per minute)

For the selected application, the number of cache misses per minute in the last five
minutes. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The cache misses are %value% (per
10gR3, 11g, 12¢  Minutes minute).

Bean Accesses (per minute)

For the selected application, the EJB pool accesses per minute in the last five minutes.
The following table shows how often the metric's value is collected.

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Bean Access Successes (%)

For the selected application, the percentage of pool accesses that were successful in
the last five minutes. The following table shows how often the metric's value is

collected.
Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes
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Free Bean Instances

For the selected application, the current number of available bean instances in the free
pool. The following table shows how often the metric's value is collected.

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Bean Destroys (per minute)

For the selected application, the bean destroys performed per minute in the last five
minutes. The following table shows how often the metric's value is collected.

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Bean Access Failures (per minute)

For the selected application, failed EJB pool accesses per minute in the last five
minutes. The following table shows how often the metric's value is collected

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes
Beans in Use

For the selected application, the number of bean instances currently being used from
the free pool. The following table shows how often the metric's value is collected

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Bean Transaction Commits (%)

For the selected application, the percentage of transactions that were committed
during the last five minutes. The following table shows how often the metric's value is

collected.
Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Bean Transaction Commits (per minute)

For the selected application, the transaction commits per minute for the last five
minutes. The following table shows how often the metric's value is collected.
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Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Bean Transaction Rollbacks (per minute)

For the selected application, the total number of transactions that have been rolled
back for this EJB since the server started. The following table shows how often the
metric's value is collected

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Bean Transaction Timeouts (per minute)

For the selected application, the transaction timeouts per minute for the last five
minutes. The following table shows how often the metric's value is collected

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

MDB Messages (per minute)

For the selected application, the number of messages processed by message-driven
beans (MDBs) per minute in the last five minutes. The following table shows how often
the metric's value is collected

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Requests (per minute)

For the selected application, this metric shows the average number of servlet and JSP
invocations per minute, averaged over the past five minutes. The following table
shows how often the metric's value is collected

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Request Processing Time (ms)

For the selected application, this metric shows the average amount of time (in
milliseconds) spent executing servlets and/or JSPs over the last five minutes. The
following table shows how often the metric's value is collected
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Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Active Sessions

This metric shows the number of active sessions for the selected application. The
following table shows how often the metric's value is collected

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Work Manager Pending Requests

For the selected application, the number of waiting requests in the work manager
gueue. The following table shows how often the metric's value is collected

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Work Manager Requests (per minute)

For the selected application, the number of requests processed per minute in the last
five minutes. The following table shows how often the metric's value is collected

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Application Work Manager

This metric category provides information about Work Manager.

Work Manager Pending Requests

For the selected application, this metric shows the number of work manager requests
waiting in the queue. The following table shows how often the metric's value is

collected
Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Work Manager Requests (per minute)

For the selected application, this metric shows the number of work manager requests
processed per minute, averaged over the past five minutes. The following table shows
how often the metric's value is collected
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Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Work Manager Stuck Threads

For the selected application, this metric shows the number of work manager threads
that are considered stuck on the basis of any stuck thread constraints. The following
table shows how often the metric's value is collected

Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Application Metrics

This category provides information about application metrics.

Application - Status

This metric shows the current status of the application, indicated as an integer value:
e 1 -the application is considered up and running
e 0 - the application is considered down

On an Enterprise Manager page, the status is shown by an icon that graphically
indicates whether the application is up and running or not.

Certificate Monitoring

This metric category provides information about the expiry time of the certificate.

For Oracle WebLogic Server 12c¢ (12.1.3), Oracle supports certificates in PEM format
and JKS keystore type. For more information about certificates, see your Oracle
WebLogic Server documentation.

No of days left for expiry of the certificate

This metric tracks the number of days remaining before a certificate expires. The

following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 1 Day 30 7 The value of %columnName% for

%keyValue% is %value%
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Connection Pool Metrics By Server

This metric category provides information about all the connection pool metrics for this
server.

Request Processing Time (ms)

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
NA NA NA NA NA

Free Connections

This metric tracks the number of free connector connections. The following table

shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 NotDefined Not Defined The number of free connector
10gR3, 11g, 12¢c  Minutes connections is %value%.

Unavailable Connections

This metric tracks the number of unavailable connector connections. The following

table shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 NotDefined Not Defined The number of unavailable
10gR3, 11g, 12¢c  Minutes connector connections is %value%.

Connection Waiters

This metric tracks the number of applications waiting for a connection. The following

table shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 NotDefined Not Defined The number of connector connection
10gR3, 11g, 12¢  Minutes waiters is %value%.
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Connections Closed (per minute)

This metric tracks the number of connections closed each minute. The following table

shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 NotDefined Not Defined The number of closed connector
10gR3, 11g, 12¢c  Minutes connections is %value% (per

minute).

Connections Created (per minute)

This metric tracks the number of connections created each minute. The following table

shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 NotDefined Not Defined The number of created connector
10gR3, 11g, 12¢c  Minutes connections is %value% (per
minute).

Connections Destroyed due to Error (per minute)

This metric tracks the number of destroyed connections each minute due to errors.
The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server  Every 15 NotDefined Not Defined The connector connection destroys
10gR3, 11g,12¢  Minutes due to error are %value% (per
minute).

Connections Destroyed due to Shrinking (per minute)

This metric tracks the number of destroyed connections each minute due to shrinking.
The following table shows how often the metric's value is collected and compared
against the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
WebLogic Server Every 15 NotDefined Not Defined The connector connection destroys

10gR3, 11g, 12¢c  Minutes

due to shrinking are %value% (per
minute).

Connections Destroyed (per minute)

This metric tracks the total number of destroyed connections each minute. The
following table shows how often the metric's value is collected and compared against

the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
WebLogic Server Every 15 NotDefined Not Defined The connector connection destroys

10gR3, 11g, 12c  Minutes

are %value% (per minute).

Connection Requests Satisfied (per minute)

This metric tracks the number of successful connection requests each minute. The
following table shows how often the metric's value is collected and compared against

the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
WebLogic Server  Every 15 NotDefined Not Defined The number of satisfied connector

10gR3, 11g,12¢  Minutes

connections is %value% (per
minute).

Connection Requests Rejected (per minute)

This metric tracks the number of rejected connection requests each minute. The
following table shows how often the metric's value is collected and compared against

the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
WebLogic Server  Every 15 NotDefined Not Defined The number of rejected connector

10gR3, 11g,12¢  Minutes

connections is %value% (per
minute).
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Connections Recycled (per minute)

This metric tracks the number of recycled connections each minute. The following

table shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 NotDefined Not Defined The number of recycled connector
10gR3, 11g, 12c  Minutes connections is %value% (per

minute).

Datasource Metrics

This category provides information about datasource metrics.

# Note:

Datasource metrics collected for Application Deployment targets are app-
scoped datasources (not global). An app-scoped datasource is only available
to the application that deployed this datasource. A global datasource is
available to all applications.

Available Connections

For the selected data source, this metric shows the number of database connections
currently available (not in use). The following table shows how often the metric's value
is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of available connections
10gR3, 11g, 12¢  Minutes for datasource %name%, application

%appName% is %value%.

Cached Statements not Used (per minute)

For the selected data source, this metric shows the number of statements per minute
not satisfied by the statement cache, averaged over the past five minutes. The
following table shows how often the metric's value is collected and compared against
the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The cache statements not used for
10gR3, 11g, 12¢c  Minutes datasource %name%, application

%appName% are %value% (per
minute).

Cached Statements Used (%)

For the selected data source, this metric shows the percentage of statements satisfied
by the statement cache during the last five minutes. The following table shows how
often the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of available connections
10gR3, 11g, 12¢c  Minutes for datasource %name%, application

%appName% is %value%.

Cached Statements Used (per minute)

For the selected data source, this metric shows the number of statements per minute
satisfied by the statement cache, averaged over the past five minutes. The following
table shows how often the metric's value is collected and compared against the default

thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The cached statements used rate for
10gR3, 11g, 12¢  Minutes datasource %name%, application

%appName% is %value%%%.

Connection Creation Time (ms)

For the selected data source, this metric shows the time it took to create the JDBC
connection in milliseconds. The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The time to create connections for
10gR3, 11g,12¢  Minutes datasource %name%, application

%appName% is %value% (ms).
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Connection Leaks (per minute)

For the selected data source, this metric shows the number of JDBC connection leaks
per minute, averaged over the past five minutes. The following table shows how often
the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The connection leaks for datasource

10gR3, 11g, 12c  Minutes %name%, application %appName%

are %value% (per minute).

Connection Pool Size

For the current data source, this metric shows the current count of JDBC connections
in the JDBC connection pool. The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of connections in the

10gR3, 11g, 12¢c  Minutes connection pool for datasource

%name%, application %appName%
is %value%.

Connection Refresh Failures (per minute)

For the selected data source, this metric shows the number of failed JDBC connection
refreshes per minute, averaged over the past five minutes. The following table shows
how often the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The connection refresh failures for

10gR3, 11g,12¢  Minutes datasource %name%, application

%appName% are %value% (per
minute)..

Connection Request Failures (per minute)

For the selected data source, this metric shows the number of failed JDBC connection
requests per minute, averaged over the past five minutes. The following table shows
how often the metric's value is collected and compared against the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The connection request failures for
10gR3, 11g, 12¢c  Minutes datasource %name%, application
%appName% are %value% (per
minute).

Connection Requests (per minute)

For the selected data source, this metric shows the number of requests for a JDBC
connection from this data source per minute, averaged over the past five minutes. The
following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The connection requests for
10gR3, 11g, 12¢  Minutes datasource %name%, application
%appName% are %value% (per
minute).

Connection Requests that Waited (%)

For the selected data source, this metric shows the percentage of JDBC connection
waits. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined %value%%% of connection requests
10gR3, 11g,12¢  Minutes waited for datasource %name%,

application %appName%.

Connection Requests that Waited (per minute)

For the selected data source, this metric shows the number of JIDBC connection waits
per minute, averaged over the past five minutes.

A JDBC connection wait is a request for a connection from this data source that had to
wait before getting a connection, including those that eventually got a connection and
those that did not get a connection The following table shows how often the metric's
value is collected and compared against the default thresholds.
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Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The connections that waited for
10gR3, 11g, 12¢c  Minutes datasource %name%, application
%appName% are %value% (per
minute).

Connection Requests Waiting

For the selected data source, this metric shows the current number of JDBC
connection requests waiting for a database connection. The following table shows how
often the metric's value is collected and compared against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of connection requests
10gR3, 11g, 12¢c  Minutes waiting for datasource %name%,

application %appName% is %value
%.

Connection Wait Successes (%)

For the selected data source, this metric shows the percentage of requests waiting for
a JDBC connection that successfully got a connection during the last five minutes.

A JDBC connection wait is a request for a connection from this data source that had to
wait before getting a connection, including those that eventually got a connection and
those that did not get a connection. The following table shows how often the metric's
value is collected and compared against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The connection wait success rate for
10gR3, 11g, 12¢ Minutes datasource %name%, application

%appName% is %value%%%.

Connection Wait Successes (per minute)

ORACLE

For the selected data source, this metric shows the number of IDBC connection wait
successes per minute, averaged over the past five minutes.

A wait success is a request for a connection from this data source that had to wait
before getting a connection and eventually succeeded in getting a connection. The
following table shows how often the metric's value is collected and compared against
the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The connection wait successes for
10gR3, 11g, 12¢c  Minutes datasource %name%, application
%appName% are %value% (per
minute).

Connections Created (per minute)

For the selected data source, this metric shows the number of database connections
created per minute, averaged over the past five minutes. The following table shows
how often the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The connections created for
10gR3, 11g, 12¢c  Minutes datasource %name%, application
%appName% are %value% (per
minute).

Connections in Use

For the selected data source, this metric shows the number of JDBC connections
currently in use by applications. The following table shows how often the metric's value
is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The number of connections in use
10gR3, 11g,12¢  Minutes for datasource %name%, application

%appName% is %value%.

Failed Waiting Connection Requests (per minute)

For the selected data source, this metric shows the number of JDBC connection wait
failures per minute, averaged over the past five minutes.

A wait failure is a request for a connection from this data source that had to wait before
getting a connection and eventually failed to get a connection. Waiting connection
requests can fail for a variety of reasons, including waiting for longer than the
ConnectionReserveTimeoutSecond. The following table shows how often the metric's
value is collected and compared against the default thresholds.

ORACLE 1-16



Chapter 1
Datasource Metrics

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The connection wait failures for
10gR3, 11g, 12¢c  Minutes datasource %name%, application

%appName% are %value% (per
minute).

Statement Cache Size

For the current data source, this metric shows the number of prepared and callable
JDBC statements currently cached in the connection pool.

Each JDBC connection in the connection pool has its own cache of statements. This
number is the sum of the number of statements in the caches for all connections in the
connection pool. The following table shows how often the metric's value is collected
and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The size of the statement cache for
10gR3, 11g, 12c  Minutes datasource %name%, application

%appName% is %value%.

Statements Added to Cache (per minute)

For the selected data source, this metric shows the number of statements per minute
added to the statement cache, averaged over the past five minutes. The following
table shows how often the metric's value is collected and compared against the default

thresholds.

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The statements added to cache for
10gR3, 11g, 12¢ Minutes datasource %name%, application

%appName% are %value% (per
minute).

Statements Discarded from Cache (per minute)

For the current data source, this metric shows the number of statements per minute
discarded from the statement cache, averaged over the past five minutes. The
following table shows how often the metric's value is collected and compared against
the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The statements discarded from the
10gR3, 11g, 12¢c  Minutes cache for datasource %name%,

application %appName% are
%value% (per minute).

Successful Connections (%)

For the selected data source, this metric shows the percentage of requests that
successfully returned JDBC connections during the last five minutes. The following
table shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The successful connection rate for
10gR3, 11g, 12¢  Minutes datasource %name%, application

%appName% is %value%%%.

Unavailable Connections

For the selected data source, this metric shows the number of database connections
that are currently unavailable (in use or being tested by the system). The following
table shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of unavailable
10gR3, 11g,12¢  Minutes connections for datasource %name

%, application %appName% is
%value%.

Datasource State Metric

This metric category provides information about the state of the data source.

State

This metric tracks the state of the data source. The following table shows how often
the metric's value is collected and compared against the default thresholds.
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EJB Metrics
Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The state of datasource %name%,
10gR3, 11g, 12¢c  Minutes application %appName% is %value

%.

EJB Metrics

This metric category provides information about Enterprise JavaBeans (EJB).

EJB Pool - Threads Timed Out Waiting

This metric tracks the number of threads that time out while waiting for a bean
instance during the last collection interval for EJB. The following table shows how
often the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The Number of Threads that have
9 Minutes timed out waiting for a bean instance

during last collection interval for EJB
%Name% is %value%.

EJB Pool - Current Failed Attempts For Instance

This metric tracks the number of failed attempts during the last collection interval for
EJB. The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The Number of Failed Attempts
10gR3, 11g, 12¢  Minutes during last collection interval for EJB

%Name% is %ovalue%.

EJB Lock - Timed QOut Threads Since Last Collection

This metric tracks the number of the threads that timed out during the last collection
interval for EJB. The following table shows how often the metric's value is collected
and compared against the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The Number of Threads that have
10gR3, 11g, 12¢c  Minutes waited for a lock during last

collection interval for EJB %0Name%
is %value%.

EJB Lock - Threads Waited Since Last Collection

This metric tracks the number of the threads that timed out waiting for a lock during the
last collection interval for EJB. The following table shows how often the metric's value
is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The Number of Threads that have
10gR3, 11g, 12¢  Minutes waited for a lock during last

collection interval for EJB %Name%
is %value%

EJB Cache Metrics By Server

This metric category provides information about EJB cache metrics.

Cached Beans

This metric trackes the total number of beans in the EJB cache. The following table

shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The number of cached beans is
10gR3, 11g, 12¢  Minutes %value%.

Cache Hits (%)

This metric tracks the cache hit percentage, that is, the percentage of successful
attempts to access a bean from the cache. The following table shows how often the
metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The EJB cache hit rate is %value%
10gR3, 11g, 12¢ Minutes %%.
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Bean Activations (per minute)

This metric tracks the total number of beans that have been activated per minute. The

following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The bean activations are %value%
10gR3, 11g, 12¢  Minutes (per minute).

Cache Accesses (per minute)

This metric tracks the total number of attempts to access a bean from the cache per
minute. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The cache accesses is %value%
10gR3, 11g, 12¢  Minutes (per minute).

Cache Misses (per minute)

This metric tracks the total number of times an attempt to access a bean from the
cache failed per minute. The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The cache misses are %value% (per
10gR3, 11g, 12¢  Minutes minute).

Cache Passivations (per minute)

This metric tracks the total number of beans that have been passivated.The following

table shows how often the metric's value is collected and compared against the default
thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The EJB Passivations are %value%
10gR3, 11g, 12¢  Minutes (per minute).
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EJB Lock Metrics at Application Level

This metric category provides information about EJB locks at application level.

EJB Lock - Threads Waited Since Last Collection For Application

This metric tracks the number of threads that have waited for a lock during the last
collection interval. The following table shows how often the metric's value is collected
and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The Number of Threads that have
9 Minutes waited for a lock during last

collection interval for Application
%ApplicationName% is %value%.

EJB Module Metrics

This category provides information about EJB module metrics.

Cached Beans

This metric shows the total number of beans currently in the EJB cache. The following
table shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of cached beans is
10gR3, 11g, 12c¢  Minutes %value%.

Cache Accesses (per minute)

For the current EJB module, this metric shows the number times per minute that an
attempt was made to access the EJB cache. This value is averaged over the last five
minutes. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The cache accesses is %value%
10gR3, 11g, 12¢  Minutes (per minute).
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EJB Activations (per minute)

For the current EJB module, this metric shows the total number of beans per minute
that have been activated in the last five minutes. The following table shows how often
the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The bean activations are %value%
10gR3, 11g, 12¢c  Minutes (per minute).

EJB Cache Hits (%)

For the current EJB module, this metric shows the percentage of cache accesses that
completed successfully in the last five minutes. The following table shows how often
the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The EJB cache hit rate is %value%
10gR3, 11g, 12¢  Minutes %%.

EJB Cache Misses (per minute)

For the current EJB module, this metric shows the number of cache misses per minute
in the last five minutes. The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The cache misses are %value% (per
10gR3, 11g, 12¢  Minutes minute).

EJB Passivations (per minute)

For the current EJB module, this metric shows the total number of beans per minute
that have been passivated in the last five minutes. The following table shows how
often the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The EJB Passivations are %value%
10gR3, 11g,12¢c  Minutes (per minute).
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Bean Accesses (per minute)

For the current EJB module, this metric shows how many times the EJB pool has been
accessed per minute. This is averaged over the last five minutes. The following table
shows how often the metric's value is collected.

Target Version Collection Frequency
WebLogic Server 10g R3, 11g, 12¢ Every 15 Minutes

Bean Successes (%)

For the current EJB module, this metric shows the percentage of pool accesses that
were successful in the last five minutes. The following table shows how often the
metric's value is collected

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Free Bean Instances

For the selected EJB, this metric shows the current number of available bean
instances in the free pool. The following table shows how often the metric's value is

collected
Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Bean Destroys (per minute)

For the selected EJB Module, this metric shows the bean destroys per minute in the
last five minutes. The following table shows how often the metric's value is collected

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Failed Bean Accesses (per minute)

For the selected EJB module, this metric shows the failed pool accesses per minute
over the past five minutes. The following table shows how often the metric's value is

collected
Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes
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Beans in Use

For the current EJB module, this metric shows the number of bean instances currently
being used from the free pool. The following table shows how often the metric's value

is collected
Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Bean Transaction Commits (per minute)

For the selected EJB module, this metric shows the transaction commits per minute,
averaged over the past five minutes. The following table shows how often the metric's
value is collected

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Bean Transaction Rollbacks (per minute)

For the selected EJB module, this metric shows the number of transaction rollbacks
per minute over the past five minutes. The following table shows how often the metric's
value is collected

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Bean Transaction Timeouts (per minute)

For the current EJB module, this metric shows the number of times a transaction timed
out per minute, averaged over the last five minutes. The following table shows how
often the metric's value is collected

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

MDB Messages (per minute)

For the selected EJB module, this metric shows the number of messages processed
by message-driven beans (MDBs) per minute, averaged over the past five minutes.
The following table shows how often the metric's value is collected

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes
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EJB Metrics at Application Level

This metric category describes the EJB Metrics at application level.

EJB Active Transactions Rolled Back For Application

This metric tracks the total number of EJB active transactions that have been rolled
back for this application. The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The Number of Transactions Rolled
10gR3, 11g,12¢  Minutes Back during last collection interval

for Application %ApplicationName%
is %ovalue%.

EJB Active Transactions Timed Out For Application

This metric tracks the total number of EJB active transactions that timed out for this
application. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The Number of Transactions Timed
10gR3, 11g, 12c¢  Minutes Out during last collection interval for
Application %ApplicationName% is
%value%.

EJB Metrics at Module Level

This metric category provides information about EJB metrics at the module level.

EJB Pool - Threads Timed Out Current Count For Module

This metric tracks the total number of threads that have timed out waiting for a bean
instance during last collection interval for the EJB module. The following table shows
how often the metric's value is collected and compared against the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The Number of Threads that have
9 Minutes timed out waiting for a bean instance

during last collection interval for EJB
Module %EJBModName% is %value
%.

EJB Pool - Miss Current Count For Module

This metric tracks the total number of failed attempts during the last collection interval
for the EJB Module. The following table shows how often the metric's value is collected
and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The Number of Failed Attempts
9 Minutes during last collection interval for EJB

Module %EJBModName% is %value
%

EJB Transactions - Rolled Back Current Count For Module

This metric tracks the total number of transactions rolled back during the last collection
interval for EJB Module. The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The Number of Transactions Rolled
9 Minutes Back during last collection interval

for EJB Module %EJBModName% is
%value%

EJB Transactions - Timed Out Current Count For Module

This metric tracks the number of transactions timed out during the last collection
interval for the EJB Module. The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The Number of Transactions Timed
9 Minutes Out during last collection interval for

EJB Module %EJBModName% is
%value%.
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EJB Lock - Timed Out Thread Current Count For Module

This metric tracks the total number of threads that have waited for a lock during the
last collection interval for the EJB Module. The following table shows how often the
metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The Number of Threads that have
9 Minutes waited for a lock during last

collection interval for EJB Module
%EJBModName% is %value%.

EJB Pool Metrics

This category provides information about EJB pool metrics.

Bean Accesses (per minute)

This metric shows how many times per minute that the selected EJB pool has been
accessed over the last five minutes. The following table shows how often the metric's
value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The bean accesses are %value%
10gR3, 11g, 12¢c  Minutes (per minute).

Successful Bean Accesses (%)

This metric shows the percentage of attempts to access the pool that were successful
in the last five minutes. The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The successful bean access rate is
10gR3, 11g, 12¢  Minutes %value%%%.

Bean Destroys (per minute)

For the selected EJB pool, this metric shows the bean destroys per minute over the
last five minutes. The following table shows how often the metric's value is collected
and compared against the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The bean destroys are %value%
10gR3, 11g, 12¢c  Minutes (per minute).

Bean Access Failures (per minute)

This metric shows the number of times per minute that an attempted access to the
EJB pool has failed, averaged over the past five minutes. The following table shows
how often the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The bean access failures are %value
10gR3, 11g, 12¢  Minutes % (per minute).
Beans In Use

This metric shows the number of bean instances currently being used from the free
pool. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The number of beans in use is
10gR3, 11g, 12¢  Minutes %value%.

EJB Pool Metrics at Application Level

This metric category provides information about the EJB pool metrics at application
level.

EJB Pool - Threads Timed Out Waiting For Application

This metric tracks the number of threads that have waited for a lock during the last
collection interval for this application. The following table shows how often the metric's
value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The Number of Threads that have
9 Minutes waited for a lock during last

collection interval for Application
%ApplicationName% is %value%
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EJB Pool - Current Failed Attempts For Instance For Application

This metric tracks the number of failed attempts during the last collection interval for
this application. The following table shows how often the metric's value is collected
and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The Number of Failed Attempts
9 Minutes during last collection interval for

Application %ApplicationName% is
%value%

EJB Pool Metrics By Server

This metric category provides information about the EJB pool metrics by server.

Bean Accesses (per minute)

This metric shows how many times per minute that the EJB pool has been accessed.
The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The bean accesses are %value%
10gR3, 11g, 12¢c  Minutes (per minute).

Bean Destroys (per minute)

For the EJB pool, this metric shows the number of bean destroys per minute. The
following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The bean destroys are %value%
10gR3, 11g, 12c  Minutes (per minute).

Bean Access Failures (per minute)

This metric shows the number of times per minute that an attempted access to the
EJB pool has failed.The following table shows how often the metric's value is collected
and compared against the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The bean access failures are %value
10gR3, 11g, 12¢c  Minutes % (per minute).
Beans In Use

This metric shows the number of bean instances currently being used from the free
pool. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of beans in use is
10gR3, 11g, 12¢c  Minutes %value%.

Bean Successes (%)

This metric shows the percentage of attempts to access the pool that were successful.
The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The successful bean access rate is
10gR3, 11g, 12¢  Minutes %value%%%.

Free Bean Instances

This metric shows the current number of available EJB instances in the free pool. The
following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The number of available beans is
10gR3, 11g, 12¢  Minutes %value%.

EJB Transaction Metrics

This category provides information about EJB transaction metrics.
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Bean Transaction Commits (%)

This metric shows the percentage of EJB transactions that were committed during the
last five minutes. The following table shows how often the metric's value is collected
and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The bean transaction commit rate is
10gR3, 11g, 12¢ Minutes %value%%%.

Bean Transaction Commits (per minute)

This metric shows the EJB transaction commits per minute, averaged over the past
five minutes. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The bean transaction commits are
10gR3, 11g, 12¢  Minutes %value% (per minute).

Bean Transaction Rollbacks (per minute)

This metric shows the EJB transaction rollbacks per minute, averaged over the past
five minutes. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The bean transaction rollbacks are
10gR3, 11g,12¢  Minutes %value% (per minute).

Bean Transaction Timeouts (per minute)

This metric shows the EJB transaction timeouts per minute, averaged over the past
five minutes. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The bean transaction timeouts are
10gR3, 11g, 12¢  Minutes %value% (per minute).
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EJB Active Transactions Rolled Back

This metric shows the number of rolled back transactions during the last collection
interval. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The Number of Transactions Rolled
9 Minutes back during last collection interval for

EJB %Name% is %value%.

EJB Active Transactions Timed Out

This metric shows the number of transactions that timed out during the last collection
interval. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The Number of Transactions Timed
9 Minutes out during last collection interval for

EJB %Name% is %value%.

EJB Transaction Metrics By Server

This metric category provides information about all the EJB transaction metrics for this
server.

Bean Transaction Commits (per minute)

This metric shows the EJB transaction commits per minute.The following table shows
how often the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The bean transaction commits are
10gR3, 11g, 12¢c  Minutes %value% (per minute).

Bean Transaction Rollbacks (per minute)

This metric shows the EJB transaction rollbacks per minute. The following table shows
how often the metric's value is collected and compared against the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The bean transaction rollbacks are
10gR3, 11g, 12¢c  Minutes %value% (per minute).

Bean Transaction Timeouts (per minute)

This metric shows the EJB transaction timeouts per minute.The following table shows
how often the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The bean transaction timeouts are
10gR3, 11g, 12¢c  Minutes %value% (per minute).

Bean Transaction Commits (per minute)

This metric shows the EJB transaction commits per minute. The following table shows
how often the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The bean transaction commit rate is
10gR3, 11g, 12¢  Minutes %value%%%.

Execute Queue Metrics

This metric category provides information about the execute queue metrics.

An execute queue contains requests to a WebLogic Server instance.

Execute Queue - Pending Request Current Count

This metric shows the current pending request count for the execute queue. The
following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 5 Minutes Not Defined Not Defined The Current Pending Request Count
9 for Execute Queue %Name% is

%value%
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Execute Queue Rollup Metrics

This metric category provides information about the execute queue rollup metrics.

Execute Queue Rollup - Pending Request Current Count

This metric shows the number of current pending requests for the J2EE server. The
following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The Current Pending Request Count
9 Minutes for J2EE Server is %value%.

Incident Metrics

This metric category provides information about incidents detected in the alert log file.

Problem Key

This metric shows incidents detected in the alert log file. The following table shows
how often the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 5 Minutes Not Defined x Incident (Yadr_problemKey%)
10gR3, 11g, 12¢ detected in %alertLogName% at

time/line number: %timeLine%

J2EE Application Metrics

This metric provides status information about the selected J2EE application.

Application Status

This metric shows the status of the selected application. The following table shows
how often the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Down Application %ApplicationName% on
9 Minutes %Parent% is down
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J2EE Server Wide Metrics

This metric category provides information about J2EE server wide metrics.

J2EE Server - Active Sessions

This metric shows the number of current open sessions for the J2EE server. The
following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of Current Open
9 Minutes Sessions for J2EE Server is %value

%.

J2EE Server - Current Client Processing Time

This metric shows the current client processing time for the J2EE server. The following
table shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The Current Client Processing time
9 Minutes for J2EE Server is %value%

JDBC Connection Pool Metrics (Detaliled)

This metric category provides information about the JDBC Connection Pool metrics.

JDBC Connection Pool - Active Connections Current Count

This metric shows the total number of active JDBC connections for this connection
pool. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The Number of Active JDBC
9 Minutes Connections for Connection Pool

%Name% is %value%.

ORACLE 1-36



Chapter 1
JDBC Rollup - Active JDBC Connections

JDBC Rollup - Active JDBC Connections

This metric category provides information about the JDBC Rollup - Active JDBC
Connections metrics.

JDBC Rollup - Active Connections

This metric shows the total number of active JDBC connections. The following table
shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The Number of Active JDBC
9 Minutes Connections are %value%.

JMS Metrics

This metric category provides information about Java Message Service (JMS) metrics.

JMS Connections

This metric shows the total number of JMS connections. The following table shows
how often the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of JMS connections is
10gR3, 11g, 12¢c  Minutes %value%.

JMS Servers

This metric shows the total number of JMS servers. The following table shows how
often the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of JMS Servers is
10gR3, 11g, 12¢  Minutes %value%.

JMS Destination Metrics

This category provides information about JMS Destination metrics.
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This metric shows the stored bytes count. The rest of the information in this section is
only valid for this metric when it appears in either Enterprise Manager Cloud Control or
Enterprise Manager Database Control (if applicable). The following table shows how
often the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined Stored bytes in %type%, name
10gR3, 11g, 12¢ Minutes %name%, JMS server %jmsServer

% is %value%.

Bytes Pending

This metric shows the pending bytes count

The rest of the information in this section is only valid for this metric when it appears in
either Enterprise Manager Cloud Control or Enterprise Manager Database Control (if
applicable). The following table shows how often the metric's value is collected and

compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined Pending bytes in %type%, name
10gR3, 11g, 12¢ Minutes %name%, JMS server %jmsServer

% is %ovalue%.

Bytes Received (per minute)

This metric shows the number of bytes received per minute. The rest of the
information in this section is only valid for this metric when it appears in either the
Enterprise Manager Cloud Control or the Enterprise Manager Database Control (if

applicable).

The following table shows how often the metric's value is collected and compared

against the default thresholds.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The received bytes in %type%,
10gR3, 11g, 12¢ Minutes name %name%, JMS server

%jmsServer% are %value% (per
minute).
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Consumers Active

This metric shows the number of the current consumers. The rest of the information in
this section is only valid for this metric when it appears in either the Enterprise
Manager Cloud Control or the Enterprise Manager Database Control (if applicable).

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined Active consumers of %type%, name
10gR3, 11g, 12¢ Minutes %name%, JMS server %jmsServer

% is %ovalue%.

Messages Stored

This metric shows the number of stored messages. The rest of the information in this
section is only valid for this metric when it appears in either the Enterprise Manager
Cloud Control or the Enterprise Manager Database Control (if applicable).

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The stored messages in %type%,
10gR3, 11g, 12¢ Minutes name %name%, on JMS server

%jmsServer% is %value%.

Messages Pending

This metric shows the number of pending messages. The rest of the information in this
section is only valid for this metric when it appears in either the Enterprise Manager
Cloud Control or the Enterprise Manager Database Control (if applicable).

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The pending messages in %type%,
10gR3, 11g, 12¢ Minutes name %name%, on JMS server

%jmsServer% is %value%.

Messages Received (per minute)

This metric shows the number of messages received.The rest of the information in this
section is only valid for this metric when it appears in either the Enterprise Manager
Cloud Control or the Enterprise Manager Database Control (if applicable).
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The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The received messages in %type%,
10gR3, 11g, 12¢c  Minutes name %name%, JMS server
%jmsServer% are %value% (per
minute).

Messages Moved (per minute)

This metric shows the number of messages moved per minute.

The rest of the information in this section is only valid for this metric when it appears in
either the Enterprise Manager Cloud Control or the Enterprise Manager Database
Control (if applicable).

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The moved messages in %type%,
10gR3, 11g, 12¢ Minutes name %name%, JMS server
%jmsServer% are %value% (per
minute).

Messages Deleted (per minute)

This metric shows the number of messages deleted per minute.The rest of the
information in this section is only valid for this metric when it appears in either the
Enterprise Manager Cloud Control or the Enterprise Manager Database Control (if
applicable).

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server  Every 15 Not Defined Not Defined The deleted messages in %type%,
10gR3, 11g, 12¢  Minutes name %name%, JMS server
%jmsServer% are %value% (per
minute).

JMS Destination - Bytes Pending

This metric shows the pending bytes count. The rest of the information in this section
is only valid for this metric when it appears in either the Enterprise Manager Cloud
Control or the Enterprise Manager Database Control (if applicable).
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The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The total size of pending messages
9 Minutes in the JIMS %DestinationType%

%Name% on %Parent% is %value%

JMS Destination - Messages Pending

This metric shows the number of pending messages. The rest of the information in this
section is only valid for this metric when it appears in either the Enterprise Manager
Cloud Control or the Enterprise Manager Database Control (if applicable).

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of pending messages in
9 Minutes the JMS %DestinationType%

%Name% on %Parent% is %value%

JMS Server Metrics

This category provides information about JMS server metrics.

Bytes Pageable

For the current JMS server, this metric shows the number of bytes in all the messages
that are currently available to be paged out, but which have not yet been paged out.

The JMS server attempts to keep this number smaller than the "MessageBufferSize"
parameter.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The number of bytes pageable for
10gR3, 11g, 12¢  Minutes JMS server %name% is %value%.

Bytes Paged In (per minute)

For the selected JMS server, this metric shows the number of bytes per minute that
were read from the paging directory, averaged over the past five minutes. The
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following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The bytes paged in for JMS server
10gR3, 11g, 12¢c  Minutes %name% are %value% (per minute).

Bytes Paged Out (per minute)

For the current JMS server, this metric shows the number of bytes per minute that
were written to the paging directory, averaged over the past five minutes. The
following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The bytes paged out for IMS server
10gR3, 11g, 12¢c  Minutes %name% are %value% (per minute).

Bytes Pending

This metric shows the current number of bytes pending (unacknowledged or
uncommitted) stored on the selected JMS server. Pending bytes are over and above
the current number of bytes. The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The number of bytes pending for
10gR3, 11g,12¢  Minutes JMS server %name% is %value%.

Bytes Received (per minute)

This metric shows the number of bytes received by the selected JMS server in the
past five minutes. The following table shows how often the metric's value is collected
and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The bytes received for IMS server
10gR3, 11g, 12¢  Minutes %name% are %value% (per minute).
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Bytes Stored

This metric shows the current number of bytes stored on this JIMS server. The
following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The number of bytes stored for IMS
10gR3, 11g, 12¢ Minutes server %name% is %value%%.
Destinations

This metric shows the current number of destinations defined for the selected JMS
server. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The number of destinations for JIMS
10gR3, 11g, 12¢  Minutes server %name% is %value%.

Messages Paged In (per minute)

This metric shows the current number of messages stored on this JMS server. This
number does not include the pending messages. The following table shows how often
the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The messages paged in for IMS
10gR3, 11g,12¢  Minutes server %name% are %value% (per

minute).

Messages Paged Out (per minute)

This metric shows the number of messages per minute that were written to the paging
directory, averaged over the past five minutes. The following table shows how often
the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The messages paged out for IMS
10gR3, 11g,12¢  Minutes server %name% are %value% (per

minute).
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Messages Pending

This metric shows the current number of pending messages (unacknowledged or
uncommitted) stored on this JMS server. Pending messages are over and above the
current number of messages. The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The number of messages pending
10gR3, 11g, 12¢ Minutes for IMS server %name% is %value

%.

Messages Received (per minute)

This metric shows the number of messages received by this IMS server in the past
five minutes. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The messages received for IMS
10gR3, 11g, 12c¢  Minutes server %name% are %value% (per

minute).

Messages Stored

This metric shows the current number of messages stored on the selected JIMS
server. This number does not include the pending messages. The following table
shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The number of messages stored for
10gR3, 11g,12¢  Minutes JMS server %name% is %value%.

Session Pools

This metric shows the current number of session pools instantiated on the selected
JMS server. The following table shows how often the metric's value is collected and
compared against the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The number of session pools for
10gR3, 11g, 12¢c  Minutes JMS server %name% is %value%.

JMS Server Metrics (Detailed)

This metric category provides information about the JMS server metrics.

JMS Server - Bytes Pending Count

This metric shows the current number of bytes pending (unacknowledged or
uncommitted) stored on the selected JMS server. Pending bytes are over and above
the current number of bytes. The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

Weblogic Server 9 Every 15 Not Defined Not Defined The total size of pending messages
Minutes in the JMS server %Name% is

%value%.

JMS Server - Messages Pending Count

This metric shows the current number of pending messages (unacknowledged or
uncommitted) stored on this JMS server. Pending messages are over and above the
current number of messages. The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

Weblogic Server 9 Every 15 Not Defined Not Defined The number of pending messages in
Minutes the JMS server %Name% is %value

%.

JMS Server Metrics By Server

This metric category provides information about the JMS server metrics by server.

Bytes Stored

This metric shows the current number of bytes stored on this JMS server. The
following table shows how often the metric's value is collected and compared against
the default thresholds.
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Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The number of bytes stored is
10gR3, 11g, 12¢  Minutes %value%.

Bytes Pageable

For the current JMS server, this metric shows the number of bytes in all the messages
that are currently available to be paged out, but which have not yet been paged out.

The JMS server attempts to keep this number smaller than the "MessageBufferSize"
parameter.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The number of bytes pageable is
10gR3, 11g, 12¢ Minutes %value%.

Bytes Paged In (per minute)

For the selected JMS server, this metric shows the number of bytes per minute that
were read from the paging directory, averaged over the past five minutes.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The bytes paged in are %value%
10gR3, 11g,12¢  Minutes (per minute).

Bytes Paged Out (per minute)

For the current JMS server, this metric shows the number of bytes per minute that

were written to the paging directory, averaged over the past five minutes. The

following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The bytes paged out are %value%
10gR3, 11g,12¢  Minutes (per minute).
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Bytes Pending

This metric shows the current number of bytes pending (unacknowledged or
uncommitted) stored on the selected JMS server. Pending bytes are over and above
the current number of bytes.The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The number of bytes pending is
10gR3, 11g, 12¢ Minutes %value%.

Bytes Received (per minute)

This metric shows the number of bytes received by the selected JMS server in the
past five minutes.The following table shows how often the metric's value is collected
and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The bytes received are %value%
10gR3, 11g, 12¢  Minutes (per minute).
Destinations

This metric shows the current number of destinations defined for the selected JMS
server. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The number of destinations is
10gR3, 11g, 12¢  Minutes %value%.

Current JIMS Messages

This metic shows the total number of current IMS messages. The following table
shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The number of messages stored is
10gR3, 11g, 12¢  Minutes %value%.
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Messages Paged In (per minute)

This metric shows the current number of messages stored on this JMS server. This
number does not include the pending messages. The following table shows how often
the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The messages paged in are %value
10gR3, 11g, 12¢c  Minutes % (per minute).

Messages Paged Out (per minute)

This metric shows the number of messages per minute that were written to the paging
directory. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The messages paged out are
10gR3, 11g, 12¢  Minutes %value% (per minute).

Pending JMS Messages

This metric shows the current number of pending messages (unacknowledged or
uncommitted) stored on this JIMS server. Pending messages are over and above the
current number of messages.The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The number of messages pending is
10gR3, 11g, 12¢  Minutes %value%.

Messages Received (per minute)

This metric shows the number of messages received per minute by this JMS server.
The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The messages received for are
10gR3, 11g, 12¢  Minutes %value% (per minute).
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Session Pools

This metric shows the current number of session pools instantiated on the selected
JMS server. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
Weblogic Server  Every 15 Not Defined Not Defined The number of session pools is
10gR3, 11g, 12¢ Minutes %value%.

JRockit VM Runtime Metrics

This metric category provides information about the JRockit VM runtime metrics.

The JRockit Java Virtual Machine (JVM) is one component of the Oracle JRockit Java
development kit (JDK). In addition to the JRockit JVM, the JDK is comprised of the
Java Runtime Environment (JRE), which contains the JVM and Java class libraries (as
specified by the Java Platform, Standard Edition 6 API Specification), as well as a set
of development tools, such as a compiler.

JRockit - Number Of Daemon Threads

This metric shows the number of daemon Java threads currently running in the Virtual
Machine across all processors. The following table shows how often the metric's value
is collected and compared against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold
Frequency

Weblogic Server 9 Every 15 Not Defined Not Defined The Number of Daemon Threads are
Minutes %value%

JRockit - Total Number Of Threads

This metric shows the number of Java threads (daemon and nondaemon) that are
currently running in the Virtual Machine across all processors.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

Weblogic Server 9 Every 15 Not Defined Not Defined The total number of Threads are
Minutes %value%
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JRockit - CPU Usage( % )

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

Weblogic Server 9 Every 15 Not Defined Not Defined The CPU Usage by VM is %value%.
Minutes

JRockit - Used Heap

This metric shows the amount (in bytes) of Java heap memory that is currently being
used by the Virtual Machine.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

Weblogic Server 9 Every 15 Not Defined Not Defined The Heap Usage by VM is %value%.
Minutes

JRockit - Used Physical Memory

This metric shows the amount (in bytes) of physical memory that is currently being
used on the host computer.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

Weblogic Server 9 Every 15 Not Defined Not Defined The Physical Memory Usage by VM
Minutes is %value%

Jolt Connection Pool Metrics

This category provides information about Oracle Jolt metrics for each Jolt connection
pool.

Oracle Jolt is a Java-based client API that manages requests to Oracle Tuxedo
services through a Jolt Service Listener (JSL) running on the Tuxedo server. The Jolt
APl is embedded within the WebLogic API, and is accessible from a servlet or any
other Oracle WebLogic application.
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Maximum Capacity

This metric shows the maximum capacity for the Jolt connection pool.

# Note:

This metric is disabled by default.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g,12c  Every 15 Not Defined Not Defined The maximum capacity for jolt
Minutes connection pool %name% is %value

% connections.

Pool State

This metric shows the state of the Jolt connection pool.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12¢  Every 15 Not Defined Suspended Jolt connection pool %name% is
Minutes suspended.

Request Errors (per minute)

The metric shows the number of request errors encountered per minute for the Jolt
connection pool.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12¢  Every 15 Not Defined Not Defined Request errors for jolt connection
Minutes pool %name% are %value% (per

minute).
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Requests (per minute)

This metric shows the number of requests processed per minute for the Jolt
connection pool.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12¢  Every 15 Not Defined Not Defined Requests for jolt connection pool
Minutes %name% are %value% (per minute).

Pending Requests

This metric shows the current number of pending requests for the Jolt connection pool.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12c  Every 15 Not Defined Not Defined Pending requests for jolt connection
Minutes pool %name% are %value%.

JTA Metrics

This category provides information about JTA metrics.

Abandoned Transactions (per minute)

For the selected server, this metric shows the number of transactions abandoned per
minute, averaged over the past five minutes. The following table shows how often the
metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The abandoned transactions are
10gR3, 11g, 12¢  Minutes %value% (per minute).

Committed Transactions (%)

For the selected server, this metric shows the percentage of transactions committed
over the last five minutes. The following table shows how often the metric's value is
collected and compared against the default thresholds.

ORACLE 1-52



Chapter 1

JTA Metrics
Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
10gR3, 11g, 12¢  Every 15 Not Defined Not Defined The committed transaction rate is
Minutes %value%%%.

Committed JTA Transactions (per minute)

For the selected server, this metric shows the total number of transactions committed
per minute, averaged over the past five minutes. The following table shows how often
the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12¢  Every 15 Not Defined Not Defined The committed transactions are
Minutes %value% (per minute).

Committed Transaction Time (seconds)

For the selected server, this metric shows the total number of seconds that JTA
transactions were active for all committed transactions. The following table shows how
often the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g,12¢c  Every 15 Not Defined Not Defined The committed transaction time is
Minutes %value% seconds.

Heuristic Transactions (per minute)

For the selected server, this metric shows the number of transactions that completed
with a heuristic status per minute, averaged over the past five minutes. The following
table shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g,12c  Every 15 Not Defined Not Defined The heuristic transactions are
Minutes %value% (per minute).

Transactions Processed (per minute)

For the selected server, this metric shows the number of transactions processed per
minute, averaged over the past five minutes. The following table shows how often the
metric's value is collected and compared against the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
10gR3, 11g, 12¢  Every 15 Not Defined Not Defined The transactions processed are
Minutes %value% (per minute).

JTA Transaction Rollbacks (per minute)

For the selected server, this metric shows the number of transactions rolled back per
minute, averaged over the past five minutes. The following table shows how often the
metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12¢  Every 15 Not Defined Not Defined The transaction rollbacks are %value
Minutes % (per minute).

Transaction Rollbacks due to Application Error (per minute)

For the selected server, this metric shows the number of transactions rolled back due
to an application error per minute, averaged over the past five minutes. The following
table shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g,12c  Every 15 Not Defined Not Defined The transaction rollbacks due to
Minutes application error are %value% (per

minute).

Transaction Rollbacks due to Resource Error (per minute)

For the selected server, this metric shows the number of transactions rolled back due
to a resource error per minute, averaged over the past five minutes. The following
table shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g,12c  Every 15 Not Defined Not Defined The transaction rollbacks due to
Minutes resource error are %value% (per

minute).
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Transaction Rollbacks due to System Error (per minute)

For the selected server, this metric shows the number of transactions rolled back due
to an internal system error per minute, averaged over the past five minutes. The
following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12¢  Every 15 Not Defined Not Defined The transaction rollbacks due to
Minutes system error are %value% (per

minute).

Transaction Rollbacks due to Timeout (per minute)

For the selected server, this metric shows the number of transactions rolled back due
to a timeout expiration per minute, averaged over the past five minutes. The following
table shows how often the metric's value is collected and compared against the default
thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12¢c  Every 15 Not Defined Not Defined The transaction rollbacks due to
Minutes timeout are %value% (per minute).

Active JTA Transactions

This metric shows the number of currently active JTA transactions on the selected
server. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g,12c  Every 15 Not Defined Not Defined The number of active JTA
Minutes transactions is %value%.

JTA Resource Metrics

This metric category provides information about the Java Transaction APl (JTA)
Resource metrics.

Committed JTA Transactions (per minute)

This metric shows the total number of JTA transactions committed per minute on this
server. The following table shows how often the metric's value is collected and
compared against the default thresholds.
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Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The committed transactions for
10gR3, 11g, 12¢c  Minutes resource %resourceName% are

%value% (per minute).

JTA Transactions with Heuristic Commit Decision (per minute)

This metric shows the total number of JTA transactions committed per minute for
which the resource reported a heuristic commit.The following table shows how often
the metric's value is collected and compared against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12¢  Every 15 Not Defined Not Defined The transactions with heuristic
Minutes commit decision for resource

%resourceName% are %value%
(per minute).

JTA Transactions with Heuristic Hazard Decision (per minute)

This metric shows the total number of JTA transactions committed per minute for
which the resource reported a heuristic hazard decision. In a heuristic hazard decision,
the Transaction Manager is aware that a transaction might have resulted in a mixed
outcome, where some participating resources committed and some rolled back, but
system or resource failures make it impossible to know for sure whether a heuristic
mixed outcome definitely occurred. The following table shows how often the metric's
value is collected and compared against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g,12c  Every 15 Not Defined Not Defined The transactions with heuristic
Minutes hazard decision for resource

%resourceName% are %value%
(per minute).

JTA Transactions with Heuristic Mixed Decision (per minute)

ORACLE

This metric shows the total number of JTA transactions committed per minute for
which the resource reported a mixed heuristic decision. In a mixed heuristic decision,
the Transaction Manager is aware that a transaction resulted in a mixed outcome,
where some participating resources committed and some rolled back.The following
table shows how often the metric's value is collected and compared against the default
thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12¢  Every 15 Not Defined Not Defined The transactions with heuristic mixed
Minutes decision for resource

%resourceName% are %value%
(per minute).

JTA Transactions with Heuristic Rollback Decision (per minute)

This metric shows the total number of JTA transactions committed per minute for
which the resource reported a heuristic rollback. The following table shows how often
the metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12¢  Every 15 Not Defined Not Defined The transactions with heuristic
Minutes rollback decision for resource

%resourceName% are %value%
(per minute).

Heuristic JTA Transactions (per minute)

This metric shows the number of transactions for which the resource reported a
heuristic decision, either a heuristic commit, a heuristic rollback, a mixed heuristic
decision, or a heuristic hazard decision. The following table shows how often the
metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g,12c  Every 15 Not Defined Not Defined The heuristic transactions for
Minutes resource %resourceName% are

%value% (per minute).

JTA Transaction Rollbacks (per minute)

This metric shows the number of transactions in which the resource rolled back the
transaction. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g,12c  Every 15 Not Defined Not Defined The transaction rollbacks for
Minutes resource %resourceName% are

%value% (per minute).
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Processed JTA Transactions (per minute)

This metric shows the number of transactions processed per minute for this resource.
The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12¢c  Every 15 Not Defined Not Defined The transactions processed for
Minutes resource %resourceName% are

%value% (per minute).

Committed JTA Transactions (%)

This metric shows the total number of transactions committed per minute for this
resource. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12¢  Every 15 Not Defined Not Defined The committed transaction rate for
Minutes resource %resourceName% is

%value%%%.

JVM Metrics

This category provides information about JVM metrics.

CPU Usage (%)

This metric shows the percentage of the CPU currently in use by the Java Virtual
Machine (JVM). This includes the load that the JVM is placing on all processors in the
host computer.

For example, if the host uses multiple processors, the value represents a snapshot of
the average load on all the processors. The following table shows how often the
metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The CPU usage is %value%%%.

10gR3, 11g, 12¢ Minutes
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Active Daemon Threads

This metric shows the number of daemon Java threads currently running in the Java
Virtual Machine (JVM) across all processors. The following table shows how often the
metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12¢  Every 15 Not Defined Not Defined The number of active daemon
Minutes threads is %value%.

Active Threads

This metric shows the current number of active threads in the selected Java Virtual
Machine (JVM). The following table shows how often the metric's value is collected
and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12¢  Every 15 Not Defined Not Defined The number of active threads is
Minutes %value%.

Free Heap (MB)

This metric shows the current size of free memory in the Java Virtual Machine (JVM)
memory heap, in megabytes. The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g,12c  Every 15 Not Defined Not Defined The heap has %value% MB of free
Minutes space.

Heap Usage (MB)

This metric shows the current size of the Java Virtual Machine (JVM) memory heap, in
megabytes. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12¢  Every 15 Not Defined Not Defined The heap usage is %value% MB.
Minutes
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Heap Usage (%)

This metric shows the current size of the Java Virtual Machine (JVM) memory heap, in
percent. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12¢c  Every 15 80 90 The heap usage is %value%%%.
Minutes

JDK Vendor

This metric shows the name vendor responsible for the current Java Development Kit
(JDK) that is being used for the current Java Virtual Machine.

For example, when you install and configure an Oracle WebLogic Server domain, you
can choose to use the standard Sun Microsystems JDK or the Oracle WebLogic
Server JRockit JDK.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

10gR3, 11g, 12¢ Every 15 Minutes

JDK Version

This metric shows the version of the Java Development Kit (JDK) that is currently in
use by the selected server. The following table shows how often the metric's value is
collected.

Target Version Collection Frequency

10gR3, 11g, 12¢ Every 15 Minutes

Nursery Size (MB)

ORACLE

This metric shows the amount of memory that is currently allocated to the nursery, in
megabytes.

The nursery is the area of the Java heap that the virtual machine allocates to most
objects. Instead of garbage collecting the entire heap, generational garbage collectors
focus on the nursery.

Most objects do not last a long time in memory; as a result, in most cases, it is
sufficient to perform garbage collect on only the nursery and not on the entire memory
heap.

If you are not using a generational garbage collector, the nursery size is zero.
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The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

10gR3, 11g, 12¢  Every 15 Not Defined Not Defined The nursery size is %value% MB.
Minutes

JVM Class Loading

This metric category provides information about the JVM class loading metric.

JVM Class Loading - Classes Currently Loaded

This metric tracks and raises an alert when the number of classes currently loaded
exceeds the defined thresholds.The following table shows how often the metric's value
is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of classes currently
10gR3, 11g, 12¢  Minutes loaded is %value%.

JVM Compilation Metrics

This category provides information about JVM compilation metrics.

Compilation Time (since startup) (ms)

For the selected Java Virtual Machine (JVM), this metric shows the total time spent by
the JVM in compilation. The value of the metric is in milliseconds and shows the time
spent in compilation since the JVM was last started.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

JVM Garbage Collectors

This category provides information about JVM garbage collectors metrics.

Name

This is the name of the garbage collector (this differs based on the kind of JVM being
used on the weblogic server). It is a key column for this metric.
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The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Garbage Collector - Garbage Collection Invocations (since startup)

This metric shows the number of times the Java Virtual Machine (JVM) garbage
collector was invoked since the JVM was started.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Garbage Collector - Invocations (per min)

This is the number of times the garbage collector was invoked per minute during the
last metric collection interval.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The invocations for garbage collector
10gR3, 11g Minutes %Name% are %value% (per
(10.3.3,10.3.4) minute).

Garbage Collector - Invocation Time (ms)

This metric shows the average time ( in millisecs) spent per invocation of the garbage
collector during the last metric collection interval.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Garbage Collector - Execution Time (since startup) (ms)

This metric shows the total time spent by the Java Virtual Machine (JVM) in garbage
collection since the JVM was started. The following table shows how often the metric's
value is collected and compared against the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The invocation time for garbage
10gR3, 11g Minutes collector %Name% is %value% ms.

(10.3.3, 10.3.4)

Garbage Collector - Old Heap Percent Free after GC (%)

This metric tracks and raises an alert when the percentage of the old heap free space
after garbage collection is less than the percentage defined in the thresholds. The

following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold

Frequency
WebLogic 10gR3, Every 15 Not Defined Not Defined Percent of old heap free after GC for
11g, 12¢ Minutes garbage collector %Name% is

%value%%%.

Garbage Collector - Percent Time spent (elapsed)

This metric shows the percentage of time spent by the Java Virtual Machine (JVM) in
garbage collection since the JVM was started. The following table shows how often the
metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The percentage of time spent in
10gR3, 11g Minutes Garbage Collection is %value%.

(10.3.3,10.3.4)

JVM Garbage Collection

This metric category provides information about JVM Garbage Collection metrics.

JVM - Total Garbage Collection Time (ms)

This metric shows the percentage of time spent by the Java Virtual Machine (JVM) in
garbage collection since the JVM was started. The following table shows how often the
metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined Garbage collection elapsed time in
9 Minutes milliseconds is %value%.
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JVM - Garbage Collection Time since Last Metric Collection (ms)

This metric shows the total time spent by the Java Virtual Machine (JVM) in garbage
collection since the last metric collection. The following table shows how often the
metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined Garbage collection elapsed time
9 Minutes since Last Metric Collection in

milliseconds is %value%.

JVM - Total Garbage Collection Count

This metric shows the total number of garbage collections since the JVM was started.
The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined Total Number of collections that
9 Minutes have occurred are %value%.

JVM - Garbage Collection Count since Last Metric Collection

This metric shows the total number of garbage collections since the last metric
collection. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server  Every 15 Not Defined Not Defined Number of collections that have
9 Minutes occurred since Last Metric collection

are %value%.

JVM Memory Pools

This category provides information about JVM memory pools metrics.

Name

This metric shows the name of the JVM memory pool.

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes
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Type

This metric shows the type of the JVM memory pool.

Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Memory Pool - Current Usage (MB)

This metric shows the current memory usage (in megabytes) of the selected Java
Virtual Machine (JVM). The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The memory usage for pool %Name
10gR3, 11g, 12¢  Minutes % is %value% MB.

Memory Pool - Peak Usage (KB)

This metric shows the maximum (peak) memory used by the Java Virtual Machine
(JVM) in kilobytes, since the JVM was started. The following table shows how often
the metric's value is collected.

Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

JVM Memory Usage

This category provides information about JVM memory usage metrics.

JVM Memory - Heap Memory Usage (KB)

This metric shows the total heap memory (in kilobytes) currently in use by the selected
Java Virtual Machine (JVM). The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The heap memory usage is %value
10gR3, 11g, 12¢  Minutes % KB
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Non-Heap Memory Usage (KB)

This metric shows the total nonheap memory (in kilobytes) currently in use by the
selected Java Virtual Machine (JVM). The following table shows how often the metric's
value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The non-heap memory usage is
10gR3, 11g, 12¢ Minutes %value% KB

Objects Pending Finalization

This metric shows the number of objects pending finalization in the selected Java
Virtual Machine (JVM). The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of objects pending
10gR3, 11g, 12¢c  Minutes finalization is %value%

JVM Runtime Metrics

This metric category provides information about the JVM runtime metrics.

JVM Runtime - Up Time (ms)

This metric shows how long the selected Java Virtual Machine (JVM) has been up in
running (in milliseconds).

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

JVM Runtime - VM Name

This metric shows the name of the selected Java Virtual Machine (JVM).

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes
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JVM Runtime - VM Version

This metric shows the version number of the selected Java Virtual Machine (JVM).

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

JVM ThreadContention

This category provides information about JVM thread contention metrics.

JVM Thread Contention - Blocked Count

This metric shows the number of times the selected Java Virtual Machine (JVM)
thread has been blocked since the thread was started.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 30 Minutes

JVM Thread Contention - Blocked Time (since startup) (seconds)

This metric shows how long (in seconds) this thread has been blocked since it was
started or since thread contention monitoring was enabled.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 30 Minutes

JVM Thread Contention - CPU Usage (since startup) (seconds)

This metric shows the amount of CPU (in seconds) that is currently being used by the
selected Java Virtual Machine (JVM) thread.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 30 Minutes

JVM Thread Contention - Lock Name

This metric shows the name of the lock the selected Java Virtual Machine (JVM)
thread is blocked on (if applicable).
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The following table shows how often the metric's value is collected.

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 30 Minutes

Thread State

This metric shows the state of the selected Java Virtual Machine (JVM) thread.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 30 Minutes

JVM Thread Contention - Wait Count

This metric shows the number of times the selected Java Virtual Machine (JVM)
thread has entered wait states since the thread was started.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 30 Minutes

JVM Thread Contention - Wait Time (since startup) (seconds)

This metric shows how long (in seconds) the selected Java Virtual Machine (JVM)
thread has been in wait states since the thread was started.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 30 Minutes

JVM Threads

This category provides information about JVM threads metrics.

JVM Threads - Active Daemon Threads

This metric shows the current number of active daemon threads in the selected Java
Virtual Machine (JVM).

The following table shows how often the metric's value is collected.

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 30 Minutes
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JVM Threads - Deadlocked Threads

This metric shows the current number of deadlocked threads in the selected Java
Virtual Machine (JVM). The following table shows how often the metric's value is
collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 30 Not Defined Not Defined The number of deadlocked threads
10gR3, 11g, 12¢ Minutes is %value%.

JVM Threads - Peak Threads

This metric shows the maximum (peak) number of threads started in this Java Virtual
Machine (JVM) since the JVM was started. The following table shows how often the
metric's value is collected and compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 30 Not Defined Not Defined The number of peak threads is
10gR3, 11g, 12¢  Minutes %value%.

JVM Threads - Active Threads

This metric shows the current number of active threads in the selected Java Virtual
Machine (JVM).

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 30 Minutes

JVM Threads - Threads Started (since startup)

This metric shows the total number of threads started in this Java Virtual Machine
(JVM) since the JVM was started.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 30 Minutes

Limited Server Metrics

This metric category provides information about limited server metrics.
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Active Sockets

This metric shows the current number of active sockets listening on this server. The
following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of active sockets is
10gR3, 11g, 12¢ Minutes %value%.

Log File Monitoring Metrics

ORACLE

This metric category provides information about the Log File Monitoring metrics.

Log File Monitoring metrics enable you to monitor log files for the occurrence of one or
more string patterns in the content of a file. In addition, you can specify a string pattern
to be ignored in the log file. Periodic scanning is performed against new content added
since the last scan as follows:

» Lines matching the string specified by Ignore Pattern in Perl will be ignored first

e Lines matching the string specified by Match Pattern in Perl will result in one
record being uploaded to the Management Repository for each matching pattern.

Examples of Matching Log File Patterns
Example 1
To match a pattern from the following log file:

1. Enter %SDP-25700% in the Match Pattern in Perl column
2. Keep the Ignore pattern in Perl column empty.

For this example, the occurrence count for the pattern is 2.

[ 2014- 12- 20T04: 30: 02. 276+00: 00] [soa_server1] [ERROR] [SDP-25700]

[oracle.sdp. messaging.jns] [tid: DaemonWorkThread: '0" of WorkManager: 'default']
[ecid: f91a6181964da5b4: 7e5b4e7f: 149d672ea2d: - 8000- 00000000000001f 6, 0] [ APP:
user nessagi ngserver]

An unexpected exception was caught.[[oracle.ms. AQ nsExcepti on:

webl ogi ¢. conmon. Resour ceExcept i on:

[ 2014- 12- 20T04: 30: 02. 276+00: 00] [soa_server1] [ERROR] [SDP-25700]

[oracle.sdp. messaging.jns] [tid: DaemonWorkThread: '0" of WorkManager: 'default']
[ecid: f91a6181964da5b4: 7e5b4e7f: 149d672ea2d: - 8000- 00000000000001f 6, 0] [ APP:
user nessagi ngserver]

An unexpected exception was caught.[[oracle.ms. AQ nsExcepti on:

webl ogi c. conmon. Resour ceExcept i on:

Example 2

To search for the pattern "ERROR" in the following log file, but to ignore the
occurrence if the same line contains the text "ADFContext":
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1. Enter %ERROR% for the pattern to be matched in the Match Pattern in Perl
column.

2. Enter %ADFContext% in the Ignore pattern in Perl column.

In this case the occurrence count for the pattern is 2. The occurrence of "ERROR" in
the first line is ignored due to the presence of the ignore pattern "ADFContext".

[2014- 12-20T12: 23: 56. 618+00: 00] [soa_server1l] [ERROR []

[oracle.adf.share. ADFContext] [tid: [ACTIVE].ExecuteThread: '0" for queue:

"webl ogi c. kernel . Defaul t (self-tuning)']

[ecid: 4f47280aal8c4f a8: 62a22ea7: 14a67a208f 7: - 8000- 0000000000000002, 0] ADF det ect ed
an ADFContext |eak.[[Please see the docunentation for nore information about

handl i ng ADFCont ext | eaks.

For more information about the |eaking ADFContext please enable |ogging for

oracl e. adf . share. ADFCont ext at FINEST |evel.

[2014-12-20T04: 30: 02. 276+00: 00] [soa_serverl] [ERROR] [ SDP-25700]

[oracl e. sdp. messagi ng.jns] [tid: DaenonWrkThread: '0' of WorkManager: 'default’]
[ecid: f91a6181964da5h4: 7e5b4e7f: 149d672ea2d: - 8000- 00000000000001f 6, 0]

APP: usermessagi ngserver] An unexpected exception was caught.

[[oracle.jms. AQ msException: webl ogi c. common. Resour ceExcept i on:

[2014- 12-20T04: 30: 02. 276+00: 00] [soa_serverl] [ERROR] [ SDP-25700]

[oracl e. sdp. messagi ng.jns] [tid: DaenonWrkThread: '0' of WorkManager: 'default']
[ecid: f91a6181964da5b4: 7e5b4e7f: 149d672ea2d: - 8000- 00000000000001f 6, 0] [ APP:

user messagi ngser ver]

An unexpected exception was caught.[[oracle.|ms. AQ msExcepti on:

webl ogi c. common. Resour ceExcept i on:

Example 3

To search for all patterns beginning with BEA- or WLS- or OWSM:- in a log file, you
have a few options:

1. You can have three different entries for each pattern for the same log file as three
different rows in the UI.

2. Create a regular expression with all the patterns and add it as a single entry for the
log file in the Match Pattern in Perl column:

YBEA- % WLS- % YUONEMb

3. If you want to search for BEA-, or WLS-, or OWSM- but to ignore if the line
contains <BEA-000000>, then:

a. Enter %BEA-%|%WLS-%|%0WSM% for the pattern to be matched in the
Match Pattern in Perl column

b. Enter %<BEA-000000>% in the Ignore pattern in Perl column.
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< Note:

For more information about log file monitoring, such as setting values for the
metrics, see:

e Monitoring Log Files in the Enterprise Manager Cloud Control
Administrator's Guide.

e Configuring Generic Log File Monitor Criteria in the Enterprise Manager
Lifecycle Management Administrator's Guide.

Log File Pattern Matched Content

This metric returns the matched content if this file has been specifically registered for
content uploading.

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 60 Minutes

Log File Pattern Matched Line Count

This metric returns the number of lines matching the pattern specified by this file.
Setting warning or critical thresholds against this column for a specific log file name
triggers the monitoring of specified criteria against this log file.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 60 Not Defined Not Defined %log_file_message%.
10gR3, 11g, 12¢  Minutes %sys_occurrence_count% crossed

warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold.

Message Driven EJB Metrics By Server

This metric category provides information about the Message Driven EJB Metrics by
Server.

MDB Messages (per minute)

This metric shows the average number of messages processed by Message Driven
Beans (MDBs) per minute for this application. The following table shows how often the
metric's value is collected and compared against the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The MDB messages are %value%
10gR3, 11g, 12¢c  Minutes (per minute).

MDB Suspensions (per minute)

This metric shows the average number of MDB suspensions per minute for this
application. The following table shows how often the metric's value is collected and
compared against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 30 Not Defined Not Defined The MDB suspensions are %value%
10gR3, 11g, 12¢  Minutes (per minute).

Module Metrics By Server

This metric category provides information about the Module Metrics by Server.

Active Sessions

This metric shows the number of active sessions for the selected module. The
following table shows how often the metric's value is collected and compared against
the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The number of active sessions is
10gR3, 11g, 12¢  Minutes %value%.

Response

This category provides information about response metrics.

Status

This metric shows the status of the selected server. The value is an integer, where "1"
means that the server is up and running and "0" means the server is not up and
running, but in a different state such as shutdown, starting, shutting down, standby,
admin, resuming, suspending, or force suspending. The following table shows how
often the metric's value is collected and compared against the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every Minute Not Defined 0 The WebLogic Server is down

Server Datasource Metrics

This category provides information about server datasource metrics.

Available Connections

The number of database connections currently available (not in use) in this data
source.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of available connections
10gR3, 11g, 12¢ Minutes is %value%.

Connection Pool Size

For the current server, the current count of JDBC connections in the connection pool in
the data source.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The size of connection pool is
10gR3, 11g, 12¢ Minutes %value%.

Connection Requests (per minute)

The number of connection requests per minute for a connection from this data source
in the last five minutes.

The following table shows how often the metric's value is collected and compared
against the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The connection requests are %value
10gR3, 11g, 12¢c  Minutes % (per minute).

Successful Connections (%)

The percentage of connection requests that successfully returned connections during
the last five minutes.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The successful connection rate is
10gR3, 11g, 12¢ Minutes %value%%%.

Connection Requests Waiting

The current number of connection requests waiting for a database connection.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of connection requests
10gR3, 11g, 12¢  Minutes waiting is %value%.

Connection Requests that Waited (per minute)

The number of connection waits per minute in the last five minutes.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The connections that waited are
10gR3, 11g,12¢c  Minutes %value% (per minute).

Connection Wait Successes (%)

The percentage of requests waiting for a connection that successfully got a connection
during the last five minutes.
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The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The connection wait success rate is
10gR3, 11g, 12¢c  Minutes %value%%%.

Connection Wait Successes (per minute)

The number of connection wait successes per minute in the last five minutes.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The connection wait successes are
10gR3, 11g, 12c  Minutes %value% (per minute).

Statements

Added to Cache (per minute)

The number of statements per minute added to the statement cache in the last five
minutes.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The statements added to cache are
10gR3, 11g, 12¢  Minutes %value% (per minute).

Server Datasource - Cached Statements not Used (per minute)

The number of statements per minute not satisfied by the statement cache in the last
five minutes.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The cache statements not used are
10gR3, 11g,12¢  Minutes %value% (per minute).

ORACLE
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Cached Statements Used (%)

The percentage of statements satisfied by the statement cache during the last five
minutes.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The cached statements used rate is
10gR3, 11g, 12¢ Minutes %value%%%.

Cached Statements Used (per minute)

The number of statements per minute satisfied by the statement cache in the last five
minutes.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The cache statements used are
10gR3, 11g,12¢  Minutes %value% (per minute).

Statement Cache Size

The number of prepared and callable statements currently cached in the statement.

Each connection in the connection pool has its own cache of statements. This number
is the sum of the number of statements in the caches for all connections in the
connection pool.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The statement cache size is %value
10gR3, 11g, 12c  Minutes %.

Server Health Metrics

This metric category provides information about the Server Health metrics.
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This metric shows the health of the selected server.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The server health is %value%
12c Minutes

Setting Thresholds

You can configure the threshold for this metric to enable you to receive alerts when the
status is in a specific state.

The following list provides the supported values that you can set as thresholds:

# Note:

Ensure that you enter the string exactly as it appears in the list in uppercase.

*  HEALTH_OK

e HEALTH_WARN

*  HEALTH_CRITICAL

e HEALTH_FAILED

* HEALTH_OVERLOADED

Server Jolt Connection Pool Metrics

This category provides information about the Server Jolt Connection Pool metrics for
all the Jolt connection pools on this WebLogic server.

Request Errors (per minute)

This metric displays the number of request errors encountered per minute.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined Request errors for jolt connection
10gR3, 11g, 12¢c  Minutes pools are %value% (per minute).

ORACLE
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Pending Requests

This metric displays the current number of pending requests.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined Pending requests for jolt connection
10gR3, 11g, 12¢  Minutes pools are %value%.

Requests (per minute)

This metric displays the number of requests processed per minute during the last
collection interval.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined Requests for jolt connection pools
10gR3, 11g,12¢  Minutes are %value% (per minute).

Server Level Work Manager Metrics

This metric category provides information about the Server Level Work Manager
metrics.

Work Manager Pending Requests

This metric shows the number of work manager requests processed per minute.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of pending requests for
10gR3, 11g,12¢  Minutes work manager %name% is %value

%.

Work Manager Stuck Threads

This metric shows the number of work manager threads that are considered stuck on
the basis of any stuck thread constraints.
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The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of stuck threads for
10gR3, 11g, 12¢c  Minutes work manager %name% is %value

%.

Work Manager Requests (per minute)

This metric shows the number of requests processed by the work manager per minute.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The work manager requests for work
10gR3, 11g, 12c¢  Minutes manager %name% are %value%

(per minute).

Server State Metrics

This metric category provides the current state of the server. At any time, a WebLogic
Server instance is in a particular operating state. Commands such as start, stop, and
suspend, cause specific changes to the operational state of a server instance.

Server State

The server state metric contains a string value of the current state of the server.

For more information about server states and the server life cycle, see the Oracle
Fusion Middleware Administering Server Startup and Shutdown for Oracle WebLogic
Server guide or the equivalent guide for your Oracle Fusion Middleware release.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

ORACLE 1-80



Chapter 1
Server State Metrics

< Note:

When you view the collection frequency for this metric from the Cloud
Control console, it displays every 5 days. This is incorrect. The default
collection frequency for this metric is every minute.

The server state metric collection frequency is based on the Response
Status metric collection frequency. If you change the collection frequency for
the Response Status metric, then the collection frequency for the Server
State metric changes also. For more information about Response metrics,
see Response.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic 9, Every Minute Not Defined Not Defined The server state is %value%.

10,11gR1, 12¢

Setting Thresholds

You can configure the threshold for this metric to enable you to receive alerts when the
status is in a specific state.

# Note:

In some cases, thresholds cannot be set on these different states, and
Oracle recommends that you use the server Response metric to set
thresholds instead.

The following list provides the supported values that you can set as thresholds:

# Note:

Ensure that you enter the string exactly as it appears in the list in uppercase.

- ACTIVATE_LATER
- ADMIN

. FAILED

«  FAILED_NOT RESTARTABLE
. FAILED_RESTARTING

- FORCE_SHUTTING_DOWN

- FORCE_SUSPENDING!

1 This value is deprecated.
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*  RESUMING

*  RUNNING

«  SHUTDOWN

*  SHUTDOWN_IN_PROCESS
«  SHUTDOWN_PENDING

*  SHUTTING_DOWN

- STANDBY

« STARTING

» SUSPENDING

*  UNKNOWN

Server Work Manager Metrics

This category provides information about server work manager metrics.

# Note:

The server level metrics includes all work managers. This includes both
application level work managers and server level work managers. Some of
the server-level work managers perform system work such as timers or
cluster synchronization. This work may be done even when the applications
are idle.

Work Manager Pending Requests

For the selected server, this metric shows the number of work manager requests
pending in the queue.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of work manager
10gR3, 11g, 12¢  Minutes pending requests is %value%.

Work Manager Requests (per minute)

ORACLE

For the selected server, this metric shows the number of work manager requests
processed per minute, averaged over the past five minutes.

The following table shows how often the metric's value is collected and compared

against the default thresholds.
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Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The work manager requests are
10gR3, 11g, 12¢c  Minutes %value% (per minute).

Work Manager Stuck Threads

For the selected server, this metric shows the number of work manager threads that

are considered stuck on the basis of any stuck thread constraints.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of work manager stuck
10gR3, 11g, 12¢ Minutes threads is %value%.

Servlet/JSP Metrics

This category provides information about server/JSP metrics.

Reloads (per minute)

This metric shows the average number of reloads per minute of the selected servlet or
JSP in the last five minutes.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The reloads is %value% (per
10gR3, 11g, 12¢  Minutes minute).

Requests (per minute)

ORACLE

This metric shows the average number of invocations per minute of the selected
servlet or JSP in the last five minutes.

The following table shows how often the metric's value is collected and compared
against the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The requests processed is %value%
10gR3, 11g, 12¢c  Minutes (per minute).

Request Processing Time (ms)

This metric shows the average number of invocations per minute of the selected
servlet or JSPs in the last five minutes.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The request processing time is
10gR3, 11g, 12¢ Minutes %value% ms.

Servlet Rollup

This category provides information about servlet rollup metrics.

Servlet - Active Invocations

This metric provides details about the servlet invocations that are active and are
currently in the web container. Active invocation refers to the number of requests that
are currently being processed by the server.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic 9 Every 15 Minutes

Servlet - Current Client Processing Time

This metric indicates the time taken to execute the servlet during the last interval.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

WebLogic 9 Every 15 Not Defined Not Defined The Current Client Processing time
Minutes for servlet %Name% is %value%.

Multiple Thresholds
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For this metric you can set different warning and critical threshold values for each
unique combination of "Name", "Application Name", and "Web Application Name"
objects.

If warning or critical threshold values are currently set for any unique combination of
"Name", "Application Name", and "Web Application Name" objects, those thresholds
can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each unique combination
of "Name", "Application Name", and "Web Application Name" objects, use the Edit
Thresholds page. See Editing Metrics for information on accessing the Edit Thresholds

page.

Average Execution Time

This metric indicates the average time taken by a servlet to respond.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic 9 Every 15 Minutes

Total Execution Time

This metric indicates the total execution time for a request.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic 9 Every 15 Minutes

Invocations Per Second

This metric indicates the number of number of requests to the server per second.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

WebLogic 9 Every 15 Not Defined Not Defined The invocations per second for
Minutes Servlet %Name% is %value%.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
unique combination of "Name", "Application Name", and "Web Application Name"
objects.

If warning or critical threshold values are currently set for any unique combination of
"Name", "Application Name", and "Web Application Name" objects, those thresholds
can be viewed on the Metric Detail page for this metric.
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To specify or change warning or critical threshold values for each unique combination
of "Name", "Application Name", and "Web Application Name" objects, use the Edit
Thresholds page. See Editing Metrics for information on accessing the Edit Thresholds
page.

Servlet - Invocation Total Count

This metric indicates the total number of invocations for this servlet.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic 9 Every 15 Minutes

Thread Pool Metrics

This metric category provides information about the Thread Pool metrics.

Thread Pool - Idle Threads

The number of currently idle threads in the thread pool.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The number of idle threads is
9, 10g, 11g, 12c Minutes Y%value%.

Thread Pool - Total Threads

This metric shows the total number of threads in the thread pool.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Every 15 Not Defined Not Defined The number of threads is %value%.
ServerlOgR3, 11g, Minutes

12¢

Thread Pool - Hogging Threads

This metric shows the number of threads that are being hogged by a request.

The following table shows how often the metric's value is collected and compared
against the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of hogged threads is
9, 10g, 119, 12¢ Minutes %value%.

Thread Pool - Pending User Requests

This metric shows the number of pending user requests in the priority queue

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of pending user
10gR3, 11g, 12c  Minutes requests is %value%.

Thread Pool - Pending Requests

This metric shows the number of pending requests.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of pending requests is
9, 10g, 119, 12¢c Minutes %value%.

Thread Pool - Standby Threads

This metric shows the number of threads in the standby pool. Threads that are not
needed to handle the present work load are designated as standby and added to the
standby pool. These threads are activated when more threads are needed.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The number of standby threads is
9, 10g, 11g, 12c Minutes %value%.

Thread Pool - Requests (per minute)

This metric shows the number of work manager requests processed per minute.
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The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The request throughput is %value%
9, 10g, 119, 12¢ Minutes threads per minute.

Thread Pool - Threads in Use

This metric shows the number of threads in use.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of threads in use is
9, 10g, 119, 12c Minutes %value%.

Thread Pool - Pending System Requests

This metric shows the number of pending system requests.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of pending system
9, 10g, 119, 12c Minutes requests is %value%.

Web Module Metrics

This category provides information about Web module metrics.

Web Module - Requests (per minute)

For the selected Web module, this metric shows the average number of invocations
per minute of servlets and/or JSPs in the last five minutes.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes
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Web Module - Request Processing Time (ms)

For the selected Web module, this metric shows the average amount of time spent (in
milliseconds) executing servlets and/or JSPs in the last five minutes.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Web Module - Active Sessions

This metric shows the number of active sessions for the selected web module.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Java EE Web Service Endpoints

This category provides information about Java JEE service endpoints metrics.

Dispatch Time Total

This metric shows the total amount of dispatch time since the Web service was
started.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Execution Time Total

This metrics represents the total time that the Web service port has spent executing
since the Web service was started.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Invocation Count

This metric represents the total number of invocations for the selected Web services
port since the Web service was started.
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The following table shows how often the metric's value is collected.

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Response Count

This metric shows the total number of responses since the Web service was started.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Response Error Count

This number provides the total number of response errors since the Web service was
started.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Response Time Total

This metric represents the total response time of this Web services port since the Web
service was started.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency
WebLogic Server 10gR3, 11g, 12¢ Every 15 Minutes

Work Manager Metrics

This category provides information about work manager metrics.

Work Manager Pending Requests

This metric shows the number of pending work manager requests per minute,
averaged over the past five minutes.

The following table shows how often the metric's value is collected and compared
against the default thresholds.
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Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of work manager

10gR3, 11g, 12¢c  Minutes

pending requests is %value%.

Work Manager Requests (per minute)

This metric shows the number of requests processed by the work manager per minute,

averaged over the past five minutes.

The following table shows how often the metric's value is collected and compared

against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The work manager requests are

10gR3, 11g, 12¢ Minutes

%value% (per minute).

Work Manager Stuck Threads

This metric shows the number of work manager threads that are considered stuck on

the basis of any stuck thread constraints.

The following table shows how often the metric's value is collected and compared

against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The number of work manager stuck

10gR3, 11g, 12¢ Minutes

threads is %value%.

Work Manager - Pending Request Current Count

This metric shows the number of pending work manager requests per minute.

The following table shows how often the metric's value is collected and compared

against the default thresholds.

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The Current Pending Request Count
9 Minutes for Work Manager %Name%

associated with Application
%ApplicationName% is %value%.
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Work Manager - Stuck Thread Count

This metric shows the number of work manager threads that are considered stuck on
the basis of any stuck thread constraints.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
WebLogic Server Every 15 Not Defined Not Defined The Stuck Thread count for Work
9 Minutes Manager %Name% associated with

Application %ApplicationName% is
%value%.

Work Manager Metrics for Application

This metric category provides information about the Work Manager metrics for a
selected application.

Work Manager - Pending Request Current Count For Application

This metric shows the current number of pending work manager requests across all
work managers for the selected application.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The Current Pending Request count
9 Minutes across all Work Managers for

%ApplicationName% is %value%.

Work Manager - Stuck Thread Count For Application

This metric shows the number of work manager threads across all work managers for
this application that are considered stuck on the basis of any stuck thread constraints.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The Stuck Thread count across all
9 Minutes Work Managers for

%ApplicationName% is %value%.
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Work Manager Metrics for Module

This metric category provides information about the Work Manager metrics for a
selected module.

Work Manager - Pending Request Current Count For Module

This metric shows the current number of pending work manager requests across all
work managers for the selected module.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The Current Pending Request count
9 Minutes across all Work Managers for

%ModuleName% is %value%

Work Manager - Stuck Thread Count For Module

This metric shows the number of work manager threads across all work managers for
this module that are considered stuck on the basis of any stuck thread constraints.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server  Every 15 Not Defined Not Defined The Stuck Thread count across all
9 Minutes Work Managers for %ModuleName

% is %value%

All Work Managers

This metric category provides information about the Work Manager metrics for all the
work managers for this WebLogic server.

All Work Managers - Pending Request Current Count

This metric shows the current number of pending work manager requests across all
work managers.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

ORACLE 1-93



Chapter 1
All Work Managers

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The Current Pending Request count
9 Minutes across all Work Managers for J2EE

Server is %value%

All Work Managers - Stuck Thread Count

This metric shows the number of work manager threads across all work managers that
are considered stuck on the basis of any stuck thread constraints.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
WebLogic Server Every 15 Not Defined Not Defined The Stuck Thread count across all
9 Minutes Work Managers for J2EE Server is

%value%
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Oracle WebLogic Cluster

The Oracle WebLogic Cluster metrics provide for each metric the following
information:

o Description

e Metric summary. The metric summary can include some or all of the following:
target version, collection frequency, default warning threshold, default critical
threshold, and alert text.

e Multiple Thresholds (where applicable)

Cluster Overview Metrics

This category provides information about the Oracle WebLogic cluster.

Active JTA Transactions

This metric shows the number of currently active JTA transactions on the selected

cluster.
Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g  Every 30 Not Defined  Not Defined The number of active JTA
Release 1 (10.3.1, 10.3.3) and Minutes transactions is %value%.

later

Active Sessions

This metric shows the number of active sessions for the selected cluster.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g  Every 30 Not Defined  Not Defined The number of active sessions is
Release 1 (10.3.1, 10.3.3) and Minutes %value%.
later

Bean Accesses (per minute)

This metric shows the average EJB pool accesses per minute since the last metric
collection.
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Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The bean accesses are %value%
Release 1 (10.3.1, 10.3.3) and Minutes (per minute).
later

Bean Access Failures (per minute)

This metric shows the average number of failed pool accesses per minute for this
cluster since the last metric collection.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The bean access failures are %value
Release 1 (10.3.1, 10.3.3) and Minutes % (per minute).
later

Bean Activations (per minute)

This metric shows the average number of beans per minute that have been activated
since the last metric collection.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The bean activations are %value%
Release 1 (10.3.1, 10.3.3) and Minutes (per minute).
later

Bean Destroys (per minute)

This metric shows the bean destroys per minute since the last metric collection.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g  Every 30 Not Defined  Not Defined The bean destroys are %value%
Release 1 (10.3.1, 10.3.3) and Minutes (per minute).
later
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Bean Successes (%)

This metric shows the percentage of pool accesses that were successful since the last
metric collection.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The bean success rate is %value%
Release 1 (10.3.1, 10.3.3) and Minutes %%.
later

Bean Transaction Commits (%)

This metric shows the percentage of EJB transactions that were committed since the
last metric collection.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The bean transaction commit rate is
Release 1 (10.3.1, 10.3.3) and Minutes %value%%%.
later

Bean Transaction Commits (per minute)

This metric shows the average number of EJB transaction commits per minute for this
cluster since the last metric collection.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g  Every 30 Not Defined  Not Defined The bean transaction commits are
Release 1 (10.3.1, 10.3.3) and Minutes %value% (per minute).
later

Bean Transaction Rollbacks (per minute)

This metric shows the average number of EJB transaction rollbacks per minute for this
application since the last metric collection.
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Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The bean transaction rollbacks are
Release 1 (10.3.1, 10.3.3) and Minutes %value% (per minute).
later

Bean Transaction Timeouts (per minute)

This metric shows the average number of EJB transaction timeouts per minute for this
cluster since the last metric collection.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The bean transaction timeouts are
Release 1 (10.3.1, 10.3.3) and Minutes %value% (per minute).
later
Beans In Use
This metric shows the number of bean instances currently being used from the free
pool.
Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The number of beans in use is
Release 1 (10.3.1, 10.3.3) and Minutes %value%.
later

Cache Accesses (per minute)

This metric shows the total number of attempts to access a bean from the cache per
minute since the last metric collection.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The cache accesses are %value%
Release 1 (10.3.1, 10.3.3) and Minutes (per minute).
later
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This metric shows the percentage of cache accesses that completed successfully

since the last metric collection.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The cache hit rate is %value%%%.
Release 1 (10.3.1, 10.3.3) and Minutes
later

Cache Misses (per minute)

This metric shows the average number of cache misses per minute since the last

metric collection.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The cache misses are %value% (per
Release 1 (10.3.1, 10.3.3) and Minutes minute).
later

Cached Beans

This metric shows the total number of beans currently in the EJB cache.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The number of cached beans is
Release 1 (10.3.1, 10.3.3) and Minutes %value%.
later

Committed JTA Transactions (per minute)

This metric shows the total number of transactions committed per minute, since the

last metric collection.
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Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The committed JTA transactions are
Release 1 (10.3.1, 10.3.3) and Minutes %value% (per minute).
later

Current JIMS Messages

This metric shows the number of IMS messages currently stored. This number does
not include pending messages.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The number of JIMS messages
Release 1 (10.3.1, 10.3.3) and Minutes stored is %value%.
later

Free Bean Instances

This metric shows the number of available EJB instances in the free pool.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The number of free bean instances
Release 1 (10.3.1, 10.3.3) and Minutes is %value%.
later

JDBC Connection Creates (per minute)

This metric shows the number of JDBC connections created per minute.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The connections created are %value
Release 1 (10.3.1, 10.3.3) and Minutes % (per minute).
later

JMS Servers

This metric shows the total number of IMS servers.
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Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The number of JMS Servers is

Release 1 (10.3.1, 10.3.3) and Minutes
later

%value%.

JTA Transaction Rollbacks (per minute)

This metric shows the number of transactions rolled back per minute, averaged over
the metric collection interval.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The JTA transaction rollbacks are

Release 1 (10.3.1, 10.3.3) and Minutes
later

%value% (per minute).

MDB Messages (per minute)

This metric specifies the number of messages processed by message-driven beans
(MDBs) per minute since the last metric collection.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The MDB messages are %value%

Release 1 (10.3.1, 10.3.3) and Minutes
later

(per minute).

Open JDBC Connections

This metric shows the number of open connections.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g  Every 30 Not Defined  Not Defined The number of connections in use is

Release 1 (10.3.1, 10.3.3) and Minutes
later

%value%.
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Pending JMS Messages

This metric shows the number of unacknowledged or uncommitted messages currently
pending stored in the selected JMS server.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The number of JIMS messages
Release 1 (10.3.1, 10.3.3) and Minutes pending is %value%.
later

Request Processing Time (ms)

This metric shows the average time taken (in milliseconds) to process requests since
the last metric collection.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The request processing time is
Release 1 (10.3.1, 10.3.3) and Minutes %value% ms.
later

Requests (per minute)

This metric shows the number of requests processed per minute for this cluster.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The requests processed are %value
Release 1 (10.3.1, 10.3.3) and Minutes % (per minute).
later

Work Manager Pending Requests

This metric shows the number of work manager requests processed per minute.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g  Every 30 Not Defined  Not Defined The number of work manager
Release 1 (10.3.1, 10.3.3) and Minutes pending requests is %value%.
later
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Work Manager Requests (per minute)

This metric shows the number of requests processed by the work manager per minute.

Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The work manager requests are
Release 1 (10.3.1, 10.3.3) and Minutes %value% (per minute).
later

Cluster Overview Metrics By Server

This category provides overview information about the Oracle WebLogic cluster for the
selected server.

Active JTA Transactions

This metric shows the number of currently active JTA transactions on the selected

server.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The number of active JTA
Release 1 (10.3.1, 10.3.3) and Minutes transactions for server
later %serverName% is %value%.

Active Sessions

This metric shows the number of active sessions for the selected server.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The number of active sessions for
Release 1 (10.3.1, 10.3.3) and Minutes server %serverName% is %value%.
later

Bean Access Failures (per minute)

This metric shows the average number of times per minute that a failed attempt was
made to get an instance from the free pool since the last metric collection.
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Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The bean access failures for server
Release 1 (10.3.1, 10.3.3) and Minutes %serverName% are %value% (per
later minute).

Bean Accesses (per minute)

For the selected server, this metric shows how many times the EJB pool has been
accessed per minute since the last metric collection.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The bean accesses for server
Release 1 (10.3.1, 10.3.3) and Minutes %serverName% are %value% (per
later minute).

Bean Activations (per minute)

For the selected server, this metric shows the total number of beans that have been
activated per minute since the last metric collection.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The bean activations for server
Release 1 (10.3.1, 10.3.3) and Minutes %serverName% are %value% (per
later minute).

Bean Destroys (per minute)

For the selected server, this metric shows the bean destroys performed per minute
since the last metric collection.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The bean destroys for server
Release 1 (10.3.1, 10.3.3) and Minutes %serverName% are %value% (per
later minute).
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Bean Successes (%)

For the selected server, this metric shows the percentage of pool accesses that were
successful since the last metric collection.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The bean success rate for server
Release 1 (10.3.1, 10.3.3) and Minutes %serverName% is %value%%%.
later

Bean Transaction Commits (%)

For the selected server, this metric shows the percentage of transactions that were
committed since the last metric collection.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The bean transaction commit rate for
Release 1 (10.3.1, 10.3.3) and Minutes server %serverName% is %value%
later %%.

Bean Transaction Commits (per minute)

For the selected server, this metric shows the transaction commits per minute since
the last metric collection.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The bean transaction commits for
Release 1 (10.3.1, 10.3.3) and Minutes server %serverName% are %value
later % (per minute).

Bean Transaction Rollbacks (per minute)

For the selected server, this metric shows the average number of EJB transaction
rollbacks per minute since the last metric collection.
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Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The bean transaction rollbacks for
Release 1 (10.3.1, 10.3.3) and Minutes server %serverName% are %value
later % (per minute).

Bean Transaction Timeouts (per minute)

For the selected server, this metric shows the average number of EJB transaction
timeouts per minute since the last metric collection.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The bean transaction timeouts for
Release 1 (10.3.1, 10.3.3) and Minutes server %serverName% are %value
later % (per minute).
Beans In Use

For the selected server, this metric shows the number of EJB instances currently being
used from the free pool.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The number of beans in use for
Release 1 (10.3.1, 10.3.3) and Minutes server %serverName% is %value%.
later

Cache Accesses (per minute)

For the selected server, this metric shows the average number of EJB cache access
attempts per minute since the last metric collection.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The cache accesses for server
Release 1 (10.3.1, 10.3.3) and Minutes %serverName% are %value% (per
later minute).
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Cache Hits (%)

For the selected server, this metric indicates the percentage of cache accesses that
completed successfully since the last metric collection.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The cache hit rate for server
Release 1 (10.3.1, 10.3.3) and Minutes %serverName% is %value%%%.
later

Cache Misses (per minute)

For the selected server, this metric shows the average number of EJB cache misses
per minute since the last metric collection.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The cache misses for server
Release 1 (10.3.1, 10.3.3) and Minutes %serverName% are %value% (per
later minute).

Cached Beans

For the selected server, this metric shows the total number of EJBs currently active in
the EJB cache.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The number of cached beans for
Release 1 (10.3.1, 10.3.3) and Minutes server %serverName% is %value%.
later

Committed JTA Transactions (per minute)

This metric shows the number of transactions per minute that have been committed on
the selected server.
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Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The committed JTA transactions for
Release 1 (10.3.1, 10.3.3) and Minutes server %serverName% are %value
later % (per minute).

Current JIMS Messages

For the selected server, this metric shows the total number of current JIMS messages.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The number of JIMS messages
Release 1 (10.3.1, 10.3.3) and Minutes stored for server %serverName% is
later %value%.

Free Bean Instances

For the selected server, this metric shows the current number of available EJB
instances in the free pool.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The number of free bean instances
Release 1 (10.3.1, 10.3.3) and Minutes for server %serverName% is %value
later %.

JDBC Connection Creates (per minute)

For the selected server, this metric shows the number of database connections
created per minute since the last metric collection.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The connections created for server
Release 1 (10.3.1, 10.3.3) and Minutes %serverName% are %value% (per
later minute).
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JMS Servers

This metric shows the number of JIMS servers that are deployed on this WebLogic
Server instance.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The number of JMS Servers for
Release 1 (10.3.1, 10.3.3) and Minutes server %serverName% is %value%.
later

JTA Transaction Rollbacks (per minute)

This metric shows the number of JTA transactions rolled back per minute since the
last metric collection on the selected server.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The JTA transaction rollbacks for
Release 1 (10.3.1, 10.3.3) and Minutes server %serverName% are %value
later % (per minute).

MDB Messages (per minute)

For the selected server, this metric shows the number of messages processed by
message-driven beans (MDBs) per minute since the last metric collection.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The MDB messages for server
Release 1 (10.3.1, 10.3.3) and Minutes %serverName% are %value% (per
later minute).

Open JDBC Connections

For the selected server, this metric shows the number of JDBC connections currently
open.
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Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The number of connections in use
Release 1 (10.3.1, 10.3.3) and Minutes for server %serverName% is %value
later %.

Pending JMS Messages

This metric shows the current number of messages pending (unacknowledged or
uncommitted) stored on the JMS servers deployed on this WebLogic Server instance.
Pending messages are over and above the current number of messages.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The number of JIMS messages
Release 1 (10.3.1, 10.3.3) and Minutes pending for server %serverName%
later is %value%.

Request Processing Time (ms)

For the selected server, this metric shows the average amount of time (in milliseconds)
spent running servlets and JSPs since the last metric collection.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The request processing time for
Release 1 (10.3.1, 10.3.3) and Minutes server %serverName% is %value%
later ms.

Requests (per minute)

For the selected server, this metric shows the average number of servlet and JSP
invocations per minute since the last metric collection.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The requests processed for server
Release 1 (10.3.1, 10.3.3) and Minutes %serverName% are %value% (per
later minute).
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Work Manager Pending Requests

For the selected server, this metric shows the number of work manager requests
waiting in the queue.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The number of work manager
Release 1 (10.3.1, 10.3.3) and Minutes pending requests for server
later %serverName% is %value%.

Work Manager Requests (per minute)

This metric shows the number of work manager requests processed per minute since
the last metric collection on the selected server.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined The work manager requests for
Release 1 (10.3.1, 10.3.3) and Minutes server %serverName% are %value
later % (per minute).

Deployment Information

This category provides information about the deployed applications on the WebLogic
Cluster.

Deployed Applications

This metric shows the number of applications deployed on the WebLogic Cluster.

Target Version Collection
Frequency
Oracle WebLogic Server 11g Release 1 (10.3.1, 10.3.3) and later Every 30 Minutes

JMS Destination Metrics

This metric category provides information about all JMS destinations running on
servers that are members of the cluster. Each destination is identified by a topic or
gueue name, type (topic or queue), and JMS module name.

Bytes Pending

This metric shows the pending bytes count for the destination.
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Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined There are %value% pending bytes
Release 1 (10.3.1) and later ~ Minutes for %type% %name%, module

%moduleName%.

Bytes Received (per minute)

This metric shows the number of bytes received per minute for the destination.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined There are %value% received
Release 1 (10.3.1) and later ~ Minutes messages (per minute) for %type%

%name%, module %omoduleName%.

Bytes Stored

This metric shows the stored bytes for the destination.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined There are %value% stored bytes for
Release 1 (10.3.1) and later ~ Minutes %type% %name%, module

%moduleName%.

Consumers Active

This metric shows the number of active consumers for the destination.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined There are %value% active
Release 1 (10.3.1) and later ~ Minutes consumers for %type% %name%,

module %moduleName%.

Messages Deleted (per minute)

This metric shows the number of messages deleted per minute for the destination.
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Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined There are %value% deleted
Release 1 (10.3.1) and later ~ Minutes messages (per minute) for %type%

%name%, module %omoduleName%.

Messages Moved (per minute)

This metric shows the number of messages moved per minute for the destination.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined There are %value% moved
Release 1 (10.3.1) and later ~ Minutes messages (per minute) for %type%

%name%, module %omoduleName%.

Messages Pending

This metric shows the number of pending messages for the destination.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined There are %value% pending
Release 1 (10.3.1) and later ~ Minutes messages for %type% %name%,

module %moduleName%.

Messages Received (per minute)

This metric shows the number of messages received per minute for the destination.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined There are %value% received bytes
Release 1 (10.3.1) and later ~ Minutes (per minute) for %type% %name%,

module %moduleName%.

Messages Stored

This metric shows the number of stored messages for the destination.
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Target Version Evaluation Default Default Alert Text
and Warning Critical
Collection Threshold Threshold
Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined There are %value% stored
Release 1 (10.3.1) and later ~ Minutes messages for %type% %name%,

module %moduleName%.

Response

This category provides information about the Response Status metric.

Status

This metric provides information about the status of the WebLogic Cluster

Work Manager Metrics

This category provides information about the number of stuck threads across all work
managers for a cluster member.

Work Manager Stuck Threads

This metric shows the number of work manager threads that are considered stuck.

Target Version Evaluation Default Default Alert Text

and Warning Critical

Collection Threshold Threshold

Frequency
Oracle WebLogic Server 11g Every 30 Not Defined  Not Defined There are %value% stuck threads in
Release 1 (10.3.1) and later ~ Minutes all work managers for this cluster.
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Oracle Access Manager

Oracle Enterprise Manager can be used to manage Oracle Access Manager (OAM)
metrics that show the performance for Oracle Access Manager 11g servers and OAM
server clusters.

The Oracle Access Manager metrics provide for each metric the following information:

e Description

e Metric summary— The metric summary can include some or all of the following:
target version, collection frequency, default warning threshold, default critical
threshold, and alert text.

e Multiple Thresholds (where applicable)
* Data source

e User action

All Datasources Metrics

This metric category describes the Datasources metrics.

Available Connections

This metric shows the number of database connections currently available.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of available connections

is %value%.

Cached Statements Not Used (per minute)

This metric shows the number of statements per minute not satisfied by the statement
cache.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The cache statements not used are

%value% (per minute).

Cached Statements Used (%)

This metric shows the percentage of statements satisfied by the statement cache.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The cached statements used rate is

%value%%%.

Cached Statements Used (per minute)

This metric shows the number of statements per minute satisfied by the statement
cache.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The cache statements used are

%value% (per minute).

Connection Pool Size

This metric shows the current count of JDBC connections in the JDBC connection
pool.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connection pool size is %value

%.

Connection Requests (per minute)

This metric shows the number of requests for a JDBC connection from this data
source per minute.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connection requests are %value

% (per minute).

Connection Requests that Waited (per minute)

This metric shows the number of JDBC connection waits per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connections that waited are

%value% (per minute).
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Connection Requests Waiting

This metric shows the current number of JDBC connection requests waiting for a
database connection.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of connection requests

waiting is %value%.

Connection Wait Successes (%)

This metric shows the percentage of requests waiting for a JDBC connection that
successfully got a connection during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connection wait successes are

%value%%%.

Connection Wait Successes (per minute)

This metric shows the number of JDBC connection wait successes per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connection wait successes are

%value% (per minute).

Connections Created (per minute)

This metric shows the number of database connections created per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connections created are %value

% (per minute).

Connections in Use

This metric shows the number of JDBC connections currently in use by applications.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of connections in use is

%value%.

Statement Cache Size

This metric shows the number of prepared and callable JDBC statements currently
cached in the connection pool.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The cache size is %value%.

Statements Added to Cache (per minute)

This metric shows the number of statements per minute added to the statement cache.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The statements added to cache are

%value% (per minute).

Successful Connections (%)

This metric shows the percentage of requests that successfully returned JDBC
connections.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The successful connection rate is

%value%%%.

Application EJB Cache Metrics

This metric category describes the Application Enterprise JavaBeans (EJB) Cache
metrics.

Bean Activations (per minute)

For the selected application, this metric shows the total number of EJB that have been
activated since the server started.
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Target Evaluati Default Default Alert Text
Version onand Warning Critical
Collecti Threshol Threshol

on d d
Frequen
cy
All Every5 Not Not The bean activations are %value% (per minute).

Versions Minutes Defined Defined

Cache Accesses (per minute)

This metric shows the number times per minute that an attempt was made to access
the EJB cache.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The cache accesses is %value%

(per minute).

Cache Hits (%)

This metric shows the percentage of cache accesses that completed successfully in
the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The EJB cache hit rate is %value%

%%.

Cache Misses (per minute)

This metric shows the average number of cache misses per minute for this EJB
module.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The cache misses are %value% (per

minute).

Cache Passivations (per minute)

This metric shows the total number of beans per minute that have been passivated.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The EJB Passivations are %value%

(per minute).

Cached Beans

This metric shows the total number of EJBs currently active in the EJB cache.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of cached beans is

%value%.

Application EJB Pool Metrics

This metric category described the Application EJB Pool metrics.

Available Beans

This metric shows the number of available beans.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of available beans is

%value%.

Bean Accesses (per minute)

This metric shows the average number of pool accesses per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The bean accesses are %value%

(per minute).

Bean Access Failures (per minute)

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The bean access failures are %value

% (per minute).
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This metric shows the percentage of pool accesses to the server that were successful.

Bean Destroys (per minute)

This metric shows the average number of EJB destroys per minute for the selected
server.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The bean destroys are %value%
(per minute).
Beans In Use

This metric shows the number of EJB instances currently being used from the free
pool.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of beans in use is

%value%.

Successful Bean Accesses (%)

This metric shows the percentage of attempts to access the pool that were successful.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The successful bean access rate is

%value%%%.

Application EJB Transaction Metrics

This metric category describes the Application EJB Transaction metrics.

Bean Transaction Commits (%)

This metric shows the percentage of EJB transactions that were committed.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The bean transaction commit rate is

%value%%%.
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Bean Transaction Commits (per minute)

This metric shows the EJB transaction commits per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The bean transaction commits are

%value% (per minute).

Bean Transaction Rollbacks (per minute)

This metric shows the EJB transaction rollbacks per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The bean transaction rollbacks are

%value% (per minute).

Bean Transaction Timeouts (per minute)

This metric shows the EJB transaction timeouts per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The bean transaction timeouts are

%value% (per minute).

Application Message Driven EJB Metrics

This metric category describes the Application Message Driven EJB metrics.

MDB Messages (per minute)

This metric specifies the number of messages processed by message-driven beans
(MDBSs) per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The MDB messages are %value%

(per minute).
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MDB Suspensions (per minute)

This metric specifies the number of MDB JMS connection suspensions per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The MDB suspensions are %value%

(per minute).

Application State Metrics

This metric category describes the Application State metric.

Application State

This metric displays the state of the selected application.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The application state is %value%.

Audit Operations

This metric category describes the metrics related to auditing operations for Oracle
Access Manager.

Average Audit Latency (ms)

This metric specifies the average latency, in milliseconds, of the audit operations for
this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Audit Operations Latency (ms)

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

Audit Operations per second

This metric specifies the audit throughput (audit operations per second) for this OAM
instance.
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Authentication
Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Audit Operations Throughput during

the last collection Interval %value%
crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

Server Name

This metric specifies the name of the server performing audit operations.

Target Version Collection Frequency

All Versions Every 5 Minutes

Authentication

This metric category describes the metrics related to Oracle Access Manager
authentication operations.

Average Authentication Latency (ms)

This metric specifies the average latency, in milliseconds, of the authentication
requests handled by this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authentication Latency (ms) during

the last collection Interval %value%
crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold.

Authentication Requests per second

This metric specifies the rate of authentication request throughput (requests per
second) for this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authentication Requests Throughput

during the last collection Interval
%value% crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold.

ORACLE 3-10



Chapter 3
Authorization

Authentication Success Rate (%)

This metric specifies the success to failure rate, as a percentage, for authorization
requests handled by this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authentication Success Rate (%)

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

Server Name

This metric specifies the name of the OAM server handling the authentication request.

Target Version Collection Frequency

All Versions Every 5 Minutes

Authorization

This metric category describes the metrics related to Oracle Access Manager
authorization operations.

Average Authorization Latency (ms)

This metric specifies the average latency, in milliseconds, for authorization requests
for this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Latency (ms) during

the last collection Interval %value%
crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

Authorization Requests per second

This metric specifies the authorization request throughput (requests per second) for
this OAM instance.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Requests Throughput

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

Authorization Success Rate (%)

This metric specifies the authorization request throughput (requests per second) for
this OAM instance.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Success Rate (%)

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

Server Name

This metric specifies the name of the server handling the authorization request.

Target Version Collection Frequency

All Versions Every 5 Minutes

Connector Metrics

This metric category describes the Connector metrics.

Connection Requests Rejected (per minute)

This metric displays the total number of rejected connector requests per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of rejected connector
connections is %value% (per
minute).

Connection Requests Satisfied (per minute)

This metric displays the total number of satisfied connector connections per minute.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of satisfied connector
connections is %value% (per
minute).

Connection Waiters

This metric displays the number of application requests waiting for a connection.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of connector connection

waiters is %ovalue%.

Connections Closed (per minute)

This metric displays the number of physical database connections from this instance of
the connection pool that are closed each minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of closed connector
connections is %value% (per
minute).

Connections Created (per minute)

This metric displays the number of physical database connections from this instance of
the connection pool that are created each minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of created connector
connections is %value% (per
minute).

Connections Destroyed (per minute)

This metric displays the number of physical database connections from this instance of
the connection pool that were destroyed each minute.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connector connection destroys

are %value% (per minute).

Connections Destroyed by Shrinking (per minute)

This metric displays the number of physical database connections from this instance of
the connection pool that were destroyed due to shrinking each minute

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connector connection destroys
due to shrinking are %value% (per
minute).

Connections Destroyed due to Error (per minute)

This metric displays the number of physical database connections from this instance of
the connection pool that were destroyed due to errors each minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connector connection destroys
due to error are %value% (per
minute).

Connections Recycled (per minute)

This metric displays the number of physical database connections from this instance of
the connection pool that were recycled each minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of recycled connector
connections is %value% (per
minute).

Free Connections

This metric displays the number of physical database connections from this instance of
the connection pool that are available.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of free connector

connections is %value%.

Open Connections

This metric displays the number of open physical database connections from this
instance of the connection pool.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of open connector

connections is %value%.

Unavailable Connections

This metric displays the number of connections that are currently unavailable to
applications.

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of unavailable

connector connections for pool
%name% is %value%.

Connector Connection Pool Metrics

This metric category describes the Connector Connection Pool metrics.

Connection Requests Rejected (per minute)

This metric displays the number of rejected connection requests to the connector
connection pool.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of rejected connector

connections for pool %name% is
%value% (per minute).

Connection Requests Satisfied (per minute)

This metric displays the number of successful or satisified connection requests.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of satisfied connector

connections for pool %name% is
%value% (per minute).

Connection Waiters

This metric displays the number of application requests waiting for a connection.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of connector connection

waiters is %ovalue%.

Connections Closed (per minute)

This metric displays the number of connections closed each minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of closed connector
connections is %value% (per
minute).

Connections Created (per minute)

This metric displays the number of connections created each minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of created connector
connections is %value% (per
minute).

Connections Destroyed (per minute)

This metric displays the number of connections destroyed each minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connector connection destroys

are %value% (per minute).
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Connections Destroyed by Shrinking (per minute)

This metric displays the number of connections destroyed due to shrinking each
minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connector connection destroys
due to shrinking are %value% (per
minute).

Connections Destroyed due to Error (per minute)

This metric displays the number of connections destroyed due to errors each minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connector connection destroys
due to error are %value% (per
minute).

Connections Recycled (per minute)

This metric displays the number of connections recycled each minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of recycled connector

connections for pool %name% is
%value% (per minute).

Free Connections

This metric displays the number of available connections.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of free connector

connections is %value%.

Open Connections

This metric displays the number of open connections.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of open connector

connections is %value%.

Unavailable Connections

This metric displays the number of unavailable connections.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of unavailable

connector connections for pool
%name% is %value%.

Datasource Metrics

This metric category described the Datasource metrics.

Available Connections

For the selected data source, this metric shows the number of database connections
currently available.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of available connections

for datasource %name% is %value
%.

Cached Statements not Used (per minute)

For the selected data source, this metric shows the number of statements per minute
not satisfied by the statement cache.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The cache statements not used for

datasource %name% are %value%
(per minute).
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Cached Statements Used (%)

For the selected data source, this metric shows the percentage of statements satisfied
by the statement cache.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The cached statements used rate is

%value%%%.

Cached Statements Used (per minute)

For the selected data source, this metric shows the number of statements per minute
satisfied by the statement cache

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The cache statements used are

%value% (per minute).

Connection Leaks (per minute)

For the selected data source, this metric shows the number of IDBC connection leaks
per minute

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connection leaks for datasource

%name% are %value% (per minute).

Connection Refresh Failures (per minute)

For the selected data source, this metric shows the number of failed JDBC connection
refreshes per minute

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connection refresh failures for

datasource %name% are %value%
(per minute).
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Connection Request Failures (per minute)

For the selected data source, this metric shows the number of failed JDBC connection
requests per minute

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connection request failures for

datasource %name% are %value%
(per minute).

Connection Requests (per minute)

For the selected data source, this metric shows the number of requests for a JDBC
connection from this data source per minute

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connection requests for

datasource %name% are %value%
(per minute).

Connection Requests that Waited (per minute)

For the selected data source, this metric shows the number of IDBC connection waits
per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connections that waited for

datasource %name% are %value%
(per minute).

Connection Requests Waiting

For the selected data source, this metric shows the current number of JDBC
connection requests waiting for a database connection.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of connection requests

waiting for datasource %name% is
%value%.
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Connection Wait Successes (%)

For the selected data source, this metric shows the percentage of requests waiting for
a JDBC connection that successfully got a connection during the last collection
interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connection wait success rate for

datasource %name% is %value%%
%.

Connection Wait Successes (per minute)

For the selected data source, this metric shows the number of IDBC connection wait
successes per minute

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connection wait successes for

datasource %name% are %value%
(per minute).

Connections Created (per minute)

For the selected data source, this metric shows the number of database connections
created per minute

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connections created for

datasource %name% are %value%
(per minute).

Connections in Use

For the selected data source, this metric shows the number of JIDBC connections
currently in use by applications.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of connections in use

for datasource %name% is %value
%.
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Failed Waiting Connection Requests (per minute)

For the selected data source, this metric shows the number of JDBC connection wait
failures per minute

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The connection wait failures for

datasource %name% are %value%
(per minute).

Statements Added to Cache (per minute)

For the selected data source, this metric shows the number of statements per minute
added to the statement cache.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The statements added to cache for

datasource %name% are %value%
(per minute).

Statements Discarded from Cache (per minute)

For the current data source, this metric shows the number of statements per minute
discarded from the statement cache.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The statements discarded from the

cache for datasource %name% are
%value% (per minute).

Successful Connections (%)

For the selected data source, this metric shows the percentage of requests that
successfully returned JDBC connections.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The successful connection rate for

datasource %name% is %value%%
%.
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Unavailable Connections

For the selected data source, this metric shows the number of database connections
that are currently unavailable (in use or being tested by the system).

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of unavailable

connections for datasource %name
% is %value%.

Datasource State Metric

This metric category describes state of the datasource.

State

This metric displays the state of the datasource.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The state of datasource %name% is

%value%.

Deployment Module Metrics

This metric category describes the Deployment Module metrics.

Active Sessions

For the selected deployed module, this metric displays the number of active sessions.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of active sessions for

web module %webModuleName% is
%value%.

Deployment Application Level Work Manager Metrics

This metric category describes the Deployment Application Level Work Manager
metrics.
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Work Manager Pending Requests

For the selected server, this metric shows the number of work manager requests
pending in the queue.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of work manager

pending requests work manager
%name% is %value%.

Work Manager Stuck Threads

For the selected server, this metric shows the number of work manager threads that
are considered stuck on the basis of any stuck thread constraints.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of work manager stuck

threads work manager %name% is
%value%.

Work Manager Requests (per minute)

For the selected server, this metric shows the number of work manager requests
processed per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The work manager requests work

manager %name% are %value%
(per minute).

Deployment Module Metrics By Application

This metric category describes the Deployment Module metrics by application.

Active Sessions

This metric displays the total number of active sessions for the deployed module.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of active sessions

%value%.

Deployment Work Manager Metrics

This metric category describes the Deployment Work Manager metrics.

Work Manager Pending Requests

For the deployed module, this metric shows the number of work manager requests
pending in the queue.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of work manager

pending requests is %value%.

Work Manager Requests (per minute)

For the deployed module, this metric shows the number of work manager requests
processed per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The work manager requests are

%value% (per minute).

Work Manager Stuck Threads

For the deployed module, this metric shows the number of work manager threads that
are considered stuck on the basis of any stuck thread constraints.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of work manager stuck

threads is %value%.

EJB Cache Metrics

This metric category describes the Enterprise JavaBeans (EJB) Cache metrics.
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Cached Beans

This metric shows the total number of EJBs currently active in the EJB cache.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of cached beans for

EJB name %name%, EJB module
%ejbModuleName% is %value%.

Cache Hits (%)

This metric displays the percentage of cache accesses that completed successfully
during the last collection interval.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The EJB cache hit rate for EJB

name %name%, EJB module
%ejbModuleName% is %value%%
%.

Bean Activations (per minute)

This metric shows the total number of EJBs that have been activated since the server
started.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The bean activations for EJB name

%name%, EJB module
%ejbModuleName% are %value%
(per minute).

Cache Accesses (per minute)

This metric displays the number of cache access attempts per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The cache accesses for EJB name

%name%, EJB module
%ejbModuleName% is %value%
(per minute).
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This metric shows the average number of cache misses per minute for this EJB cache.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The cache misses for EJB name

%name%, EJB module
%ejbModuleName% are %value%

(per minute).

Cache Passivations (per minute)

This metric shows the total number of beans per minute that have been passivated

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The EJB Passivations for EJB name

%name%, EJB module
%ejbModuleName% are %value%

(per minute).

EJB Pool Metrics

This metric category descibes the EJB pool metrics.

Bean Accesses (per minute)

This metric shows how many times the EJB pool has been accessed per minute.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The bean accesses for EJB %name

%, EJB module %ejbModuleName%
are %value% (per minute).

Bean Destroys (per minute)

This metric shows the average number of EJB destroys per minute for this EJB pool.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The bean destroys for EJB %name

%, EJB module %ejbModuleName%
are %value% (per minute).

Bean Access Failures (per minute)

This metric shows the average number of times per minute that a failed attempt was
made to get an instance from the free pool.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The bean access failures for EJB
%name%, EJB module
%ejbModuleName% are %value%
(per minute).
Beans In Use
This metric shows the number of EJB instances currently being used from the free
pool.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of beans in use for EJB

%name%, EJB module
%ejbModuleName% is %value%.

Successful Bean Accesses (%)

This metric shows the percentage of EJB pool accesses that were successful.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The successful bean access rate for

EJB %name%, EJB module
%ejbModuleName% is %value%%
%.

Available Beans

This metric shows the current number of available EJB instances in the free pool.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of available beans for

EJB %name%, EJB module
%ejbModuleName% is %value%.

EJB Transaction Metrics

This metric category describes the EJB Transaction metrics.

Bean Transaction Commits (%)

This metric shows the percentage of EJB transactions that were committed during the
last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The bean transaction commit rate for

EJB %name%, EJB module
%ejbModuleName% is %value%%
%.

Bean Transaction Commits (per minute)

This metric shows the EJB transaction commits per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of available beans for

EJB %name%, EJB module
%ejbModuleName% is %value%.

Bean Transaction Rollbacks (per minute)

This metric shows the EJB transaction rollbacks per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of available beans for

EJB %name%, EJB module
%ejbModuleName% is %value%.
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Bean Transaction Timeouts (per minute)

This metric shows the EJB transaction timeouts per minute.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The number of available beans for

EJB %name%, EJB module
%ejbModuleName% is %value%.

Identity Federation - IdP Partner Federated Single Sign-Ons

This metric category provides information about the Oracle Identity Federation metrics.

Oracle Identity Federation is a standalone, self-contained federation server that
enables single sign-on and authentication in a multiple-domain identity network. Oracle
Identity Federation supports multiple federated identity protocols.

An identity provider (IdP) is responsible for managing, authenticating, and asserting a
set of identities within its set of federations. This is one of the three primary roles
defined in the identity federation protocols supported by Oracle Identity Federation.

For more information about Oracle Identity Federation, see Oracle Fusion Middleware
Administrator's Guide for Oracle Identity Federation.

Federated Single Sign-Ons (per second)

This metric displays the number of identity provider (IdP) partner single sign-ons
during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined IdP Partner Federated Single Sign-
Minutes Ons during the last collection interval

%value% (per second) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Federated Single Sign-On Latency (ms)

This metric displays the amount of time (in ms) it took the single sign-ons to respond
during the last collection interval.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined IdP Partner Federated Single Sign-
Minutes On Latency during the last collection

interval %value% (ms) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Identity Federation - Protocol Federated Single Sign-Ons

This metric category provides information about the Identity Federation - Protocol
Federated Single Sign-Ons metrics, that is, federated single sign-on in an ldentity
Provider and Server Provider environment.

A service provider (SP) provides services to a Principal (a group of users such as a
corporation, or a system entity whose identity can be authenticated) while relying on
an identity provider to authenticate the Principal's identity. Service providers enter into
partnerships with other service providers and identity providers with the goal of
providing their common users with secure single sign-on between all parties of the
federation.

|dP Federated Single Sign-Ons (per second)

This metric displays the number of federated single sign-ons in an identity provider
environment per second during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined IdP Federated Single Sign-Ons
Minutes during the last collection interval

%value% (per second) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

|dP Federated Single Sign-On Latency (ms)

This metric displays the amount of time (in ms) it took the single sign-ons in the
identity provider environment to respond during the last collection interval.
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Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined IdP Federated Single Sign-On
Minutes Latency during the last collection

interval %value% (ms) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

SP Federated Single Sign-Ons (per second)

This metric displays the number of federated single sign-ons in the service provider

environment per second during the last collection interval.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined SP Federated Single Sign-Ons
Minutes during the last collection interval

%value% (per second) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold.

SP Federated Single Sign-On Latency (ms)

This metric displays the amount of time (in ms) it took the single sign-ons in the
service provider environment to respond during the last collection interval.

Target Version

Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined SP Federated Single Sign-On
Minutes Latency during the last collection

interval %value% (ms) crossed
warning (%warning_threshold%) or
critical (%critical_threshold%)
threshold

Identity Federation - SP Partner Federated Single Sign-Ons

This metric category provides information about the Identity Federation metrics in a
Service Provider environment.

Federated Single Sign-Ons (per second)

ORACLE

This metric displays the number of federated single sign-ons in the service provider
environment per second during the last collection interval.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined SP Partner Federated Single Sign-
Minutes Ons during the last collection interval

%value% (per second) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Federated Single Sign-On Latency (ms)

This metric displays the amount of time (in ms) it took the single sign-ons in the
service provider environment to respond during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined SP Partner Federated Single Sign-
Minutes On Latency during the last collection

interval %value% (ms) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Identity Federation - Total Federated Single Sign-Ons

This metric category provides information about the Identity Federation - Total
Federated Single Sign-Ons metrics.

Total IdP Federated Single Sign-Ons (per second)

This metric displays the total number of federated single sign-ons in the identity
provider environment during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined Total IdP Federated Single Sign-Ons
Minutes during the last collection interval

%value% (per second) crossed
warning (Yewarning_threshold%) or
critical (%critical_threshold%)
threshold

Total IdP Federated Single Sign-On Latency (ms)

This metric displays the total amount of time it took the single sign-ons to respond in
the identity provider environment during the last collection interval.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined Total IdP Federated Single Sign-On
Minutes Latency during the last collection

interval %value% (ms) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Total SP Federated Single Sign-Ons (per second)

This metric displays the total number of federated single sign-ons in the service
provider environment during the last collection interval.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined Total SP Federated Single Sign-Ons
Minutes during the last collection interval

%value% (per second) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Total SP Federated Single Sign-On Latency (ms)

This metric displays the total amount of time it took the single sign-ons to respond in
the service provider environment during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined Total SP Federated Single Sign-On
Minutes Latency during the last collection

interval %value% (ms) crossed
warning (%warning_threshold%) or
critical (%critical_threshold%)
threshold

JEE Web Service Endpoint Metrics

JEE WS Endpoint - Avg Invocation Time per interval (ms)

This metric displays the average invocation time (ms) for the Java EE web service end
point.

ORACLE 3-34



Chapter 3
LDAP Operations

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency

All Versions Every 30 Not Defined Not Defined Average Invocation Time for
Minutes endpoint in a five minute interval is

%value%.

JEE WS Endpoint - Response Error Throughput (per minute)

This metric displays the number of response errors per minute for the Java EE web

service end point.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency

All Versions Every 30 Not Defined Not Defined Response Error throughput for
Minutes endpoint in a five minute interval is

%value%.

JEE WS Endpoint - Invocation Throughput (per minute)

This metric displays the number of invocations per minute for the Java EE web service

end point.

Target Version Evaluation and Default Warning Default Critical Alert Text
Collection Threshold Threshold
Frequency

All Versions Every 30 Not Defined Not Defined Invocation throughput for endpoint in
Minutes a five minute interval is %value%.

LDAP Operations

This metric category describes the metrics related to Oracle Access Manager user

identity operations.

LDAP Operations per second

This metric specifies the rate per second for user or group related operations on the
primary directory server repository. This value represents the aggregation of requests

generated from this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined LDAP Operations Throughput during
the last collection Interval %value%
crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold.
ORACLE
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Average LDAP Operation Latency (ms)

This metric measures the average amount of time spent performing Identity Provider
operations: authenticateUser() and isUserAssignedToGroup (), for example. It does
not correspond to actual LDAP bind, search, or compare times.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined LDAP Operation Latency (ms) during

the last collection Interval %value%
crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold .

LDAP Success Rate (%)

This metric measures the success to failure ratio for all Identity Provider component
method calls. This might not correspond to the LDAP bind, search, or compare times,
because failure can occur in the Identity Provider itself or the underlying User/Role API
or at the JNDI layer and might never get down to actual LDAP server operations.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined LDAP Operations Success Rate (%)

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

Server Name

This metric identifies the name of the server performing user identity operations.

Target Version Collection Frequency

All Versions Every 5 Minutes

Log File Monitoring

ORACLE

This metric category provides information about the Log File Monitoring metric.

The Log File Monitoring metric allows the operator to monitor one or more log files for
the occurrence of one or more perl patterns in the content. In addition, the operator
can specify a perl pattern to be ignored for the log file. Periodic scanning will be
performed against new content added since the last scan, lines matching the ignore
pattern will be ignored first, then lines matching specified match patterns will result in
one record being uploaded to the repository for each pattern. The user can set a
threshold against the number of lines matching the given pattern. File rotation will be
handled within the given file.
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Log File Pattern Matched Line Count

This metric returns the actual content if the given file has been specifically registered
for content uploading. Otherwise, it returns the count of lines that matched the pattern
specified.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 60 Not Defined Not Defined %log_file_message%.
Minutes %sys_occurrence_count% crossed

warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold.

Log Operations

This metric category describes the metrics related to logging operations for Oracle
Access Manager.

Average Log Latency (ms)

This metric specifies the average latency, in milliseconds, of the logging operations for
this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Log Operations Latency (ms) during

the last collection Interval %value%
crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

Log Operations per second

This metric specifies the logging throughput (log operations per second) for this OAM
instance.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Log Operations Throughput during

the last collection Interval %value%
crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.
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Server Name

This metric specifies the name of the server performing the logging operations for this
OAM instance.

Target Version Collection Frequency

All Versions Every 5 Minutes

MDS Metrics

This metric category provides information about the Metadata Services (MDB) metrics.

|Os Per Document Get

This metric displays the average number of physical 10s per persistence-level
document get. This is an indication of the efficiency of the document cache portion of
the metadata cache for the application. Ideally it should be much less than 1.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The average number of physical 10s

per Document Get is %value%.

|Os Per MO Content Get

This metric displays the average number of physical I0s per metadata object XML
content retrieval. This is an indication of the efficiency of the metadata cache for the
application. Ideally it should be much less than 1.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The average number of physical 10s

per MO Content Get is %value%.

Metadata Object Get Processing Time (seconds)

This metric displays the average elapsed time in seconds to get a metadata object.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The average processing time of

each Metadata Object Get is %value
% seconds.
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Metadata Update Processing Time (seconds)

This metric displays the average elapsed time in seconds taken to update a metadata
object.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The average processing time of
each Metadata Update is %value%
seconds.

Message-Driven EJB Metrics

This metric category provides information about the Message-Driven EJB metrics.

MDB Messages (per minute)

This metric displays the number of messages processed by message-driven beans
(MDBSs) per minute during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The MDB messages for EJB %name

%, EJB module %ejbModuleName%
are %value% (per minute).

MDB Suspensions (per minute)

This metric shows the average number of MDB suspensions per minute during the last
collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The MDB suspensions for EJB

%name%, EJB module
%ejbModuleName% are %value%
(per minute).

MDB Status

This metric displays the status of the MDB.
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Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The MDB status for EJB %name%,

EJB module %ejbModuleName% is
%value%.

Mobile and Social - Internet Identity Providers

This metric category provides information about the Mobile and Social - Internet
Identity Providers metrics.

For more information about Oracle Access Management Mobile and Social, see
Oracle Fusion Middleware Administrator's Guide for Oracle Access Management.

Authentications (per second)

This metric displays the number of authentications per second during the last
collection interval.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Authentications during the last
Minutes collection interval %value% (per

second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Mobile and Social - JWT Tokens

This metric category provides information about the Mobile and Social - JWT Tokens
metrics.

JWT authentication permits users running a web application from a desktop device to
authenticate using the JSON Web Token format. JISON Web Token is a compact
token format that is suitable for space-constrained environments such as HTTP
Authorization headers. For more information, see Oracle Fusion Middleware
Administrator's Guide for Oracle Access Management.

JWT Access Creation Tokens (per second)

ORACLE

This metric displays the number of JWT Access Tokens created per second during the
last collection interval.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined JWT Access Creation Tokens during
Minutes the last collection interval %value%

(per second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

JWT Access Creation Token Latency (ms)

This metric displays the amount of time (in ms) required to process the JWT Access
Tokens requests during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined JWT Access Creation Token
Minutes Latency during the last collection

interval %value% (ms) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

JWT User Creation Tokens (per second)

This metric displays the number of JWT User Tokens created per second during the
last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined JWT User Creation Tokens during
Minutes the last collection interval %value%

(per second) crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

JWT User Creation Token Latency (ms)

This metric displays the amount of time (in ms) required to process the JWT User
Token requests during the last collection interval.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined JWT User Creation Token Latency
Minutes during the last collection interval

%value% (ms) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

JWT Client Creation Tokens (per second)

This metric displays the number of JWT Client Tokens created per second during the
last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined JWT Client Creation Tokens during
Minutes the last collection interval %value%

(per second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

JWT Client Creation Token Latency (ms)

This metric displays the amount of time (in ms) required to process the JWT Client
Token requests during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined JWT Client Creation Token Latency
Minutes during the last collection interval

%value% (ms) crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

JWT Get Tokens (per second)

This metric displays the number of JWT Get Tokens created per second during the
last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined JWT Get Tokens during the last
Minutes collection interval %value% (per

second) crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold
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JWT Get Token Latency (ms)

This metric displays the amount of time (in ms) required to process the JWT Get

Token requests during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined JWT Get Token Latency during the
Minutes last collection interval %value% (ms)

crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Mobile and Social - Local Logins and Registrations

This metric category provides information about the Mobile and Social - Local Logins

and Registrations metrics.

For information about Oracle Access Management Mobile and Social, see Oracle
Fusion Middleware Administrator's Guide for Oracle Access Management

Completed Local Logins (per second)

This metric displays the number of completed local logins per second during the last

collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Completed Local Logins during the
Minutes last collection interval %value% (per

second) crossed warning
(Yowarning_threshold%) or critical
(%ocritical_threshold%) threshold

Failed Local Logins (per second)

This metric displays the number of failed local logins per second during the last

collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Failed Local Logins during the last
Minutes collection interval %value% (per

second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

ORACLE
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Completed User Registrations (per second)

This metric displays the number of completed user registrations per second during the
last collection interval.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Completed User Registrations during
Minutes the last collection interval %value%

(per second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Incomplete User Registrations(per second)

This metric displays the number of incomplete user registrations per second during the
last collection interval.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Incomplete User Registrations
Minutes during the last collection interval

%value% (per second) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Mobile and Social - Mobile JWT Tokens

This metric category provides information about the Mobile and Social - Mobile JIWT
Tokens metrics.

Mobile JWT permits users using mobile devices authenticate using the JSON Web
Token format. For more information, see Oracle Fusion Middleware Administrator's
Guide for Oracle Access Management.

JWT Access Creation Tokens (per second)

This metric displays the number of JWT Access Tokens created per second during the
last collection interval.

Target Version

Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined JWT Access Creation Tokens during
Minutes the last collection interval %value%

(per second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

ORACLE
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JWT Access Creation Token Latency (ms)

This metric displays the amount of time (in ms) required to process the JWT Access
Tokens during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined JWT Access Creation Token
Minutes Latency during the last collection

interval %value% (ms) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

JWT User Creation Tokens (per second)

This metric displays the number of JWT User Tokens created per second during the
last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined JWT User Creation Tokens during
Minutes the last collection interval %value%

(per second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

JWT User Creation Token Latency (ms)

This metric displays the amount of time (in ms) required to process the JWT User
Token requests during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined JWT User Creation Token Latency
Minutes during the last collection interval

%value% (ms) crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

JWT Client Creation Tokens (per second)

This metric displays the number of JWT Client Tokens created per second during the
last collection interval.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined JWT Client Creation Tokens during
Minutes the last collection interval %value%

(per second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

JWT Client Creation Token Latency (ms)

This metric displays the amount of time (in ms) required to process the JWT Client
Token requests during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined JWT Client Creation Token Latency
Minutes during the last collection interval

%value% (ms) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

JWT Get Tokens (per second)

This metric displays the number of JWT Get Tokens created per second during the
last collection interval.

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined JWT Get Tokens during the last
Minutes collection interval %value% (per

second) crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold.

JWT Get Token Latency (ms)

This metric displays the amount of time (in ms) required to process the JWT Get
Token requests during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined JWT Get Token Latency during the
Minutes last collection interval %value% (ms)

crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold
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Mobile and Social - Mobile OAM Tokens

This metric category provides information about the Mobile and Social - Mobile OAM
Tokens metrics.

Mobile Oracle Access Manager authentication permits users using mobile devices to
authenticate using Oracle Access Manager. For more information, see Oracle Fusion
Middleware Administrator's Guide for Oracle Access Management.

OAM Access Creation Tokens (per second)

This metric displays the number of OAM Access Tokens created per second during
the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined OAM Access Creation Tokens
Minutes during the last collection interval

%value% (per second) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

OAM Access Creation Token Latency (ms)

This metric displays the amount of time (in ms) required to process the OAM Access
Token requests during the last collection interval.

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined OAM Access Creation Token
Minutes Latency during the last collection

interval %value% (ms) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

OAM User Creation Tokens (per second)

This metric displays the number of OAM User Tokens created per second during the
last collection interval.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined OAM User Creation Tokens during
Minutes the last collection interval %value%

(per second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

OAM User Creation Token Latency (ms)

This metric displays the amount of time (in ms) required to process the OAM User
Token requests during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined OAM User Creation Token Latency
Minutes during the last collection interval

%value% (ms) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

OAM Client Creation Tokens (per second)

This metric displays the number of OAM Client Tokens created per second during the
last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined OAM Client Creation Tokens during
Minutes the last collection interval %value%

(per second) crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

OAM Client Creation Token Latency (ms)

This metric displays the amount of time (in ms) required to process the OAM Client
Token requests during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined OAM Client Creation Token Latency
Minutes during the last collection interval

%value% (ms) crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold
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OAM Get Tokens (per second)

This metric displays the number of OAM Get Tokens created per second during the
last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined OAM Get Tokens during the last
Minutes collection interval %value% (per

second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

OAM Get Token Latency (ms)

This metric displays the amount of time (in ms) required to process the OAM Get
Token requests during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined OAM Get Token Latency during the
Minutes last collection interval %value% (ms)

crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

OAM Termination Tokens (per second)

This metric displays the number of OAM Termination Tokens created per second
during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined OAM Termination Tokens during the
Minutes last collection interval %value% (per

second) crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

OAM Termination Token Latency (ms)

This metric displays the amount of time (in ms) required to process the OAM
Termination Token requests during the last collection interval.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined OAM Termination Token Latency
Minutes during the last collection interval

%value% (ms) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Mobile and Social - OAM Tokens

This metric category provides information about the Mobile and Social - OAM Tokens
metrics.

Oracle Access Manager (OAM) authentication permits users running a web application
from a desktop device to authenticate using Access Manager. For more information,
see Oracle Fusion Middleware Administrator's Guide for Oracle Access Management

OAM Creation Tokens (per second)

This metric displays the number of OAM Creation Tokens issued per second during
the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined OAM Creation Tokens during the
Minutes last collection interval %value% (per

second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

OAM Creation Token Latency (ms)

This metric displays the amount of time (in ms) required to process the OAM Creation
Token requests during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined OAM Creation Token Latency during
Minutes the last collection interval %value%

(ms) crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

OAM Get Tokens (per second)

This metric displays the number of OAM Get Tokens issued per second during the last
collection interval.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined OAM Get Tokens during the last
Minutes collection interval %value% (per

second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

OAM Get Token Latency (ms)

This metric displays the amount of time (in ms) required to process the OAM Get
Token requests during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined OAM Get Token Latency during the
Minutes last collection interval %value% (ms)

crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

OAM Termination Tokens (per second)

This metric displays the number of OAM Termination Tokens issued per second during
the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined OAM Termination Tokens during the
Minutes last collection interval %value% (per

second) crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

OAM Termination Token Latency (ms)

This metric displays the amount of time (in ms) required to process the OAM
Termination Token requests during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined OAM Termination Token Latency
Minutes during the last collection interval

%value% (ms) crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold
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Mobile and Social - User Profile Service - Group

This metric category provides information about the Mobile and Social - User Profile

Service - Group metrics.

User Profile Service Provider allows Oracle Mobile and Social to query and update an
Identity Service Provider using Mobile (REST) Services calls. For more information,
see Oracle Fusion Middleware Administrator's Guide for Oracle Access Management

Create Group Operations (per second)

This metric displays how group profiles were created per second during the last

collection interval.

Target Version Evaluation and Default Warning Default Critical = Alert Text
Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Create Group Operations during the
Minutes

last collection interval %value% (per
second) crossed warning
(Yowarning_threshold%) or critical
(%ocritical_threshold%) threshold

Create Group Operation Latency (ms)

This metric displays the amount of time (in ms) required to process the Create a Group

operation during the last collection interval.

Target Version Evaluation and Default Warning Default Critical Alert Text
Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Create Group Operation Latency
Minutes

during the last collection interval
%value% (ms) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Read Group Operations (per second)

This metric displays the number of group profiles retrieved per second during the last

collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Read Group Operations during the
Minutes

last collection interval %value% (per
second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold
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Read Group Operation Latency (ms)

This metric displays the amount of time (in ms) required to process the Read a Group
operation during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Read Group Operation Latency
Minutes during the last collection interval

%value% (ms) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Delete Group Operations (per second)

This metric displays the number of group profiles deleted per second during the last
collection interval.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Delete Group Operations during the
Minutes last collection interval %value% (per

second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Delete Group Operation Latency (ms)

This metric displays the amount of time (in ms) required to process the Delete a Group
operation during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Delete Group Operation Latency
Minutes during the last collection interval

%value% (ms) crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

Update Group Operations (per second)

This metric displays the number of group profiles updated per second during the last
collection interval.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Update Group Operations during the
Minutes last collection interval %value% (per

second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Update Group Operation Latency (ms)

This metric displays the amount of time (in ms) required to process the Update a
Group operation during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Update Group Operation Latency
Minutes during the last collection interval

%value% (ms) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Search Group Operations (per second)

This metric displays the number of searches performed per second during the last
collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Search Group Operations during the
Minutes last collection interval %value% (per

second) crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

Search Group Operation Latency (ms)

This metric displays the amount of time (in ms) it took to process the search operation.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Search Group Operation Latency
Minutes during the last collection interval

%value% (ms) crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold
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Mobile and Social - User Profile Service - People

This metric category provides information about the Mobile and Social - User Profile
Service - People metrics.

User Profile Service Provider allows Oracle Mobile and Social to query and update an
Identity Service Provider using Mobile (REST) Services calls. The User Profile
Services can access and update User records located in a Directory store. For more
information, see Oracle Fusion Middleware Administrator's Guide for Oracle Access
Management.

Create People Operations (per second)

This metric displays how many People records were created per second during the
last collection interval.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Create People Operations during the
Minutes last collection interval %value% (per

second) crossed warning
(Yowarning_threshold%) or critical
(%ocritical_threshold%) threshold

Create People Operation Latency (ms)

This metric displays the amount of time (in ms) required to process the Create People
operation.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Create People Operation Latency
Minutes during the last collection interval

%value% (ms) crossed warning
(Yowarning_threshold%) or critical
(%ocritical_threshold%) threshold

Read People Operations (per second)

This metric displays how many People records were retrieved per second during the
last collection interval.
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Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Read People Operations during the
Minutes last collection interval %value% (per

second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Read People Operation Latency (ms)

This metric displays the amount of time (in ms) required to process the Read People

operation.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Read People Operation Latency
Minutes during the last collection interval

%value% (ms) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Delete People Operations (per second)

This metric displays how many People records were deleted per second during the

last collection interval.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Delete People Operations during the
Minutes last collection interval %value% (per

second) crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

Delete People Operation Latency (ms)

This metric displays the amount of time (in ms) required to process the Delete People

operation.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Delete People Operation Latency
Minutes during the last collection interval

%value% (ms) crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold
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Update People Operations (per second)

This metric displays how many People records were updated per second during the
last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Update People Operations during
Minutes the last collection interval %value%

(per second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Update People Operation Latency (ms)

This metric displays the amount of time (in ms) required to process the Update People
operation.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Update People Operation Latency
Minutes during the last collection interval

%value% (ms) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Search People Operations (per second)

This metric displays how many People records were searched per second during the
last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Search People Operations during
Minutes the last collection interval %value%

(per second) crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

Search People Operation Latency (ms)

This metric displays the amount of time (in ms) required to process the Search People
operation.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Search People Operation Latency
Minutes during the last collection interval

%value% (ms) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Mobile and Social - User Profile Service - Relationship

This metric category provides information about the Mobile and Social - User Profile
Service - Relationship metrics.

Relationships can be used to add, delete, read, and search a user with respect to a
group. For more information, see Oracle Fusion Middleware Administrator's Guide for
Oracle Access Management.

Create Relationship Operations (per second)

This metric displays the number of users assigned to a group during the last collection
interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Create Relationship Operations
Minutes during the last collection interval

%value% (per second) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Create Relationship Operation Latency (ms)

This metric displays the amount of time (in ms) required to process the Create
Relationship operation.

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Create Relationship Operation
Minutes Latency during the last collection

interval %value% (ms) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Read Relationship Operations (per second)

This metric displays the number of relationship profiles that were retrieved.
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Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Read Relationship Operations during
Minutes the last collection interval %value%

(per second) crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Read Relationship Operation Latency (ms)

This metric displays the amount of time (in ms) required to process the Read

Relationship operation.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Read Relationship Operation
Minutes Latency during the last collection

interval %value% (ms) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Delete Relationship Operations (per second)

This metric displays the number of relationship profiles that were deleted during the

last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Delete Relationship Operations
Minutes during the last collection interval

%value% (per second) crossed
warning (%warning_threshold%) or
critical (%critical_threshold%)
threshold

Delete Relationship Operation Latency (ms)

This metric displays the amount of time (in ms) required to process the Delete

Relationship operation
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Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
11gR2 (11.1.2) Every 15 Not Defined Not Defined Delete Relationship Operation
Minutes Latency during the last collection

interval %value% (ms) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Search Relationship Operations (per second)

This metric displays how many Relationship profiles were searched per second during
the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Search Relationship Operations
Minutes during the last collection interval

%value% (per second) crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Search Relationship Operation Latency (ms)

This metric displays the amount of time (in ms) required to process the Search
Relationship operation.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined Search Relationship Operation
Minutes Latency during the last collection

interval %value% (ms) crossed
warning (%warning_threshold%) or
critical (%critical_threshold%)
threshold

Module EJB Cache Metrics

This metric category provides information about the Module EJB Cache metrics.

Cached Beans

This metric shows the total number of beans currently in the EJB cache.
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Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency
11gR2 (11.1.2) Every 5 Minutes Not Defined Not Defined The number of cached beans for

EJB module %ejbModuleName% is
%value%.

Cache Hits (%)

This metric shows the percentage of cache accesses that completed successfully.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined The EJB cache hit rate for EJB
Minutes module %ejbModuleName% is

%value%%%.

Bean Activations (per minute)

This metric shows the average number of beans per minute that have been activated
from the EJB home during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined The bean activations for EJB module
Minutes %ejbModuleName% are %value%

(per minute).

Cache Accesses (per minute)

This metric shows the number times per minute that an attempt was made to access
the EJB cache during the last collection interval.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined The cache accesses for EJB module
Minutes %ejbModuleName% is %value%

(per minute).

Cache Misses (per minute)

This metric shows the average number of cache misses per minute for this EJB
module during the last collection interval.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined The cache misses for EJB module
Minutes %ejbModuleName% are %value%

(per minute).

Cache Passivations (per minute)

This metric displays the total number of passivated beans per minutue during the last
collection interval.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency

11gR2 (11.1.2) Every 15 Not Defined Not Defined The EJB Passivations for EJB
Minutes module %ejbModuleName% are

%value% (per minute).

Module EJB Transaction Metrics

This metric category describes the Module EJB Transaction metrics.

Bean Transaction Commits (%)

This metric shows the percentage of EJB transactions that were committed during the
last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The bean transaction commit rate for

EJB module %ejbModuleName% is
%value%%%.

Bean Transaction Commits (per minute)

This metric shows the EJB transaction commits per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The bean transaction commits for

EJB module %ejbModuleName%
are %value% (per minute).
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Bean Transaction Rollbacks (per minute)

This metric shows the EJB transaction rollbacks per minute.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The bean transaction rollbacks for

EJB module %ejbModuleName%
are %value% (per minute).

Bean Transaction Timeouts (per minute)

This metric shows the EJB transaction timeouts per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The bean transaction timeouts for

EJB module %ejbModuleName%
are %value% (per minute).

Module Message Driven EJB Metrics

MDB Messages (per minute)

This metric specifies the number of messages processed by message-driven beans
(MDBS) per minute.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The MDB messages for EJB module

%ejbModuleName% are %value%
(per minute).

MDB Suspensions (per minute)

This metric specifies the number of MDB JMS connection suspensions per minute.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The MDB suspensions for EJB

module %ejbModuleName% are
%value% (per minute).
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Number of Authentications

This metric category describes the Number of Authentications metrics.

Number Of Invalid Credential Errors Against The LDAP User Identity
Store

This metric displays the number of invalid credential errors against the LDAP user
identity store.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined Invalid Credential Errors during the
Minutes last collection Interval %value%

crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

Number of LDAP Time Out Errors In The Last Collection

This metric displays the number of LDAP timeout errors during the last collection
interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined User not found Errors during the last
Minutes collection Interval %value% crossed

warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Number of User Not Found Errors In The Last Collection

This metric displays the number of user not found errors during the last collection
interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined LDAP Time Out Errors during the
Minutes last collection Interval %value%

crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold
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This metric category provides information about the Number of Authorizations metrics.

Number of Failed Authorizations in the last collection

This metric displays the number of failed authorizations during the last collection

interval.

Target Version Evaluation and Default Warning Default Critical Alert Text
Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined Failed Authorizations during the last
Minutes collection Interval %value% crossed

warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Total Number of Authorizations in the last collection

This metric displays the total number of authorizations in the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined Total Authorizations during the last
Minutes collection Interval %value% crossed

warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Total Number of SSO Session Creations

This metric displays the total number of SSO sessions created in the last collection

interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined Total number of SSO Session
Minutes Creations during the last collection

Interval %value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Number of SSO Session Creation Failures

This metric displays the number of SSO session creation failures in the last collection

interval.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined Failed SSO Session Creations
Minutes during the last collection Interval

%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Number of Successful SSO Session Creations

This metric displays the number of successful SSO session creations in the last
collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined Number of Successful SSO Session
Minutes Creations during the last collection

Interval %value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Number of Successful Authorizations in the Last Collection

This metric displays the number of successful authorizations in the last collection
interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined Successful Authorizations during the
Minutes last collection Interval %value%

crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

Number of Credential Validation Events

This metric displays the number of credential validation events in the last collection
interval.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined Not Defined Total number of Credential
Minutes Validation Events during the last

collection Interval %value% crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

OAM Application Clients

This metric category describes the metrics related to Oracle Access Manager
application domains.

Average Application Authentication Latency (ms)

This metric specifies the average latency, in milliseconds, for authorization operations
in an application domain.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authentication Latency (ms) during

the last collection Interval %value%
crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Application Authentication Requests per second

This metric specifies the rate of authentication requests processed, per second, in an
application domain.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authentication Requests Throughput

during the last collection Interval
%value% crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold.

Application Authentication Success Rate (%)

This metric specifies the success to failure ratio for authorization operations in an
application domain.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authentication Success Rate (%)

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Average Application Authorization Latency (ms)

This metric specifies the average latency, in milliseconds, for authorization requests in
an application domain.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Latency (ms) during

the last collection Interval %value%
crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Application Authorization Requests per second

This metric specifies the rate of authorization requests, per second, for an application
domain.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Requests Throughput

during the last collection Interval
%value% crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

Application Authorization Success Rate (%)

This metric specifies the success to failure ratio, as a percentage, for authorization
operations in an application domain.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Success Rate (%)

during the last collection Interval
%value% crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold
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OAM 10g Client

This metric category describes the metrics related to Oracle Access Manager
operations in support of an OAM 10g Agent.

OAM Client Average Authentication Latency (ms)

This metric specifies the average latency, in milliseconds, of the authentication
requests coming from an OAM 10g Agent.

The following table shows how often the metric's value is collected

Target Version Collection Frequency

All Versions Every 5 Minutes

OAM Client Authentication Requests per second

This metric specifies the authentication throughput (requests per second) coming from
a OAM 10g Agent.

Target Version Collection Frequency

All Versions Every 5 Minutes

OAM Client Authentication Success Rate (%)

This metric specifies the success to failure rate, as a percentage, for authentication
requests coming from an OAM 10g Agent.

Target Version Collection Frequency

All Versions Every 5 Minutes

OAM Client Average Authorization Latency (ms)

This metric specifies the average latency, in milliseconds, for authorization requests
coming from an OAM 10g Agent.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Latency (ms) during

the last collection Interval %value%
crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold
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Chapter 3
OAM Proxy

This metric specifies the authorization throughput (requests per second) coming from

an OAM 10g Agent.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Requests Throughput

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

OAM Client Authorization Success Rate (%)

This metric specifies the success to failure rate, as a percentage, for authorization

requests coming from an OAM 10g Agent.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Success Rate (%)

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

OAM Proxy

This metric category describes the OAM Proxy metrics.

Proxy Failed Authentications in Last Collection

This metric displays the number of proxy failed authentications during the last

collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Success Rate (%)

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Proxy Failed Authorizations in Last Collection

This metric displays the number of proxy failed authorizations during the last collection

interval.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Success Rate (%)

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Proxy Failed Resource Protected in Last Collection

This metric displays the number of proxy failed resources protected during the last
collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Success Rate (%)

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Oracle SSO 10g Client

This metric category describes the metrics related to Oracle Access Manager
operations in support of an OSSO 10g agent.

OSSO Client Average Authentication Latency (ms)

This metric specifies the average latency, in milliseconds, of authentication requests
coming from an OSSO 10g agent.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authentication Latency (ms) during

the last collection Interval %value%
crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold.

OSSO Client Authentication Requests per second

This metric specifies the authentication throughput (requests per second) coming from
an OSSO 10g Agent.
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Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authentication Requests Throughput

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

OSSO Client Authentication Success Rate (%)

This metric specifies the success to failure ratio, as a percentage, for authentication

requests coming from an OSSO 10g Agent.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authentication Success Rate (%)

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

Oracle Web Service Endpoint Metrics

This metric category describes the Oracle Web Service Endpoint metrics.

Oracle WS Endpoint - Avg Invocation Time per interval(sec)

This metric specifies the average invocation time for an Oracle Web Service end point

for a 5 minute interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency

All Versions Every 30 Not Defined Not Defined Average Invocation Time for
Minutes endpoint in a five minute interval is

%value%.

Oracle WS Endpoint - Fault Throughput(per minute)

This metric specifies the number of faults per minute for an Oracle Web Service end

point for a 5 minute interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
All Versions Every 30 Not Defined Not Defined Fault throughput for endpoint in a
Minutes five minute interval %value%.
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Oracle WS Endpoint - Invocation Throughput(per minute)

This metric specifies the number of invocations per minute for an Oracle Web Service
end point for a 5 minute interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 30 Not Defined Not Defined Invocation throughput endpoint in a
Minutes five minute interval %value%.

Resource Utilization

This metric category describes the Resource Utilization metrics.

CPU Utilization (%)

This metric displays the percentage of CPU that is being used by Oracle Access
Manager.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 300 Not Defined Not Defined The CPU utilization is greater than
Seconds %value%

Memory Utilization (%)

This metric displays the percentage of memory that is being used by Oracle Access
Manager.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 300 Not Defined Not Defined The Memory utilization is greater
Seconds than %value%

Response

Response metrics represent the availability of the selected OAM instance.

UpDown Status

This metric shows the availability of this OAM instance.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every Minute Not Defined 0 The Oracle Access Manager is

down.

RESTful Service Application Metrics

This metric category provides information about the RESTful Service Application
metrics.

RESTful Service Invocation Throughput (per minute)

For this application, this metric displays the number of RESTful service invocations per
minute during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 30 Not Defined Not Defined The RESTful service invocations are
Minutes %value% (per minute).

RESTful Service Error Count Throughput (per minute)

For this application, this metric displays the number of RESTful service errors per
minute during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 30 Not Defined Not Defined The RESTful service error counts
Minutes are %value% (per minute).

RESTful Service Execution Time Average (seconds)

For this application, this metric displays the average time (in seconds) to process a
RESTful service during the last collection interval.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 30 Not Defined Not Defined The RESTful service execution time
Minutes average is %value% (seconds).

RESTful Service Method Metrics

This metric category provides information about the RESTful Service Method metrics.

ORACLE 3-74



Chapter 3
RESTful Service Resource Metrics

RESTful Service Invocation Throughput (per minute)

This metric displays the number of RESTful service invocations per minute during the
last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 30 Not Defined Not Defined The RESTful service invocations are
Minutes %value% (per minute).

RESTful Service Resource Metrics

This metric category provides information about the RESTful Service Resource
metrics.

RESTful Service Invocation Throughput (per minute)

This metric displays the number of RESTful service invocations per minute during the
last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 30 Not Defined Not Defined The RESTful service invocations are
Minutes %value% (per minute).

Security Token Service - Token Generation Operations

This metric category provides information about the Security Token Service - Token
Generation Operations metrics.

Issuance Latency (ms)

This metric specifies the average latency of security token creation or generation for
this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Token issue creation latency (ms)
11gR2 (11.1.2) during the last collection Interval

%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold
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Tokens Issued

This metric specifies the total number of security tokens that were created or
generated by this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Token creations during the last
11gR2 (11.1.2) collection Interval %value% crossed

warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold.

Token Issuances per second

This metric specifies the throughput of the security token creation or generation
(tokens per second) by this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Token creation throughput during the
11gR2 (11.1.2) last collection Interval %value%

crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

Security Token Service - Token Validation Operations

This metric category describes the metrics pertaining to core (primitive) security token
validation operations for this OAM instance.

Number of Tokens Validated

This metric specifies the total number of security tokens that were validated by this
OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Token validations during the last
11gR2 (11.1.2) collection Interval %value% crossed

warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold.

ORACLE 3-76



Chapter 3
Security Token Service - Partners

Token Validations per second

This metric specifies the throughput of security token validation (tokens per second) by
this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Token validation throughput during
11gR2 (11.1.2) the last collection Interval %value%

crossed warning
(Y%warning_threshold%) or critical
(%critical_threshold%) threshold.

Token Validation Latency (ms)

This metric specifies the average latency of security token validation (in milliseconds)
by this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Token issue validation latency (ms)
11gR2 (11.1.2) during the last collection Interval

%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

Security Token Service - Partners

This metric category describes the metrics pertaining to partner security token
validation operations for this OAM instance

Tokens Issued

This metric specifies the total count of security token issuance requests received from
a partner by this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Partner token requests during the
11gR2 (11.1.2) last collection Interval %value%

crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.
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Issuance Latency (ms)

This metric specifies the average latency of processing security token issuance
requests received from a partner by this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Partner token issue latency (ms)
11gR2 (11.1.2) during the last collection Interval

%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Token Issuances per second

This metric specifies the throughput of processing security token issuance requests
received from a partner (requests per second) by this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Partner token issue request
11gR2 (11.1.2) throughput during the last collection

Interval %value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Issuance Success Rate (%)

This metric specifies the success to failure ratio, as a percentage, for security token
issuance requests received from a partner by this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Partner token request issuance
11gR2 (11.1.2) success rate (%) during the last

collection Interval %value% crossed
warning (%warning_threshold%) or
critical (%critical_threshold%)
threshold

Number of Tokens Validated

This metric specifies the total number of security token validation requests received
from a partner by this OAM instance.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Partner token validation requests
11gR2 (11.1.2) during the last collection Interval

%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Token Validation Latency (ms)

This metric specifies the average latency of processing security token validation
requests from a partner by this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Partner token validation latency (ms)
11gR2 (11.1.2) during the last collection Interval

%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Token Validations per second

This metric specifies the throughput of the processing security token validation
requests from a partner by this OAM instance.

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Partner token validation request
11gR2 (11.1.2) throughput during the last collection

Interval %value% crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

Validation Success Rate (%)

The metric specifies the success to failure ratio, as a percentage, for security token
validation requests from a partner by this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Partner token validation success rate
11gR2 (11.1.2) (%) during the last collection Interval

%value% crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold
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Security Token Service - Token Requests

This metric category describes the metrics related to Oracle Access Manager security
tokens for this OAM instance.

Issuance Latency (ms)

This metric specifies the latency of the security token issuance request processing (in
milliseconds) for this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Token issue request latency (ms)
11gR2 (11.1.2) during the last collection Interval

%value% crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold.

Tokens Issued

This metric specifies the total number of security token issuance requests processed
by this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Token issue requests during the last
11gR2 (11.1.2) collection Interval %value% crossed

warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold.

Token Issuances per second

This metric specifies the throughput of the security token issuance (requests per
second) by this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Token issue request throughput
11gR2 (11.1.2) during the last collection Interval

%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.
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Issuance Success Rate (%)

This metric specifies the success to failure ratio, as a percentage, for security token
issuance requests by this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Token issue request success rate
11gR2 (11.1.2) (%) during the last collection Interval

%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

Token Validation Latency (ms)

This metric specifies the average latency of the security token validation request
processing (in milliseconds) by this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Token validation request latency
11gR2 (11.1.2) (ms) during the last collection

Interval %value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

Number of Tokens Validated

This metric specifies the total number of security token validation requests processed
by this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Token validation requests during the
11gR2 (11.1.2) last collection Interval %value%

crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold.

Token Validations per second

This metric specifies the throughput of the security token validation request processing
(in milliseconds) by this OAM instance.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Token validation request throughput
11gR2 (11.1.2) during the last collection Interval

%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

Validation Success Rate (%)

This metric specifies the success to failure ratio, as a percentage, for security token
validation request processing by this OAM instance.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold

Frequency
11gR1 (11.1.1.4), Every 5 Minutes Not Defined Not Defined Token validation request success
11gR2 (11.1.2) rate (%) during the last collection

Interval %value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

Servlet/JSP Metrics

This metric category provides information about the Servlet/JSP metrics.

Request Processing Time (ms)

This metric shows the average time consumed to execute servlets and JSPs during
the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The request processing time for

servlet/jsp %name%, web module
%webModuleName% is %value%
ms.

Requests (per minute)

This metric shows the rate at which servlets and JSPs are being invoked during the
last collection interval.
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Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The requests processed for

servlet/jsp %name%, web module
%webModuleName% are %value%
(per minute).

Reloads (per minute)

This metric shows the average number of reloads of the selected servlet or JSP per
minute during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The reloads for servlet/jsp %name%,

web module %webModuleName%
are %value% (per minute).

Servlet/JSP Metrics By Application

This metric category provides information about the Servlet/JSP Metrics By Application
metrics.

Request Processing Time (ms)

This metric shows the average time consumed to execute servlets and JSPs for this
application during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The request processing time is

%value% ms.

Requests (per minute)

This metric shows the rate at which servlets and JSPs are being invoked for this
application during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The requests processed are %value

% (per minute).
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Reloads (per minute)

This metric shows the average number of reloads of the selected servlet or JSP per
minute for this application during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The reloads are %value% (per

minute).

Servlet/JSP Metrics By Module

This metric category provides information about the Servlet/JSP Metrics By Module
metrics.

Request Processing Time (ms)

This metric shows the average time consumed to execute servlets and JSPs for this
module during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The reloads are %value% (per
minute).
Target Version Evaluatio Default Default Alert Text
n and Warning Critical
Collection Threshol Threshol
Frequenc d d
y
All Versions Every 5 Not Not The reloads are %value% (per minute).

Minutes Defined Defined

Requests (per minute)

This metric shows the rate at which servlets and JSPs are being invoked for this
module during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The reloads are %value% (per

minute).
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Reloads (per minute)

This metric shows the average number of reloads of the selected servlet or JSP per
minute for this module during the last collection interval.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined The reloads are %value% (per

minute).

Webgate Status

This metric category provides information about the status of the WebGate. A
WebGate is a Web server plug-in that is shipped out-of-the-box with Oracle Access
Manager.

Webgate Status

This metric monitors if the WebGate is up and running.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency

All Versions Every 15 Not Defined 0 %webgatename% is Down.
Minutes
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Oracle Access Management Cluster

Oracle Enterprise Manager can be used to manage Oracle Access Management
metrics that show the performance for Oracle Access Manager 11g servers and OAM
server clusters.

OAM Applications Domains (Aggregated)

Metrics for OAM application domains in the cluster.

Application Authentication Latency (ms)

This metric specifies the average latency, in milliseconds, for authentication requests
processed in this application domain for all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Evaluation Default Default Alert Text
Version and Warning  Critical
Collection Threshold Threshold
Frequency
All Every 5 Not Not Defined  Authentication Latency during the last
Versions Minutes Defined collection Interval %value% crossed

warning (Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

Application Authentication Requests per second

ORACLE

This metric specifies the authentication throughput (requests per second) in this
application domain for OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Evaluation Default Default Alert Text
Version and Warning  Critical
Collection Threshold Threshold
Frequency
All Every 5 Not Not Defined Authentication Requests Throughput
Versions Minutes Defined during the last collection Interval

%value% crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold
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OAM Applications Domains (Aggregated)

Application Authentication Success Rate (%)

This metric specifies the success to failure rate for authentication operations in this
application domain for all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Evaluation Default Default Alert Text
Version and Warning  Critical
Collection Threshold Threshold
Frequency
All Every 5 Not Not Defined Authentication Success Failure Ratio
Versions Minutes Defined during the last collection Interval

%value% crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

Application Authorization Latency (ms)

This metric specifies the average latency, in milliseconds, for authorization operations
in this application domain for all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Latency during the last

collection Interval %value% crossed
warning (%warning_threshold%) or
critical (%critical_threshold%)
threshold

Application Authorization Requests per second

This metric specifies the authorization throughput (requests per second) in this
application domain for all OAM instances in this cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Requests Throughput
during the last collection Interval
%value% crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold
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OAM 10g Aggregates

Application Authorization Success Rate (%)

This metric specifies the success to failure ratio, as a percentage, for authorization
requests in this application domain for all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Success Failure Ratio

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%ocritical_threshold%) threshold

OAM 10g Aggregates

Metrics for all OAM 10g agents related to OAM Instances in the cluster.

OAM Client Average Authentication Latency (ms)

This metric specifies the average latency, in milliseconds, for authentication requests
coming from this OAM 10g Webgate for all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Latency during the last

collection Interval %value% crossed
warning (%warning_threshold%) or
critical (%critical_threshold%)
threshold

OAM Client Authentication Requests per second

This metric specifies the rate of authentication requests (per second) coming from this
OAM 10g Webgate for all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.
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OAM 10g Aggregates

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Requests Throughput

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold.

OAM Client Authentication Success Rate (%)

This metric specifies the success to failure ratio, as a percentage, for authentication
requests coming from this OAM 10g webgate for all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Success Failure Ratio

during the last collection Interval
%value% crossed warning
(Ywarning_threshold%) or critical
(%critical_threshold%) threshold

OAM Client Average Authorization Latency (ms)

This metric specifies the average latency, in milliseconds, for authorization requests
coming from this OAM 10g Webgate for all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Latency during the last

collection Interval %value% crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

OAM Client Authorization Requests per second

ORACLE

This metric specifies the throughput of authorization requests (requests per second)
coming from this OAM 10g Webgate for all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

4-4



Chapter 4
OAM 10g Throughput (Aggregated)

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Requests Throughput

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

OAM Client Authorization Success Rate (%)

This metric specifies the success to failure ratio, as a percentage, for authorization
requests coming from this OAM 10g Webgate for all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Success Failure Ratio

during the last collection Interval
%value% crossed warning
(Ywarning_threshold%) or critical
(%critical_threshold%) threshold

OAM 10g Throughput (Aggregated)

Metrics for OAM 10g agents related to OAM Instances in the cluster.

OAM Client Authentications per second

This metric specifies the rate of authentication requests (per second) coming from this
OAM 10g Webgate for all OAM instances in the cluster.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

All Versions Every 5 Minutes

OAM Client Authorizations per second

This metric specifies the throughput of authorization requests (requests per second)
coming from this OAM 10g Webgate for all OAM instances in the cluster.

The following table shows how often the metric's value is collected

Target Version Collection Frequency

All Versions Every 5 Minutes
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0SSO 10g (Aggregated)

OSSO 10g (Aggregated)

Metrics related to OSSO 10g Agents across the OAM cluster.

OSSO Client Average Authentication Latency (ms)

This metric specifies the average latency, in milliseconds, for authentication requests
coming from this OSSO 10g agent for OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authentication Latency during the

last collection Interval %value%
crossed warning
(Yowarning_threshold%) or critical
(%ocritical_threshold%) threshold

OSSO Client Authentication Requests per second

This metric specifies the throughput of authentication requests (requests per second)
coming from this OSSO 10g agent for OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authentication Requests Throughput

during the last collection Interval
%value% crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

Authentication Success Rate (%)

This metric specifies the success to failure ratio, as a percentage, for authentication
requests coming from this OSSO 10g agent for all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.
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0SSO0 10g Throughput (Aggregated)

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authentication Success Failure Ratio

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

OSSO 10g Throughput (Aggregated)

Metrics for OSSO agents communicating with OAM instances in the cluster.

OSSO Client Operations per second

This metric specifies the rate of authentication throughput (requests per second)
coming from this OAM 10g Webgate for all OAM instances in the cluster.

The following table shows how often the metric's value is collected

Target Version Collection Frequency

All Versions Every 5 Minutes

Audit Operations (Aggregated)

Metrics related to auditing operations for Oracle Access Manager servers in the
cluster.

Average Audit Latency (ms)

This metric specifies the average latency, in milliseconds, of the audit operations for all
OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Audit Operations Latency during the

last collection Interval %value%
crossed warning
(Yowarning_threshold%) or critical
(%ocritical_threshold%) threshold

Audit Operations per second

This metric specifies the rate of audit operation (per second) for all OAM instances in
the cluster.
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Audit Operations Throughput (Aggregated)

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Audit Operations Throughput during

the last collection Interval %value%
crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Audit Operations Throughput (Aggregated)

Metrics related to auditing operations for Oracle Access Manager across the cluster.

Operations per second

This metric specifies the audit throughput (audit operations per second) for all OAM
instances in the cluster.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

All Versions Every 5 Minutes

Authentication Aggregates

Metrics for aggregated authentication operations with Oracle Access Manager.

Average Authentication Latency (ms)

This metric specifies the average latency, in milliseconds, for authentication requests
handled by all OAM instances in the cluster.

This is the average authentication latency inside OAM server. This is the sum of pre-
authentication operations involving policy matching and authentication operation
involving LDAP authentication.

This metric is calculated as follows:

OCAMS. OAM_OAMCont r ol | er. Aut hnProcess. avg
+0QAMB. OAM OAMCont r ol | er. PreAut hnProcess. avg

where OCAMS. OAM OAMCont r ol | er. Aut hnPr ocess. avg and
OCAMS. OAM_CAMCont r ol | er. PreAut hnProcess. avg are the metrics exposed in DMS
console for individual OAM managed servers.

The following table shows how often the metric's value is collected and compared
against the default thresholds.
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Authentications Throughput (Aggregated)

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authentication Latency during the

last collection Interval %value%
crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Authentication Requests per second

This metric specifies the authentication throughput (requests per second) for all OAM
instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authentication Requests Throughput

during the last collection Interval
%value% crossed warning
(Ywarning_threshold%) or critical
(%critical_threshold%) threshold

Authentication Success Rate (%)

This metric specifies the success to failure ratio, as a percentage, for authentication
requests handled by all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authentication Success Failure Ratio

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%ocritical_threshold%) threshold

Authentications Throughput (Aggregated)

Metrics representing aggregated authentication throughput for requests handled by all
OAM instances in the cluster.
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Authorizations (Aggregated)

Authentication Requests per second

This metric specifies the rate of authentication request throughput (requests per
second) for all OAM instances in the cluster.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

All Versions Every 5 Minutes

Authorizations (Aggregated)

Metrics related to authorization operations performed by Oracle Access Manager
instances in the cluster.

Average Authorization Latency (ms)

This metric specifies the average latency, in milliseconds, for authorization requests.
This value has been aggregated across all OAM instances in the cluster.

This is the average latency of authorization operations that is calculated from the
metric QAMS. OAM QAMCont rol | er. Aut hzPr ocess. avg.

where CAMS. OAM OAMCont r ol | er. Aut hzPr ocess. avg is the metric exposed in DMS
console of individual OAM servers.

In EM console these metrics are calculated from the metrics samples collected in a
specified interval. The values displayed in DMS console of OAM server will be
cumulative average values from the time the server is started. The values from DMS
console may not match exactly with the value displayed in EM console.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Latency during the last

collection Interval %value% crossed
warning (%warning_threshold%) or
critical (%critical_threshold%)
threshold

Authorization Requests per second

ORACLE

This metric specifies the rate of authorization request throughput (requests per
second) for all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.
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Authorizations Throughput (Aggregated)

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Requests Throughput

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Authorization Success Rate (%)

This metric specifies the success to failure ratio, as a percentage, for authorization
requests. This value has been aggregated across all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Authorization Success Failure Ratio

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Authorizations Throughput (Aggregated)

Metrics related to authorization operations aggregated across all OAM instances in the
cluster.

Authorization Requests per second

This metric specifies the authorization request throughput (requests per seconds)
handled by all OAM instances in the cluster.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

All Versions Every 5 Minutes

Core Token Generation Operations

Metrics pertaining to core token operations in the cluster.

Number of Tokens Issued

This metric specifies the total number of security tokens created or generated. This
value has been aggregated across all OAM instances in the cluster.
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Core Token Validation Operations

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Token creations during the last

collection Interval %value% crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Tokens Issued per second

This metric specifies the average latency of security token creation or generation. This
value has been aggregated across all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Token creation throughput during the

last collection Interval %value%
crossed warning
(Ywarning_threshold%) or critical
(%critical_threshold%) threshold

Token Issuance Latency (ms)

This metric specifies the average latency of security token creation or generation. This
value has been aggregated across all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Token issue creation latency (ms)

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%ocritical_threshold%) threshold

Core Token Validation Operations

Metrics related to core token validation in the cluster.
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Core Token Validation Operations

Custom Tokens Validated

This metric specifies the total number of security tokens validated. This value has
been aggregated across all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Token validations during the last

collection Interval %value% crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Tokens Validated per second

This metric specifies the throughput (tokens per second) of the security token
validation processing. This value has been aggregated across all OAM instances in
the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Token validation throughput during

the last collection Interval %value%
crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

Token Validation Latency (ms)

This metric specifies the average latency, in milliseconds, of the security token
validation processing. This value has been aggregated across all OAM instances in
the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Token issue validation latency (ms)
during the last collection Interval
%value% crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold
ORACLE
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Log Operations (Aggregated)

Log Operations (Aggregated)

Metrics related to logging operations for Oracle Access Manager instances within the
cluster.

Average Latency (ms)

This metric specifies the average latency, in milliseconds, of the logging operations for
all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical = Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Log Operations Latency during the

last collection Interval %value%
crossed warning
(Yowarning_threshold%) or critical
(%ocritical_threshold%) threshold

Log Operations per second

This metric specifies the logging operations throughput (per second) for all OAM
instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Log Operations Throughput during

the last collection Interval %value%
crossed warning
(%warning_threshold%) or critical
(%critical_threshold%) threshold

Log Operations Throughput (Aggregated)

Metrics related to logging operations for Oracle Access Manager.

Log Operations per second

This metric specifies logging throughput (logging operations per second). This value
has been aggregated across all OAM instances in the cluster.

The following table shows how often the metric's value is collected.
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Token Service Clients

Target Version Collection Frequency

All Versions Every 5 Minutes

Token Service Clients

Metrics pertaining to Token Service partners for all OAM Instances in the cluster.

Token Issuance Latency (ms)

This metric specifies the average latency of security token issuance requests for a
partner. This value has been aggregated across all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Partner token issue latency (ms)

during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Tokens Issued

This metric specifies the total number of requests from a partner. This value has been
aggregated across all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Partner token requests during the

last collection Interval %value%
crossed warning
(Yowarning_threshold%) or critical
(%ocritical_threshold%) threshold

Tokens Issued per second

ORACLE

This metric specifies the throughput (requests per second) of security token issuance
requests from a partner. This value has been aggregated across all OAM instances in
the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.
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Token Service Clients

Target Version Evaluation and Default Warning Default Critical  Alert Text
Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Partner token issue request

throughput during the last collection
Interval %value% crossed warning
(Yowarning_threshold%) or critical
(%critical_threshold%) threshold

Token Issuance Success Rate (%)

This metric specifies the success to failure ratio, as a percentage, for security token
issuance requests from a partner. This value has been aggregated across all OAM

instances in the cluster.

The following table shows how often the metric's value is collected and compared

against the default thresholds.

Target Version Evaluation and Default Warning Default Critical Alert Text
Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Partner token request issuance

success rate (%) during the last
collection Interval %value% crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Requester

This metric specifies the name of a requester partner. This value has been aggregated

across all OAM instances in the cluster.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

All Versions Every 5 Minutes

Token Validation Success Rate (%)

This metric specifies the success to failure ratio, as a percentage, for security token
validation requests from a partner. This value has been aggregated across all OAM

instances in the cluster.

The following table shows how often the metric's value is collected and compared

against the default thresholds.

ORACLE
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Token Service Clients

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Partner token validation request

success rate (%) during the last
collection Interval %value% crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Token Validation Latency (ms)

This metric specifies the average latency of processing security token validation
requests from a partner. This value has been aggregated across all OAM instances in
the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds. The '‘Consecutive Number of Occurrences Preceding
Notification' column indicates the consecutive number of times the comparison against
thresholds should hold TRUE before an alert is generated.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Partner token validation request

latency (ms) during the last
collection Interval %value% crossed
warning (Yowarning_threshold%) or
critical (%critical_threshold%)
threshold

Tokens Validated

This metric specifies the total number of security token validation requests from a
partner. This value has been aggregated across all OAM instances in the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version

Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Partner token validation requests
during the last collection Interval
%value% crossed warning
(Yowarning_threshold%) or critical
(%ocritical_threshold%) threshold
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Response

Token Validations per second

This metric specifies the throughput (requests per second) of security token validation
requests from a partner. This value has been aggregated across all OAM instances in
the cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 5 Minutes Not Defined Not Defined Partner token validation request

throughput during the last collection
Interval %value% crossed warning
(Yowarning_threshold%) or critical
(%ocritical_threshold%) threshold

Response

Response metrics represent the availability of the selected instance.

Status

This metric specifies the availability of this OAM server cluster.

The following table shows how often the metric's value is collected and compared
against the default thresholds.

Target Version Evaluation and Default Warning Default Critical  Alert Text

Collection Threshold Threshold
Frequency
All Versions Every 1 Minute  Not Defined 0 The Oracle Access Manager

instance is down

Token Issuances

Metrics related to security token issuance requests aggregated across all OAM
instances in the cluster.

Token Issuance Latency (ms)

This metric specifies the average latency of the security token issuance request
processing. This valu