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What's New in This Guide

ORACLE

This section shares the list of new features introduced in every ATS release. For more
release specific information, please refer to its release notes.

ATS Release 1.1.0

Following new features are introduced in ATS 1.1.0:

Table Features
O
Feature NRF PCF SCP
One-click start of Yes Yes Yes
<NF> New-feature Example: Example: Example:New-
and Regression . New-Features «  New-Features Features One-Click -
pipelines for One-Click - To One-Click - To To run "All" testcases
'All" option after run "All" run "All" in SCP-NewFeatures
successfully logging testcases in NRF- testcases in PCF- | pipeline, use http:/
into the Jenkins GUI. NewFeatures NewFeatures <Jenkins_IP>:<Jenki
pipeline, use pipeline, use ns_Port>/
http:// http:// view/SCP/job/SCP-

<Jenkins_IP>:<J
enkins_Port>/
view/NRF/job/
NRF-
NewFeatures/
build link to open
Jenkins and click
"Build".

* Regression
One-Click - To
run "All"
testcases in NRF-
Regression
pipeline, use
http://
<Jenkins_IP>:<J
enkins_Port>/
view/NRF/job/
NRF-
Regression/
build link to open
Jenkins and click
"Build".

<Jenkins_IP>:<J
enkins_Port>/
view/PCF/job/
PCF-
NewFeatures/
build link to open
Jenkins and click
"Build".

* Regression
One-Click - To
run "All"
testcases in PCF-
Regression
pipeline, use
http://
<Jenkins_IP>:<J
enkins_Port>/
view/PCF/job/
PCF-
Regression/
build link to open
Jenkins and click
"Build".

NewFeatures/build
link to open Jenkins
and click "Build".

Allows to deploy ATS
using either Helm2 or
Helm3 helm versions

Yes

Allows to deploy ATS
using Helm 2 only.

Yes

Does not requires
manual intervention
to add environmental
variable, like
ATS-1.0.0

Yes

Yes

Yes

One-time
configuration on
Jenkins GUI to
execute the test

cases.

Yes

Yes

Yes
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Table

(Cont.) Features

Feature

NRF

PCF

SCP

No need to login to
ATS pod through CLI.
Users can perform

all operations through
Jenkins GUI.

Yes

Yes

Yes

Allows to execute
Sanity cases to
validate the NF and
ATS deployment.

Yes

No

No

Provides an option
to execute either All,
Sanity and Single/
Multiple feature files
in the New-Features
pipeline.

Yes

Yes but it does not
have Sanity option

Yes but it does not
have Sanity option

Does not display
Skipped cases in the
console output when
executing the cases
using Single/Multiple
feature files option.

Yes

No

No

The Documentation
section shows all the
testcases according to
the service operation
supported by NF.

Yes

Yes

Yes

Automatically
executes the failed
test cases. Default
re-run count is 2.
The overall pipeline
status shows the
result of re-run so,

it is recommended to
provide the value of
re-run count variable.

Yes

Yes. Default re-run
countis 1.

Yes

New TestCases added
to Jenkins Pipeline

Provides a total

of 251 scenarios
clubbed together in
100 feature files of
NRF ATS - 1.6.1 New
Feature pipeline.

Provides 19 Feature
files in PCF-

NewFeatures pipeline.

Provides a total of

65 scenarios clubbed
together in 9 feature
files of SCP ATS -
1.6.0 New Feature
pipeline.

Previous Release
TestCases

Provides a total of 163
scenarios clubbed
together in 80 feature
files of NRF ATS

- 1.6.1 Regression
pipeline.

Provides 10 Feature
files in PCF-
Regression pipeline.

Not applicable
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Table

(Cont.) Features

NRF ATS - 1.6.1 will
work only with NRF
1.6.1. For NRF 1.5.0,
user still need to use
ATS - 1.0.0 version.

PCF ATS - 1.1.0 will
work only with PCF
1.6.1. For PCF 1.5.0,
user still need to use
ATS - 1.0.0 version.

Feature NRF PCF SCP
Backward ATS is NOT backward | ATS is NOT backward | Not applicable
Compatibility compatible. It means | compatible. It means

Supports NF with TLS
Enabled (server side)
and Disabled mode

Not applicable

Yes. PCF ATS
supports PCF with
TLS Enabled (server
side) and Disabled

mode

Not applicable

Test cases delivered | Yes
in ATS Release 1.0.0
are added to its
respective Regression
Pipeline. User can run

any pipeline but not

parallel.

Yes

Not applicable

Following table shares information about pipeline statuses:

Table

Pipeline Statuses

them pass in re-run stage

stage was not
successful in first

Condition Result Stage Status Pipeline Status
If all the test cases pass Re-run function executes. | Green All other
without rerun It does not initiate any test successful
case as none of the test stages appears
case has failed. as Green and
Build Status
appears as Blue.
If some test cases fail in The Execution stage Yellow. It All other
actual execution and all of | appears as YELLOW. indicates that the | successful

stages appears
as Green and

of them pass in re-run,
and some test cases still
have failed in re-run even
after exhausting the re-run
count

stage was not
successful in first
attempt.

attempt. Build Status
appears as Blue.
If some test cases fail in The Execution stage Yellow. It All other
actual execution and some | appears as YELLOW indicates that the | successful

stages appears
as Green and
Build Status
appears as Red.




Understanding Automated Testing Suite

(ATS)

In this chapter, you will get an overview about ATS, its need and its features.

Automated Testing Suite Overview

Automated Testing Suite (ATS) allows you to execute software test cases using an
automated testing tool and then, compares the actual results with the expected or
predicted results. In this process, there is no intervention from the user.

ATS for 5G Network Functions

For 5G Network Functions (NFs), ATS is built using Oracle Linux 7-slim as the base
image. Jenkins is a part of the ATS image and it provides a GUI interface to the users
to test either a single NF or multiple NFs independently in the same environment.

Along with the NF docker images, user are provided with the ATS image, simulator
images, and test cases for the specific NF. All these are handed over to the customer
as a fully automated suite so that they can directly perform Lab deployment and
testing. You can combine it with any other Continuous Integration (CI) pipeline with
minimal changes. Since, 5G ATS uses Jenkins as GUI.

Why Automated Testing Suite in 5G NFs?

Through Automated Testing Suite (ATS), Oracle Communications aims at providing an
end-to-end solution to its customers for deploying and testing its 5G-NFs.

This guide covers implementation of ATS in 5G NFs like Network Repository Function
(NRF), Policy Control Function (PCF) and Service Communication Proxy (SCP).

ATS Features

ORACLE

The ATS features are as follows:

* Provides an end-to-end solution to the customers for testing Oracle
Communications 5G-NFs. The ATS package includes:

Test scripts and docker images of test container.

*  The docker images have complete framework and libraries installed,
which is common for all NFs working with BDD framework.

— Docker image of HTTP Server simulator
— Helm chart to deploy the ATS (delivered as a tar file)
— Readme text file (.txt file)

 Enables all the NF teams with the basic environment, framework and a GUI
(Jenkins) to execute all the functional test cases.
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ATS Deployment Models

In this chapter, you will learn about ATS Deployment Models. They are:
e In-Cluster Deployment

e Out-of Cluster Deployment

In-Cluster Deployment Model

According to In-Cluster deployment model, ATS can co-exist in the same cluster
where the NFs are deployed. This deployment model is useful for In-Cluster testing.

" Note:

The ATS 1.1.0 package supports only in-cluster deployment.

Figure 2-1 In-Cluster Deployment Model

ATS for 5G - Deployment Model- (In-Cluster Test Execution)

K8s Cluster

# Note:
GO Language is used to create stubs for PCF ATS and SCP ATS.

Out-of-Cluster Deployment Model

According to Out-of-Cluster deployment model, you can deploy ATS in a separate
cluster other than the one where NFs are deployed.

ORACLE" 2-1



Chapter 2
Out-of-Cluster Deployment Model

This deployment model is useful to perform "Out-of-cluster"” testing as it is:
*  More aligned with the production use cases

* Rare for all NFs to co-exist in the same cluster

Figure 2-2 Out-of-Cluster Deployment Model

ATS for 5G - Deployment Model- (Out of Cluster Test Execution)

K8s Cluster 1 K8s Cluster 2

o

s
Jaeger

BDD

e

[:ELENTY u‘siﬁg Python

Elastic Search

" Note:
GO Language is used to create stubs for PCF ATS and SCP ATS.

ORACLE
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NF ATS Installation Procedure

NRF ATS

ORACLE

In this chapter, you will learn to install ATS for different network function platforms like,
* NRF
« PCF
e SCP

Installation Procedure

The NRF ATS installation procedure covers two steps:
1. Locating and downloading ATS and Simulator Images
2. Deploying ATS and Stub Pod in K8s Cluster as per NRF

Locating and Downloading ATS Images
The steps to locate and download ATS Images are as follows:

Login to My Oracle Support using the appropriate credentials.
Select Patches & Updates tab.

In Patch Search console, select Product or Family (Advanced) tab.

P ® NP

Enter Oracle Communications Cloud Native Core - 5G in Product field and select
the product from the Product drop-down.

a

Select Oracle Communications Cloud Native Core Network Repository Function
<release_number> in Release field.

Click Search. The Patch Advanced Search Results list appears.
Select the required ATS patch from the list. The Patch Details window appears.

Click on Download. File Download window appears.

© ® N 9

Click on the <p******** <release_number>_Tekelec>.zip file.

10. Extract the ATS release package zip file to download the ATS images to the
system where network function must be installed.

11. The ocats-nrf directory has following files:
e ocats-nrf-tools-pkg-1.6.1.0.0.t9z
e ocats-nrf-tool s-pkg-1.6.1.0.0- README. t xt

12. The ocats-nrf-tool s-pkg-1.6.1.0.0- README. t xt file contains all the information
required for the package.

13. The ocats-nrf-tool s-pkg-1.6.1.0.0.tgz file has following images and charts
packaged as tar files:

ocats-nrf-tool s-pkg-1.6.1.0.0.t9z

3-1
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NRF ATS Installation Procedure

| _ _ _ocats-nrf-pkg-1.6.1.0.0.tgz
| [ ocats-nrf-1.6.1.tgz (Hel m Charts)

| [ ocats-nrf-imge-1.6.1.tar (Docker

| mages)
I Il __ Readne. t xt
I
| _ _ _ocstub-python-pkg-1.6.1.0.0.tgz
| _ _ _ _ _ ocstub-1.6.1.tgz (Hel m Charts)
- _ __ _ _ ocst ub- pyt hon-i mage-1. 6. 1. tar (Docker
| mages)

| Readne. t xt

14. The user can copy the tar file from here and copy in their OCCNE/ OCI/k8s cluster

where they want to deploy ATS.

Deploying ATS in K8s Cluster

The steps to deploy ATS in K8s Cluster are as follows:

1.

Execute the following command to extract tar file content.
tar -xvf ocats-nrf-tools-pkg-1.6.1.0.0.tgz

The output of this command is:

ocats-nrf-pkg-1.6.1.0.0.tgz
ocst ub- pyt hon- pkg-1.6.1.0.0.tgz

Execute the given command to extract final helm charts and docker images of
ATS.
tar -xvf ocats-nrf-pkg-1.6.1.0.0.t9z

The output of this command is:

ocats-nrf-imge-1.6. 1. tar
ocats-nrf-1.6.1.tgz

Readne. t xt

In your cluster, load the ATS image, 'ocat s-nrf-image-1.6.1.tar'and push to
your registry.
docker load -i ocats-nrf-image-1.6.1.tar

Untar the helm charts, ocats-nrf-1.6.1.tgz
tar -xvf ocats-nrf-1.6.1.tgz

Update the image name and tag in the ocat s- nrf/val ues. yan file as required.
For this, you need to open the val ues. yan file and update the i mage. repository
and i mage. t ag

Deploy ATS using the updated helm charts after performing the previous step 5.
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hel minstall ocats-nrf --name <rel ease_nane> --nanespace
<nanespace_nane> -f ocats-nrf/val ues. yan

For example:hel minstall ocats-nrf --name ocats --namespace ocnrf -f
ocat s-nrf/val ues. yam

7. Verify ATS deployment by executing the following command.
hel m stat us <rel ease_nane>

A sample screen showing ATS HELM Release is given below:

Figure 3-1 Checking ATS Deployment

Deploying Stub Pod in K8s Cluster
The steps to deploy Stub Pod are as follows:

1. Execute the command to extract ocstub tar file content.
tar -xvf ocstub-python-pkg-1.6.1.0.0.t9z

The output of this command is:

ocst ub- pyt hon-inage-1.6. 1. tar
ocstub-python-1.6.1.tgz
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Readne. t xt

2. Inyour cluster, load the STUB image, ocst ub- pyt hon-i mage- 1. 6. 1. tar and push
to your registry.
docker load -i ocstub-python-image-1.6.1.tar

3. Untar the helm charts, ocst ub- pyt hon-1. 6. 1.t gz.
tar -xvf ocstub-python-1.6.1.tgz

4. Update the image name and tag in ocst ub/ val ues. yan file as required.
Open the values.yaml file and update the i mage. reposi tory and i mage. t ag

5. Deploy Stub
hel minstall ocstub-python --set service. name=<st ub-service-nane> --
name <rel ease_name> --nanespace <nanespace_name> -f ocst ub- pyt hon/
val ues. yam

For example:hel minstall ocstub-python --set service.nanme=notify-stub-
service --nane ocstub --namespace ocnrf -f ocstub/val ues. yan

" Note:

In this version of ATS, you are provided with SLF and Forwarding
functionality cases of NRF, which requires two STUBS to be deployed

in the related scenarios. The service name can be updated using the
above command. The service name for the STUBS must be "notify-stub-
service" and "notify-stub-service02".

6. Check the Stub deployment using given command.
hel m stat us <rel ease_nane>

A sample screen showing how to check Stub HELM Release is given below:

Figure 3-2 Checking Stub Helm Release
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PCF ATS Installation Procedure
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The PCF ATS installation procedure covers two steps:

1. Locating and downloading the ATS images.
2. Deploying ATS images.

This includes installation of stubs (nflstub, nf2stub and nf3stub) in any namespace
and ATS in PCF's namespace. The release of ATS supports in-cluster deployment of
PCF and ATS with both TLS (server side) enabled and disabled mode.

" Note:

The Nrf-client pod of PCF has been restarted for UDR and CHF discovery as
part of each test case.

Locating and Downloading ATS Images

The steps to locate and download ATS Images are as follows:

1. Login to My Oracle Support using the appropriate credentials.

2. Select Patches & Updates tab.

3. In Patch Search console, select Product or Family (Advanced) tab.
4

Enter Oracle Communications Cloud Native Core - 5G in Product field and select
the product from the Product drop-down.

o

Select Oracle Communications Cloud Native Core Policy <release_number> in
Release field.

Click Search. The Patch Advanced Search Results list appears.
Select the required ATS patch from the list. The Patch Details window appears.

Click on Download. File Download window appears.

© ® N 9

Click on the <p******** <release_number>_Tekelec>.zip file.

10. Extract the ATS release package zip file to download the ATS images to the
system where network function must be installed.

11. The ocat s- pcf directory has following files:
ocats-pcf-tools-1.1.0.0.0.t9z

12. The ocats-pcf-tool s-1.1.0.0.0.tgz file has following images and charts
packaged as tar files:

ocats-pcf-tools-1.1.0.0.0.tgz

| _ _ _ocats-pcf-pkg-1.1.0.0.0.tgz
| | ocats-pcf-1.1.0.tgz (Hel m Charts)

| | ocat s-pcf-images-1.1.0.tar (Docker

3-5
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| mages)
I
| _ _ _ocstub-pkg-1.1.0.0.0.tgz
| _ _ _ ocstub-go-1.1.0.tgz(Hel m Charts)
- _ __ _ _ ocstub-go-inage-1.0.0.tar (Docker
| mages)

13. The user can copy the tar file from here to their K8s cluster where, they want to

deploy ATS.

Deploying ATS in K8s Cluster

The steps to deploy ATS in K8s Cluster are as follows:

1.

Execute the following command to extract the tar file content.
tar -xvf ocats-pcf-tools-1.1.0.0.0.tgz

The output of this command is:

ocats-pcf-pkg-1.1.0.0.0.tgz
ocstub-pkg-1.1.0.0.0.tgz

Go to the ocat s- pcf -t ool s- 1. 0. 0. 0. 0 folder and execute the given command to
extract final helm charts and docker images of ATS.
tar -xvf ocats-pcf-pkg-1.1.0.0.0.tgz

The output of this command is:

ocats-pcf-1.1.0.tgz
ocats-pcf-inmages-1.1.0.tar

In your cluster, execute the given command to load the ATS image.
docker load --input ocats-pcf-inmges-1.1.0.tar

Execute the following commands to tag and push the ATS images

docker tag ocatspcf:1.1.0 <registry>/ocatspcf:1.1.0
docker push <registry>/ocatspcf:1.1.0

Example:

docker tag ocatspcf:1.1.0 | ocal host: 5000/ ocatspcf:1.1.0
docker push | ocal host: 5000/ ocat spcf:1.1.0

Untar the helm charts, ocat s-pcf-1.1.0.tgz
tar -xvf ocats-pcf-1.1.0.tgz

Update the image name and tag in the ocat s- pcf/val ues. yan file as required.
For this, you need to open the val ues. yan file and update the i mage. repository
and i mage. tag

Deploy ATS using the updated helm charts after performing the previous step 5.
helminstall <chart_directory> --nane <rel ease_name> --namespace
<nanespace_nane> -f <custom val ues_fil enane>
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For example:hel minstall ocats-pcf --nane ocats --namespace ocpcf -f
ocat s- pcf/val ues. yan

Verify ATS deployment by executing the given command.
hel m status <rel ease_nane>

Figure 3-3 Helm Status

Deploying Stub Pod in K8s Cluster

The steps to deploy Stub Pod in K8s cluster are as follows:

1.

Go to the ocat s- pcf -t ool s- 1. 1. 0. 0. 0 folder and execute the command to extract
the ocstub tar file content.
tar -xvf ocstub-pkg-1.1.0.0.0.tgz

The output of this command is:

ocstub-1.1.0.tgz
ocst ub-go-imge-1.0.0.tar

In your cluster, execute the following command to load the STUB image and then,
push it to your registry.
docker load --input ocstub-go-image-1.0.0.tar

Untar the helm charts, ocst ub-go-1.1. 0. tgz.
tar -xvf ocstub-go-1.1.0.tgz

Update the registry name, image name and tag (if required) in the ocst ub/
val ues. yani file as required.

3-7
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Open the values.yaml file and update the i mage. reposi tory and i mage. t ag

5. Deploy Stub.
helminstall <chart_directory> --set service.name=<service_name>
--name <rel ease_nanme> --nanmespace <namespace_nane> -f
<customval ues_fil ename>

For example: hel minstall ocstub-go --set service. nane=nf1stub --nane
nf 1stub --namespace ocats -f ocstub-go/val ues. yam

6. Similarly, execute the following commands to install all the stubs.
helminstall ocstub-go --set service.nane=nf2stub --nane nf2stub --
namespace ocats -f ocstub-go/val ues. yam

helminstall ocstub-go --set service.nane=nf3stub --nane nf3stub --
namespace ocats -f ocstub-go/val ues. yam

Figure 3-4 Stub - Check Helm Status

7. Execute the following command to check the Stub deployment.
hel m stat us <rel ease_nane>

A sample screen showing stubs deployment is given below:

Figure 3-5 Stubs After Installation
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Figure 3-6 Sample Screen: PCF Namespace with PCF and ATS after Installation

SCP ATS Installation Procedure

The SCP ATS installation procedure covers two steps:

ORACLE

1.
2.

Locating and downloading the ATS images.

Deploying ATS images.

Locating and Downloading ATS Images

To locate and download ATS Images:

1
2
3.
4

o

© ® N o

11.

Login to My Oracle Support using the appropriate credentials.
Select Patches & Updates tab.
In Patch Search console, select Product or Family (Advanced) tab.

Enter Oracle Communications Cloud Native Core - 5G in Product field and select
the product from the Product drop-down.

Select Oracle Communications Cloud Native Core Service Communication Proxy
<release_number> in Release field.

Click Search. The Patch Advanced Search Results list appears.
Select the required ATS patch from the list. The Patch Details window appears.
Click on Download. File Download window appears.

Click on the <p******** <release_number>_Tekelec>.zip file.

. Extract the ATS release package zip file to download the ATS images to the

system where network function must be installed.

The ocat s- scp directory has a following files:

ocats-scp-pkg-1.9.0.0.0.tgz

ocat s-scp-pkg-1.9.0.0.0-readne. t xt
ocat s-scp-cust om confi gt enpl at es- 1.
ocat s-scp-cust om confi gt enpl at es- 1.

.Zip
-readne. t xt

o O

9.0.0.
9.0.0.
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< Note:

The ocat s- scp- cust om confi gt enpl at es- 1. 9. 0. 0. 0-r eadne. t xt file
contains all the information required for the package.

The ocat s- scp- pkg-1.9. 0. 0. 0. t gz file has following images and charts
packaged as tar files:

ocat s-scp-pkg-1.9.0.0.0.tgz
I
| _ _ _ocats-scp-pkg-1.9.0.0.0.tgz
[ |- ocats-scp-1.9.0.tgz (Helm Charts)

| |- ocat s-scp-imges-1.9.0.tar (Docker

| | Readne. t xt

The ocat s- scp- cust om confi gt enpl at es- 1. 9. 0. 0. 0. zi p file has following
images and charts packaged as tar files:

ocat s-scp-cust om configtenpl ates-1.9.0.0.0.zip

|- ocat s- scp- cust om servi ceaccount - 1. 9. 0. yam
(Tenplate to create custom service account)

|- ocat s-scp-val ues-1.9.0.yam (Custom val ues
file for installation)

| _ ocat s-scp-tests-jenkinsjobs.tgz (ocscp_tests

and jenkins jobs folder to be copied if persistent volune is
depl oyed)

The user can copy the tar file from here to their kubernetes cluster where, they
want to deploy ATS.

Deploying ATS in Kuberbetes Cluster
To deploy ATS in Kubernetes Cluster:

< Note:

Deploy ATS and SCP in the same namespace.
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< Note:

ATS is deployed with role binding by default instead of cluster role binding.

Execute the following command to extract the tar file content:
tar -xvf ocats-scp-pkg-1.9.0.0.0.t9z

The output of this command is:

ocats-scp-1.9.0.tgz
ocat s-scp-inmages-1.9.0.tar
Readne. t xt

The ocat s-scp-images- 1. 9. 0. tar file contains ocats-scp:1.9.0 (ATS Image) and
ocats-gostub:1.9.0 (stub image).

In your cluster, execute the given command to load the ATS image and then, push
it to your registry:
docker load --input ocats-scp-inges-1.9.0.tar

docker tag ocats/ocats-scp:1.9.0 <local registry>/ocats/ocats-
scp:1.9.0

docker push <local registry>/ocats/ocats-scp:1.9.0

Execute the following command to extract the zip file content:

Unzi p "ocats-scp-customconfigtenplates-1.9.0.0.0.zip"

The output of this command is:

ocat s-scp-val ues-1.9.0. yan
ocat s- scp- cust om servi ceaccount - 1. 9. 0. yam
ocat s-scp-tests-jenkinsjobs.tgz

Update the image name and tag in the ocats-scp-values-1.9.0.yaml file as
required:

For this, you need to open the ocat s- scp- val ues-1. 9. 0. yanl file and update the
i mage. repository andi mage. tag

ATS supports static port. By default, this feature is not available. To enable this
feature:

* Inthe ocats-scp-values-1.9.0.yaml file under service section, set the value
of staticNodePortEnabled parameter as true and provide a valid nodePort
value for staticNodePort.

* A sample screen is given below:
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Figure 3-7 ocats-scp-values-1.9.0.yaml- service section

# Note:
You can enable static node port at the time of deployment.
* Add an appropriate value for the serviceMeshCheck parameter. Its value
depends on whether ATS needs to be executed with aspen mesh or not.

To enable persistence storage, customer should create a PVC and associate the
same to the ATS pod. The steps to enable persistent storage are:

a. Set PVEnabled flag to true.
b. Set PVClaimName to PVC that user has created for ATS.

depl oynent :
cust onExt ensi on:
| abels: {}

annot ations: {}
PVEnabl ed: true
PVC ai mNanme: "ocats-scp-1.9.0-pvc"

For more details on Persistent Volume Storage, you can refer to #unique_20.

Update the IbDeployments section of the helm deployment file in SCP ATS with
the following annotations, wherein

e 8091 port is added to fetch soothsayer pod metrics
traffic.sidecar.istio.iolexcludeQutboundPorts: "8091"

# Note:
This point is applicable only if you are planning to test ATS with
service mesh. Also, do not modify this port.

Execute the following command to deploy ATS:
Using Helm 2: hel minstall ocats-scp-1.9.0.tgz --nane <rel ease_nanme>
--namespace <nanespace_nane> -f ocats-scp-val ues-1.9.0.yan

Example: hel minstall ocats-scp-1.9.0.tgz --nane ocats-scp --namespace
scpsve-f ocats-scp-val ues-1.9.0. yan
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Using Helm 3: hel nB install <rel ease_name> ocats-scp-1.9.0.tgz -n
<nanespace_nane> -f ocats-scp-val ues-1.9.0.yan

Example: hel n8 install ocscp-ats ocats-scp-1.9.0.tgz -n scpsvec -f
ocat s-scp-val ues-1.9. 0. yani

# Note:

If there are two Helm versions on your system then, specify the version
number in the Helm commands. If there is only one Helm version then
there is no need to mention the version number.

9. Verify ATS deployment by executing the given command:
hel n8 status <rel ease_name> -n <namespace_nane>

The following sample screen checks ATS helm release.

# Note:

If ATS is deployed in service mesh environment, the Ready field for pods
shows 2/2.

Figure 3-8 Checking ATS Helm Release
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Figure 3-9 Helm Status Image

NAME: ocscpats

LAST DEPLOYED: Thu Sep 3 12:45:09 20.

NAMESPACE: oracle-scp-namespace

STATUS: deployed

REVISION: 1

TEST SUITE: None

NOTES:

# Copyright 2018 (C), Oracle and/or its affiliates. ALl rights reserved.

Thank you for installing ocats-scp.

Your release is named ocscpats , Release Revisiy
To learn more about the release, try:

$ helm status ocscpats

¢ halm nat _ncecnate

root@astion-1-puma:/var/lib/asm_deployment/ats-scp/1.7.3_Tobedelete/ocats-s

scpats
ocscpats-ocats-scp LoadBalancer
8080:31745/TCP 1%h

root@vastion-1-puma:/var/lib/asm_deployment/ats-scp/1.7.3_Tobedelete/ocats-

cscpats
ocscpats-ocats-scp-74bf844b9f-stx97 2/2

Chapter 3
SCP ATS Installation Procedure

-custom-configtemplates-1.7 $ ks get svc | grep oc

<pending>

-custom-configtemplates-1.7.3 $ ks get pods | grep o

Running ©
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Executing NF Test Cases using ATS

In this chapter, you will learn to execute NF (NRF, PCF and SCP) Test Cases using
ATS.

Executing NRF Test Cases using ATS

To execute NRF Test Cases using NRF ATS 1.6.1, you need to ensure that following
prerequisites are fulfilled.

ORACLE

Prerequisites

The user should create certificates/keys (public and private) for AccessToken
micro-service before deploying NRF.

The user MUST copy the public keys (RSA and ECDSA) created in the above step
to the ATS pod at the Ivarllibljenkins/ocnrf_tests/public_keys location.

Deploy NRF 1.6.1 with default helm configurations using helm charts.

All micro-services of NRF should be up and running including Accesstoken micro-
service.

Deploy ATS using helm charts.

Deploy Stub using helm charts.

Deploy ATS and Stub in the same namespace as of OCNRF.
Ensure Prometheus service is up and running.

For NRF ATS 1.6.1, you need to deploy two stub servers for executing SLF and
Forwarding functionality test cases. The service name for both the STUB servers
should be notify-stub-service and notify-stub-service02.

Logging into ATS

Before logging into ATS, you need to ensure that ATS is deployed successfully using
HELM charts. A sample screen is given below:
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Figure 4-1 Verifying ATS Deployment

R0leBinding

There are two ways to login to ATS Jenkins GUI.

* When an external load balancer (metalLB in case of OCCNE) is available and
an external IP is provided to the ATS service, user can login to ATS GUI using
<Ext ernal - 1 P>: 8080.

*  When an external IP is not provided to the ATS service, user can open the
browser and provide the external IP of the worker node and nodeport of the ATS
service to login to ATS GUI.
<Wor ker - Node- | P>: <Node- Por t - of - ATS>

# Note:

In the Verifying ATS Deployment screen, ATS nodeport is highlighed in
red as 32660. For more details on ATS deployment, refer to NRF ATS
Installation Procedure.

Open a browser and provide IP and port details as <Worker-Node-IP>:<Node-
Port-of-ATS> (As per above example: 10.75.224.92:32660). The ATS login screen
appears.
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Executing ATS
To execute ATS:

Enter the username as "Oracle" and password as "Welcome@123". Click Sign
in. A sample screen is shown below.

Figure 4-2 Sample Screen: Logging into ATS GUI

D & 10755375 o

)

o

‘ 18}
Iy
Welcome to Jenkins!

Oracle
‘, _

Keep me signedin

Following screen appears showing pre-configured pipelines for NRF, PCF and
SCP individually (9 Pipelines).

e New-Features
 Performance

* Regression
Figure 4-3 ATS First Logged-in Screen

@ Jenkins

Jenkins

New item
& Peonle L D
= s w Name | Last Success. Last Failure Last Duration
= Buid Hislory
. Manage Jenkins [* ] 2days 21 hr - All Execution NiA 15 min
& m NA A NiA (3]
A NA N [5)
NA NiA NA (3]
Build Queus - WA A NA )
No buids in the queve: N - A o)
Build Executor Status - N Lol L4 )
1 idle NA NA NA 3}
2 e
loon SML
3 idle Logond [ Atom foed forall [} Atom feed for failures [ Atom feed for just latest builds
Idie

By default, you are in the All tab. To test the NRF test cases, click the NRF tab.
The NRF tab displays the pipelines related to NRF only.

Figure 4-4 NRF Tab - Pre-Connfigured pipelines

& Jenkins 3 T > oo | oo

Jonkins  »  NRF

New item Fadd descrol
& People Lt
=, Busd History s w Name | Last Success Last Failure Last Duration

i Qo 2aays -l NA 1smn )
© Delete View NA NA NA 53]
A Manoge

Manage Jenkins @ 2days 4 hr- All NA 10 min 3]
& My Views =

! leen: SML
Logend [5) Atom foed for ail [ Atom feed for faiures () Atom feed for just stest buids

%4 Lockable Resources
4. Credentials

B New View
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Jenkins ATS Pre-configured Pipelines

In the NRF tab, there are three pre-configured pipelines.

* NRF-NewFeatures: This pipeline has all the test cases, which are delivered as
part of NRF ATS - 1.6.1

* NRF-Performance: This pipeline is not operational as of now. It is reserved for
future releases of ATS.

* NRF-Regression: This pipleine has all the test cases, which were delivered in
NRF ATS -1.0.0

They are explained below:

NRF-NewFeatures Pipeline

After identifying the NRF pipelines, the user needs to do one-time configuration in ATS
as per their SUT deployment. In this pipeline, all the new testcases related to NRF are
executed. To configure its parameters:

1. Click NRF-NewFeatures in the Name column. Following screen appears:

Figure 4-5 NRF-NewFeatures-Configure

# Jenkins

§ Back o Dashboard

Pipeline NRF-NewFeatures

Status
Fadd
> Changes
{2) Build with Parameters

@ Delete Pipeline

Full Stage View

2 Recent Changes

Stage View

= Rename Declarative:
ion xecute-Tests rchive =

} Embeddable Build Status

© Pipeline Syntax

Build History

LL

15min 28s

o
e 1min 18s

@ saniy

In the above screen:

* If you click Configure, you are navigated to the screen where configuration
needs to be done.

* If you click Documentation, you are navigated to the screen that has
documented test cases, which are part of this NRF release.

* If you click on blue dots inside Build History box, you are redirected to the
success console logs of the "All" and "Sanity" respectively.

* The Stage View represents the already executed pipeline for the customer
reference.

2. Click Configure. The following screen appears:
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Figure 4-6 NRF-NewFeatures - On Configure

@ Jenkins N D
Jenkins NRF NRF-NewFeatures
General 1]
Description
h

[Plain text] Preview

[ Discard old builds @
O Do not allow concurrent builds

[ Do not allow the pipeline to resume if the master restarts

[ GitHub project

[ Permission to Copy Artifact
O Pipeline speed/durabilty override @
[ Preserve stashes from completed builds. (2]
Rebuild options: [] Rebuild Without Asking For Parameters ®
[ Disable Rebuilding for this job
This project is parameterized ®

User MUST wait for the page to load completely. Once the page loads completely,
click the Pipeline tab to reach the Pipeline configuration as shown below:

MAKE SURE THAT THE SCREEN SHOWN ABOVE LOADS COMPLETELY
BEFORE YOU PERFORM ANY ACTION ON IT. ALSO, DO NOT MODIFY ANY
CONFIGURATION OTHER THAN DISCUSSED BELOW.

Figure 4-7 Pipeline Script

Jonkins. NRF NRF-NewFaaturos
Pipeline

Advanced...
Pipeline
Definition Pipsine script

Seript 1+ node ter'){ ~ @

[ Use Groowy Sandbox L1

Pipeline Syntax

n i

In the above screen, the values of the 'Pipeline script' needs to be changed. The
content of the pipeline script is as follows:

node (' master'){

/la = SELECTED NF b = NF_NAMESPACE ¢ = FT_ENDPOI NT d
= GATEWAY | P

/e = GATEWAY PORT f = CONFIG IP g = CONFI G_PORT h
= STUB_IP

/1i = STUB_PORT j = NFINSTANCEID  k = PROVETHEUS IP |

PROVETHEUS_PORT
//'m = RERUN_COUNT
sh "'
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sh /var/lib/jenkins/ocnrf_tests/preTestConfig.sh \
-a NRF\

-b ocnrf \

-c ocnrf-ingressgateway. ocnrf.svc.cluster.local:80 \
-d ocnrf-ingressgateway.ocnrf \
e 80\
f ocnrf-nrfconfiguration.ocnrf \
g 8080 \
-h notify-stub-service.ocnrf \
i 8080 \

j 6f af 1bbc- 6eda- 4454- a507- aldef 8elbc5c \

k occne-pronet heus-server.occne-infra \
-1 80\
-m2

[ oad "/var/lib/jenkins/ocnrf_tests/jenkinsDatal/Jenkinsfile-
NewFeat ur es"

}

# Note:

The User MUST NOT change any other value apart from line number 8
to line 20.

The parameters marked as "a" to "m" are only that you need to change as per the
user requirement. The details about these parameters are provided as comments
in line number 2 - to -5.

e a- Name of the NF to be tested in capital (NRF).
¢ b - Namespace in which the NRF is deployed

e ¢ -endPointlP:endPointPort value used while deploying the NRF using the
helm chart

 d-Name_of NRF_ingressgateway service.namespace (ocnrf-
nrfconfiguration.ocnrf) - this is also known as as cluster_domain.

e e - Port of ingressgateway service (80)

 f-Name_of NRF_configuration_service.namespace (ocnrf-
nrfconfiguration.ocnrf)

e g - Port of configuration service (8080)

« h-Name_of stub_service.namespace (notify-stub-service.ocnrf)
e i-Port of stub service (8080)

e j-NRF_Instance ID (6faflbbc-6e4a-4454-a507-al4ef8elbc5c)

e k- Name_of Prometheus_service.namespace (occne-prometheus-
server.occne-infra)

e |- Port of Prometheus service (80)

¢ m - Number of times the re-run of failed case is allowed (default as 2).
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You do not have to change any value if OCCNE cluster is used and NRF,
ATS and STUB are deployed in ocnrf namespace.

Click Save after making neccesary changes. You are navigated back to the NRF-
NewFeatures screen. Click Build with Parameters. Following screen appears:

Figure 4-8 NRF-NewFeatures - Build with Parameters

# Back o Dashboard

Staus
= Changes
(2 Build with Parameters
(9 Delete Pipeline
% Configure
, Full Stage View
o Documentation
= Rename
) Embeddable Build Status

© Pipeline Syntax

Build History

B

This buid requires parameters

Oracle C

3 T - oo

Test Suite - SGNRF

TestSuits  NewFeatures
Select Option (@

O santy
© SinglaiMulipieF eafuras
TestCasos
« OAURO1_with_all_required_paramaters
« DAUINDS_with_some_unsupported_services
* DAUINDS_with_invaiid_parameters
+ OAUO7_with_invaid_scops
« OAuth09_with_only_targeNFType_not_niType
« oAuth1_with_only_nfTypa_nol_targatNitypa
« 0AUIN13_wilh_inveikd_targeiNIType
nout_grant_fype
« AUINTY_wihou_scope
« DAUINY_error_accessTokenRsp_headers
« Configd_NfCallBackir
« Conligh3_NfipEndPont
« Config5_patch._for_NfFadn_add

« 0AUND2_with_vaiid_targathfinstanceid

« GAUINOA_with_rifType._targetNIType_LargetNiinstanceld
« DAUhOG_crror_with_all_ parameters

+ DAUhDB, with_Unregisterad_targetNfinstancaid

« oAuth10_with_unregistered_nfinstanceld_error

« oAuth2_with_invalid_nfType

« 0AUIN14_with_unregistered_nfinstanceld_success

* OAUth16_without_nfinstanceld

« 0AUIN18_success_accessTokenRsp_headers.

« DAUINZ0_with_vaiid_requesterPimn

» Canfigl2_NfFadn
« Conbg04_NiTypeRegister
» Config08_patch_for_NfFgdn_replace

« Config0?_patch_for_NiFqdn_remove « Config0s_paich_for_PimnList_add
B R + Configns_patch_tor_PimnList_replace « Disc_only_mandatory_parameters
© Disc2_mandatory_parameters_and_fargetPimn

* Disc04_mandsiory_parameters_and_oplional_parameters._for_UPF

* Disc03_mandatory_parameters_and_reguesterPimn
* Disc05_mandatory_paremeters_and_oplional_parameters_for_SMF

Executing NRF Test Cases
To execute NRF test cases:

1. Click the Schedule a Build with parameters for NRF-NewFeatures icon present
in extreme right column corresponding to NRF-NewFeatures row as shown below.

Figure 4-9 New-Features Pipeline Icon

[&add description

Al NRF PCF | SCP +
S w Name | Last Success Last Failure Last Duration
NRF-NewFeatures 50 min - #1 NiA 8 min 30 sec @
N P onrarce i ik Scheckle a Bud with parameters for NRF NowFeatues
NRE-Regression 51 min- #1 NA 37 sec (%))
lcon: SML

Legend [ Atom feed for all [ Atom feed for failures [ Atom feed for just latest builds

2. The following screen appears.
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Figure 4-10 Build Requires Parameters

This build requires parameters:

Oracle Communication Automated Test Suite - SGNRF

TestSuite NewFeatures

Select_Option @ Ay

O sanity
O SsingleMMultipleFeatures
TestCases
o oAuth01_with_all_required_paramefers « oAuth02_with_valid_targetNflnstanceld
» oAuth03_with_some_unsupported_services » oAuthO4_with_nfType_targetNfType_targetNfinstanceld
» oAuth05_with_invalid_parameters « 0Auth06_error_with_all_parameters
* 0Auth07_with_invalid_scope = 0Auth08_with_unregistered_targetNfinstanceld
» 0Auth09_with_only_targetNfType_not nfType * oAuth10_with_unregistered_nflnstanceld_error
» oAuth11_with_only_nfType_not_targetNftype * oAuth12_with_invalid_nfType
» oAuth13_with_invalid_targetNfType » oAuth14_with_unregistered_nfinstanceld_success
* oAuth15_without_grant_type « oAuth16_without_nfinstanceld
* oAuth17_without_scope » oAuth18_success_accessTokenRsp_headers
* oAuth19_error_accessTokenRsp_headers * oAuth20_with_valid_requesterPlmn
= Configd1_NfCallBackUri s Configd2_NfFqdn
 Config03_NflpEndPoint  Config04_NfTypeRegister
* Config05_patch_for_NfFqdn_add « ConfigD6_patch_for_NfFqdn_replace

~———« Configd7_patch_for_NfFqdn_temo

o Config08_patch_for_Pimntistadd

In the above screen, there are three Select_Option(s), which are:

* All: By default, all the NRF test cases are selected for execution. User just
need to scroll down and click Build to execute all the test cases.

* Sanity: It is recommended to execute Sanity before executing any test case.
This helps to ensure that all the deployments are done properly or not. When
you select Sanity, the following screen appears:

Figure 4-11 Build Requires Parameters - Sanity

This build requires parameters:

Oracle Communication Automated Test Suite - SGNRF

TestSuite NewFeatures
Select_Option () 4y

® sanity
O single/MultipleFeatures

TestCases

= Sanity
N

Click Build to execute all the sanity test cases.

* Single/MultipleFeatures: This option allows you to select any number of test
cases that you want to execute from the list of total test cases available for
execution. After selecting the test cases, scroll-down and click Build. The
selected NRF test cases are executed.

The NRF testcases are divided into NRF Service operations as follows:
e AccessToken - These feature files are listed with a prefix as "oAuth".
» Configuration - These feature files are lited with a prefix as "Config".

- Discovery - These feature files are lited with a prefix as "Disc".
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* NRF Forwarding - These feature files are lited with a prefix as "Forwarding".

* Registration - These feature files are lited with a prefix as "Upd". These are
related to update operation of registered profiles.

* NRF SLF - These feature files are lited with a prefix as "SLF".

* NRF Sanity - This feature file contains all the basic sanity cases for NRF ATS
1.6.1.

* Subscription - These feature files are lited with a prefix as "Subs".
NewFeatures - Documentation

To view NRF functionalities, go to NRF-NewFeatures pipeline and click
Documentation link in the left navigation pane. The following screen appears:

Figure 4-12 NRF-NewFeatures - Documentation

OCATS-NRF 1

Related Pages

Here is a list of all related documentation pages:

NF_BASIC_SANITY_CASES
NF_CONFIGURATION_CASES
NF_DISCOVERY_CASES
NF_FORWARDING_FEATURE_CASES
NF_OAUTH_CASES
NF_REGISTRATION_CASES
NF_SLF_FEATURE_CASES
NF_SUBSCRIPTION_CASES

Each one of the documentation feature is described below:

e NF_BASIC_SANITY_CASES - Lists all the sanity cases, which are useful to
identify whether all the NRF functionality works fine.

e NF_CONFIGURATION_CASES - Lists all the cases related to NRF configuration.
e NF_DISCOVERY_CASES - Lists all the discovery microservice related cases.

e NF_FORWARDING_FEATURE_CASES - Lists all the forwarding related cases.

*  NF_OUTH_CASES - Lists all the accesstoken related cases.

« NF_REGISTRATION_CASES - Lists all the registration related cases.

* NF_SLF_FEATURE_CASES - Lists all the SLF related cases.

e NF_SUBSCRIPTION_CASES - Lists all subscription related cases.

You can click any functionality to view its test cases and scenarios of each test case. A
sample screen is given below:
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Figure 4-13 NRF - Feature Detail

OCATS-NRF 5.

NF_BASIC_SANITY_CASES

Sanity.feature
Description : This feature file validates successful scenarios for all the basic operations performed by NRF
Scenario-1 : Pimn Configuration

Objective : Validate the successful configuration of nrfPimnList

Pre-requisite : NRF is already deployed with latest images and ATS client is up and running.

Procedure Expected Result

1.) Send a configuration request to NRF to set nrfPLmnList with valid value | 1.) Configuration is successful with response code 200

2.) Validate the response body. 2.) Response body should have the configured plmn.

Scenario-2 : Registration
Objective : Validate the successful registration of an NF with mandatory and conditional parameters

Pre-requisite : NRF is already deployed with latest images and ATS client is up and running.

Procedure Expected Result

1.) Send regisiralion request for an NF to NRF with mandatory and conditional parameters in nfProfile | 1.) Registration should be successful with response code 201

2.} Perform a GET operation to fetch the registered NF information 2.) Veerify that GET operation provides the registered profile of the NF

3.) Perform a DELETE operation 3.) DELETE operation should be successful with response code 204

4.) Perform a GET operation to verify that regisiration of NF with nfinstanceld is not present 4.) NRF should reply back with 404 Not Found response for the GET request

Based on the functionalities covered under Documentation, the Build Requires
Parameters screen displays test cases. To navigate back to the Pipeline NRF-
NewFeatures screen, click Back to NRF-NewFeatures link available on top left corner
of the screen.

Figure 4-14 Build Requires Parameters in sync with Documentation

Oracle | log out

Jenkins NRF-NewF eatures

pages

OCATS-NRF 6.1 T~

FeatureTC's

Related Pages

Oracle Communication Automated Test Suite - SGNRF

5 NawFeaturss

Here is alist of all related documentation pages:

NF_BASIC_SANITY_CASES

NF_CONFIGURATION_CASES O Single/MultipieF eatures.
NF_DISCOVERY_CASES s
NF_FORWARDING_FEATURE_CASES « oAWNO1_wih_ai_raquired_parameters + 0AUth02_with_vaiid_targetNinstanceld
NF_OAUTH_CASES « GAUINOS_Wilh_Some,_UnsUpporied_Senicss « 0AUMNO4_wilh_nfType. targelNIType. targetNlinstanceld
NF_REGISTRATION_CASES « oAuth0S_with_invalid_psrameters « 0AuthO8_error_with_all_psrameters
:: zh:-::;mﬂ;;c:f::s « QAUhOT_with_invalid_scope « OAUhO3_with_unragistered._targotNfinstanceld
= o * oAuth02_with_only_targetNfType_not_nfType * DAUth10_with_unregrstered_nfinstanceld_error
+ oAU 11_with_only_nfTypa_not_targethftypa + 0AUtN12_with_invalid_nfTypa
« oAl 13 wilh_invalid_targelNiType « 0Aulh14 wilh unregistersd_nfinstanceld success
find « oAuth15_wilhout_grant_type « 0Auth16_without_nfinstanceld
o T « CAUNTT wilhout scope « A8 success_accessTokenRsp_Neaders
+ oAUN19_error_accessTokenRsp_headers « 0AUN20_with_valid_requesterPimn
2 * « Configh1_NfCallBackUri « Configh2_NfFqdn
@ mly My 20 Ze0 oA « Configh3_NiipEndPoint « Configd4_NiTypeRegister
his bui . « Configos._patch_for_NfFqdn_add « Configlé_patch_for_NiFqdn_replaca
» Configd7_patch_for_NIFgdn_remove + Config0s_paich_for_Pimnl isl_add
) Atom feed for al E[) Atom fead for failures. » Confighg_patch_for_PimnList_replace « Disc01_only_mandatory_paramelers
« Discl2_mandatory_parameters_and fargetPimn « Disc03 mandatory_parametars_and.roquestarPimn
« Disch4_mandatory_parameters_and_optional_parameters_for_UPF « Disc03_mandalory_parameters_and_oplional_parameters_for_SMF

In the above screen, you can notice that the initials of test cases are similar to the
functionalities listed in the contents of Documentation screen. The details are as
follows:

* 0Auth01 to 0Auth20: These 20 feature files belong to the NF_OAUTH_CASES
functionality.
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* Config01 to Config09: These 9 feature files belong to the
NF_CONFIGURATION_CASES functionality.

* Disc01 to Disc20: These 20 feature files belong to the NF_DISCOVERY_CASES
functionality.

* Forwarding01 to Forwarding05: These 5 feature files belong to the
NF_FORWARDING_FEATURE_CASES functionality.

* UpdO01 to Upd20: These 20 feature files belong to the
NF_REGISTRATION_CASES functionality.

* SLFO01 to SLF02: These 2 feature files belong to the NF_SLF_FEATURE_CASES
functionality.

e Sanity: This feature file belongs to the NF_BASIC_SANITY_CASES functionality.

*  Subs21 to Subs39: These 19 feature files belong to the
NF_SUBSCRIPTION_CASES functionality.

# Note:

Here, the initials starts from Subs21 because the first 20 feature files
covering Subs01 to Subs20 were delivered in ATS Release 1.0.0

* SubsPatch01 to SubsPatch04: These 4 test cases also belong to the
NF_SUBSCRIPTION_CASES functionality.

NRF-Regression Pipeline

This pre-configured pipeline has all the test cases of previous releases like

ATS Release 1.0.0. The configuration method and parameters are same as the
NewFeatures pipeline. Only difference in this pipeline is that it does not have "Sanity"
option. This is so because these cases are already executed as part of previous
release.

To view Regression pipeline details, click Build with Parameters in the left navigation
pane. The following screen appears:

Figure 4-15 Regression - Build with Parameters

This build requires parameters:

Oracle Communication Automated Test Suite - SGNRF

TestSuite Regression
Select_Option @ Ay

(% Single/MultipleFeatures
TestCases
« Feat01_Reg with_nfinfo_and_nfType_mismatch « Feat02 Reg with_custom_nfinfo
» Feat03_Reg with_partial_update = Feat04_notify_for_reg_of custom_nf
= Feat05_notify_for_complete_profile_change_of_custom_nf = Feat06_nofify_for_partial_profile_change_of_custom_nf
« Feat07_notify for_dereg_of custom_nf = Feat08 disc_for_multiple same_nf
« Feat09_disc_for_multiple_different_nf + Feat10_notify_for_reg_of_amf
« Feat11_nofify_for_complete_profile_change_of amf = Feat12_nofify_for_partial _profile_change_of amf
+ Feat13_notify_for_dereg_of_amf « Feat14_reqNotifEvents_and_occured_eveni_mismatch1
« Feat15_reqNotifEvents_and_occured_event_mismatch2 » Feat16_reqNotifEvents_and_occured_event_mismatch3
» Feal17_no_notify_when_no_subscription1 + Feat18_no_notify_when_no_subscription2
« Feat19_no_notify_when_no_subscription3 « Feat20_no_notify_when_faluty nfStatusNotificationUri
« Feat21_notify_based_on_amfSetld « Feat22_nofify_based_on_amfRegionld
« Feat23_notify_based_on_guamilist = Feat24_notify_based_on_pimnid
« Feat25_notify_based_on_serviceName « Feat26_validating_404_resp_for_nofify

» Feat27_metric_to_check_fotal_ingress_requests + Feat28_metric_to_check_4xx_responses_from_registration
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A sample screen of full successful execution is provided below as part of ATS image.

Figure 4-16 NRF Regression

# Jenkins 2 N @ o oo

Jenkins NRF NRF-Regression s erzsk

# Back to Dashboard

Pipeline NRF-Regression

Status.

Fodd description
> Changes

Disable Project
Parameters

© Delete Pipeline
A Cor

) build w

2 Rocont Changos

Stage View
o Documentation
= Roname . 3 Declarative:
Preparstion Execute-Tests Archive logs FostAciloas.
apsms 10min 55 180ms 710ms
Build History trend Ty 1 10min 5s
2115

=) Atom feed for all £ Atom teed lor failures

4 days 3 hr ago
4 days 3 v ago

Regression - Documentation

Click Documentation in the left navigation pane of the NRF-Regression pipeline.

Back to NRF-Reqgression

| pages.

OCATS-NRF 100
FeatureTC's
Related Pages

Here is a list of all related documentation pages:

NF_FUNCTIONAL_CASES
NF_REGISTRATION_CASES
NF_SUBSCRIPTION_CASES

Following screen appears:

This screen shows only those functionalities whose test cases were released in
previous releases.

A sample screen showing documentation for NRF ATS - 1.6.1 is given below:
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Figure 4-17 Sample Screen: Documentation for NRF ATS

Back (o NRF-Regression

OCATS-NRF 100

NF_REGISTRATION_CASES

Reg01_without_address_parameters.feature

Description _ This feature file validales the behavior of registration of an NF with only mandatory paramelers
Scenario-1 : Only with mandatory parameters

Objective - Valitale the error response for rearstration of an NF with only mandatary parameters
Pre-requisite : NRF is already deployed with latest images and ATS client is up and running.

Procedure Expected Resuit

1.) Send registration request for an NF to NRF with only mandatory parameters in nfProfile. | 1.) Registrabion should be unsuccessful.

| 2.) Verify thal the NRF sends back an emor response. | 2.) NRF should send back 400 Bad Reguest response to NF.

Reg02_with_mandatory_and_conditional_parameters.feature

Description This fealure file valiiates the behavior of registration of an NF with me y and > lers

Scenario-1 : Only with mandatory and conditional parameters
Objective ' Valdale the successiul registration of an NF with mandatory and condiional paramelers
Pre-requisite - NRF is already deployed with latest images end ATS client is up and running

Procedure Expected Result

1.) Send registration request for an NF to NRF with mandatory and conditional parameters in nfProfile | 1.) Registration should be successful with response code 201

Executing PCF Test Cases using ATS

ORACLE

To execute PCF Test Cases, you need to ensure that following prerequisites are
fulfilled.

Prerequisites

 ATS 1.1.0 is compatible with PCF 1.6.0 and 1.6.1 for both TLS (only server side)
enabled and disabled.

— PCF with TLS disabled. In the PCF's custom values file, check if the following
parameters are configured with the respective values:

i ngr ess- gat eway:

enabl el ncomingHt t ps: fal se
egress- gat evay:

enabl eQut goi ngHt t ps: fal se

— If TLS is enabled, then you first need to enable the Https support for Egress
and Ingress gateway. For more details, refer to the Enabling Https support
for Egress and Ingress Gateway section in this topic.

e ATS is deployed using helm charts in the same namespace where PCF is
deployed.

»  Prometheus server is installed with Loadbalancer as the pod type.

» To get all configmaps in your namespace, execute the following command.
kubect| get configmaps -n <pcf _nanespace>

In the application-config configmap, configure the following parameters with the
respective values:
pri maryNr f Api Root =ht t p: / / nf 1st ub. <st ub_nanespace>. svc: 8080
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Example: If stubs are deployed in "ocats" namespace,

primaryNrf Api Root =htt p: // nf 1stub. ocat s. svc: 8080

nrfdient Subscri beTypes=UDR, CHF

Database cluster should be in a running state with all the required tables. You
need to ensure that there are no previous entries in database before executing
test cases.

Enabling TLS in ATS Pod

You can enable TLS in ATS pod after successful deployment of PCF (TLS enabled
server side) and ATS. To enable TLS in ATS Pod:

1.

Execute the following command to copy the caroot.cer generated while PCF
deployment to ATS pod in "cert" directory.

kubect! cp <path_to file>/caroot.cer <nanmespace>/ <ATS- Pod- name>:
[var/libljenkins/cert/ -n <namespace>

Example:

kubcet! cp cert/caroot.cer ocpcf/ocpcf-ocats-pcf-56754b9568-rkj 8z:
[var/libljenkins/cert/

Execute the following command to login to your ATS Pod.
kubect| exec -it <ATS-Pod-nanme> bash -n <nanespace>

Execute the following commands from cert directory to create private key and
certificates:

a. openssl req -x509 -nodes -sha256 -days 365 -newkey rsa: 2048
- keyout
rsa_private key client -out rsa certificate client.crt

Figure 4-18 Command 1

# Note:

You need to provide appropriate values and specify
fqdn of PCF Ingress Gateway service i.e. <ingress-
servicename>.<pcf_namespace>.svc in Common Name.
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b. openssl rsa -in rsa_private_key client -outform PEM -out
rsa_private_key pkcsl client.pem

Figure 4-19 Command 2

c. openssl req -new -key rsa_private_key client -out
ocegress_client.csr -config
ssl . conf

< Note:

You can either use or copy the ssl.conf file, which was used while
deploying PCF to ATS pod for this step.

Figure 4-20 Command 3

4. Execute the following command to copy the ocegress_client.csr to the bastion.

openssl x509 -CA caroot.cer -CAkey cakey.pem -CAserial serial.txt
-req
-in ocegress_client.csr -out ocegress_client.cer -days 365
-extfile
ssl.conf -extensions req_ext

Figure 4-21 Copying ocegress_client.csr to bastion

5. Copy the ocegress_client.cer from Bastion to the ATS Pod.

6. Restart the ingress and egress gateway pods from the Bastion.
Logging into ATS

Before logging into ATS, you need to ensure that ATS is deployed successfully using
HELM charts. A sample screen is given below:

ORACLE 4-15
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Figure 4-22 Sample Screen: Verifying ATS Deployment

There are two ways to login to ATS Jenkins GUI.

e When an external load balancer is available and an external IP is provided to the
ATS service, user can login to ATS GUI using <Ext er nal - | P>: 8080.

*  When an external IP is not provided to the ATS service, user can open the
browser and provide the external IP of the worker node and nodeport of the ATS
service to login to ATS GUI.
<Wr ker - Node- | P>: <Node- Por t - of - ATS>

¢ Note:

In the Verifying ATS Deployment screen, the nodeport, '32732' is
highlighted in red. For more information on ATS deployment in PCF, refer
to Policy ATS Installation Procedure.

Executing ATS
To execute ATS:
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Enter the username as "Oracle" and password as "Welcome@123". Click Sign
in. A sample screen is shown below.

Figure 4-23 Sample Screen: Logging into ATS GUI

D & 10153675 —or

‘wli
§
Welcome to Jenkins!

Oracle
‘, I

Keep me signedin

Following screen appears showing pre-configured pipelines for NRF, PCF and
SCP individually (9 Pipelines).

e New-Features
e Performance

e Regression

Figure 4-24 Jenkins First Screen on Login

2 —
Jenkins ENABLE AUTO REFRESH
& Newltem (Badd desciiption
& Peopie Al NRFPCF P+
= Buid History s w Name | Last Success Last Failure Last Duration
2% Manage Jenkins [* ] NRE-NewFeatures 47 min-#1 NA 8min 30 sec [9)
& My Views NRE-Performance NA NA NA [9)
- 2
¥, Lockable Resources Qo NRE-Regression 48 min- 1 NA 37 sec 1)
. Credentials
2 PE NewFeares N A NA o)
B New View
PCF-Performance NA NA NA )
Build Queue - PCF-Regression NA NA NA [9)
No buids i the queue SCPNewFeatures NA NA NA ]
Bulld Executor Status = SCP-Performance NA NA NA [9)
1 idie SCP-Regression NA NA NA 9]
2 e
loon: SML
3 Idie Legend [) Atom feed for all [ Atom feed for failures [5Y Atom feed for just latest builds
4 1dle

By default, you are in the All tab. To test the PCF test cases, click the PCF tab.
The PCF tab displays the pipelines related to PCF only.

Figure 4-25 PCF Tab

#add description

PCF S +
s w Name | Last Success Last Failure Last Duration
0 PCF-NewFeatures 52 min - #1 N/A 24 min ,;)
PCF-Performance N/A NIA N/A L?_)
PCF-Regression NIA NiA N/A )

lcon: SML F r st latest builds
Legend [EJ Atom feed forall [) Atom feed for failures [ Atom feed for j builc
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Jenkins ATS Pre-configured Pipelines
In the PCF tab, there are three pre-configured pipelines.
* PCF-NewFeatures

* PCF-Performance: This pipeline is not operational as of now. It is reserved for
future releases of ATS.

 PCF-Regression
They are explained below:

PCF-New Features Pipeline

This is a pre-configured pipeline where all the PCF test cases are executed. To
configure its parameters, which is a one time activity:

1. Click PCF-NewFeatures in the Name column and then, click Configure in the left
navigation pane as shown below:

Figure 4-26 PCF-NewFeatures - Configure

# Back to Dashboard . .
Pipeline PCF-NewFeatures
_ Status
. Changes

;z) Build with Parameters

® Delete Pipeline B Rocont Crisiiges
o Configure e
Full Stage View i
Stage View
_» Rename
J] Embeddable Build Status No data available. This Pipeline has not yet run.

€) Pipeline Syntax

Build History e Permalinks

find
t

2. The PCF-NewFeatures, General tab appears. Make sure that the screen loads
completely.

3. Scroll-down to the end. The control moves from General tab to the Advanced
Project Options tab as shown below:
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Figure 4-27 Advanced Project Options

Script 18 gk w

¥ Use Groovy Sandbox ‘ij‘

In the Script area of the Pipeline section:

Change parameter "b" to update the namespace where PCF was deployed in
the bastion.

Change parameter "c" for prometheus server service name.
Change parameter 'd' option for gostub namespace.

If you intend to run ATS in TLS disabled mode, then you need to set
parameter "e" as "unsecure"”, else set parameter e as "secure".

Parameter "f" is to set nflnstanceld provided in application configmap of PCF.

Parameter "g" should not be set less than 20 secs. This is because the default
time for the nrf-client-management pod to come up on restart is set to 20 secs
and every TC requires nrf-client-management pod to be restarted.

Parameter "h" should not be set less than 60 secs. This is the default wait time
given for the configured policy to be added to the Database.

Parameter "i" should not be set less than 140 secs. The default wait time
for Nf_Notification Test Cases is set to 140 secs. You can modify this as per
requirement.

DO NOT MODIFY ANYTHING OTHER THAN PARAMETERS VALUE.

Press Save after updating the parameters value.

# Note:

It is recommended to save the pipeline scipt in your local machine.
This would be helpful in the event of ats pod restarts.

Executing PCF Test Cases

To execute PCF test cases:

1. Click the Build with Parameters. The following screen appears.

ORACLE
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Figure 4-28 PCF - Build with Parameters

Jenkins PCF PCF-NewFeatures

| Status
= This build requires parameters:
= Changes

§2) Build with Parameters Oracle Communication Automated Test Suite - SGPCF

O Deleleo Prpcline TestSute  NewFeatures

2% Configure Select Option o p

. Full Stage View Sanity
@ Docmentation Single/MultipleF eatures
TestCases
+ CHF_Capacity
= Ni_Notification_CHF_removed
+ Nf_Notification_UDR_removed
« SM_CHF_Update_Notify SLA_PCCRule
+ SM_Policy_Update_Event_Trigger APP_STA
« SM_Policy_Update_Event_Trigger DEF_QOS_CH
+ SM_Policy Update Event Trigger SUCC_RES_ALLO
« SM _UDR_Capacity
-+ SM_Update_Ev_Trig_SE_AMBR_CH_or_DEF_QOS_CH
Qm May 15, 2020 9:02 AM « UDR _notDiscovered_intially

= Rename « Nf_Notification_CHF_Load_Change

« Nf_Notification_UDR_Load_Change

+ SM_CHF_Priority

- SM_CHF_Update Nolify_SLA SessionRule

+ SM_Policy_Update_Event_Trigger APP_STO

+ SM_Policy_Update_Event_Trigger_RES_MO_RE

« SM_Policy_Update_Event_Trigger US_RE

- SM_Update Ev_Trig SE_AMBR_CH_and_DEF QOS _CH
- SM_Update_Notify_UDR_Data_Changed_Dnn1

J Embeddable Build Status

© Pipsline Syntax

Build History trend =

find

) Atom feed for all £ Atom feed for failures

Jenkins ver, 2.204.2

In the above screen, there are three Select_Option(s), which are:

All: By default, all the PCF test cases are selected for execution. User just
need to scroll down and click Build to execute all the test cases.

Sanity: This option is NOT AVAILABLE for PCF.

Single/MultipleFeatures: This option allows you to select any number of test
cases that you want to execute from the list of total test cases available for
execution. After selecting the test cases, scroll-down and click Build. The
selected PCF test cases are executed.

Figure 4-29 Sample Test Output in Console

2020-03-11 13:09:58,4080 [ 32m 2mDeleting CONFIGURATIONS pcf.smservice.cfg/pcf.smservice.cfgl[em
2020-03-11 13:09:58,4 C[32m[+] DELETE 200 @http://pcf-ocpm-cm-
service.ocpcf:5808/ppi/config/pcf. smservice. cfg/pcf. smservice.cfgD[0m

INFO LOG.CleanUP:343 C[6m
[32m INFO LOG.Pcf_restapiz1

10 features passed, @ failed, @ skipped

10 scenarios passed, @ failed, @ skipped

442 steps passed, @ failed, @ skipped, @ undefined
Took 25m13.139s

cd /var/lib/jenkins/ocpcf_tests;unset http_proxy https_proxy;export gostub=true;export PCF_NAMESPACE=ocpcf;export PROMSVCNAME=occne-prometheus-server;sh
re-run.sh 1

+ cd /var/lib/jenkins/ocpcf_tests
+ unset http_proxy https_proxy
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Figure 4-30 Sample output of build status - Jenkins PCF-NewFeatures Pipeline

Jenkins PCF

| Status
= Changes
{2) Build with Parameters
@ Delete Pipeline
M Configurs
\, Full Stage View
\. Documentation
~> Rename
J Embeddable Build Status

© Pipeline Syntax

Build History

) Atom feed for all [ Atom feed for failure:

PCF-NewFeatures

trend =

e s o rwwrrr e

_##” Recent Changes

Stage View
Preparation
502ms
= May 15 :
13
Permalinks

« Last build (#1). 1 br 50 min aga

« Last stable build (#1), 1 hr 50 min ago

« Last successful build (#1), 1 hr 50 min ago
« Last completed build (#1). 1 hr 50 min ago

NewFeatures - Documentation

EMABLEAUTDREFRESH 4

Radd description

Disable Project

A Declarative:
Execute-Tests Archive logs Fost Ao
24min 24s 190ms 831ms
24min 24s

To view PCF functionalities, go to PCF-NewFeatures pipeline and click
Documentation link in the left navigation pane as shown below:

Figure 4-31 PCF Documentation Option

Jenkins PCF

| Status
= Changes
@ Build with Parameters
 Delete Pipeline
% configure
. Full Stage View

@ Documentation

= Rename

J Embeddable Build Status

© Pipeline Syntax

Build History
find

@ May

[ Atom feed for all £ Atom feed for failures

PCF-NewFeatures

" Recent Changes
[S——

Stage View
Preparation
502ms
1)
May 15
1432
Permalinks

« Last build (#1), 1 hr 50 min ago

« Last stable build (#1). 1 hr 50 min ago

« Last successful build (#1), 1 hr 50 min ago
= Last completed build (#1), 1 hr 50 min ago

The following screen appears:

ORACLE

Execute-Tests

24min 24s

AUTO REFRESH

(#add deseription

ArORIE Iooe Declarative:
. Post Actions

190ms. 831ms

24min 24s 190ms ms
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Figure 4-32 PCF-NewFeatures - Documentation

Related Pages

Here is a list of all related documentation pages:

FEATURE - CHF_Capacity

FEATURE - Nf_Notification_CHF_Load_Change

FEATURE - Nf_Notification_CHF_removed

FEATURE - Nf_Notification_UDR_Load_Change

FEATURE - Nf_Naotification_UDR_removed

FEATURE - SM_CHF _Priority

FEATURE - SM_CHF_Update Notify SLA_ PCCRule

FEATURE - SM_CHF_Update_Notify_SLA_SessionRule
FEATURE - SM_Policy_Update_Event_Trigger APP_STA
FEATURE - SM_Policy_Update_Event_Trigger_APP_STO
FEATURE - SM_Policy_Update_Event_Trigger_DEF_QOS_CH
FEATURE - SM_Policy_Update_Event_Trigger_RES_MO_RE
FEATURE - SM_Policy_Update_Event_Trigger_SE_AMBR_CH_or_DEF_QOS_CH
FEATURE - SM_Policy_Update_Event_Trigger_SUCC_RES_ALLO
FEATURE - SM_Policy_Update_Event_Trigger_US_RE

FEATURE - SM_UDR_Capacity

FEATURE - SM_Update_Ev_Trig_SE_AMBR_DEF_QOS_CH
FEATURE - SM_Update_Notify UDR_Data_Changed_Dnn1
FEATURE - UDR_notDiscovered_intially

You can click any functionality to view its test cases and scenarios of each test
case. For example, on click of SM_Update_Event_Trigger_APP_STA, the following
test description appeatrs:

Figure 4-33 SM_Update_Event_Trigger APP_STA Description

FEATURE - SM_Policy_Update_Event_Trigger_APP_STA

#This feafture aims 15 replace an existing PCC Rule when an Event Trigger APP_STA s sent

PRE-CONDITIONS

#BrinNging U GOSLDS 10 Simi
#Register these FOF CHF,
#5en0 & Aisover UDR Request om PCF 10 NRF and recelve response
#Send a discover CHF Request from PCF 1o NRF and recei
suscrive UDR Request from PCF to NRF and rece
@ subscrive CHF Request rom PCF to NRF and receive response

& NRF.CHF UDR SMF
h NRF

he PPl and PCF abject for CM Service
#Set the config object for config serace

#Set the HTTP response for NRF simulator when it receives request from nrf-cent for UDR
#Set the HTTF response for NRF simutator when it receives request from nif-ceent for CHF

SCENARIO

i downloaded then
with & new one on occurence of the Event Trigger APP_STA.also check requests_total metric incremented n the PCF

#Send Npct_SMPolcyControl_Create request message to POF, and verty If the policy wiih a state POC Rule
#send Npel_SMPolicyControl_Updale request message o FCF and verlly I the former PCC Rule got updals

POLICY

CC e
PCC rule with a new rule

1 he Request Type is Create, install 8 st
#f the Request Type is Update, update

VALIDATION

#Follawing are the validation sleps we are fallowing Tor the
#Pre-Fatch the Promet 314 Palicy Creale Re:

#Send a SM Policy Create Request

#Send an Lipdate $h Policy Request
#aliale SM Policy Create request using Promelheus Metric
#Vahaates aganst the res| 5 received from the SM poli

#validate against the Polcy Asscclation 1D with Session viewer

TERMINATION

TR T S DA RaE o FraTan

Based on the functionalities covered under Documentation, the Build Requires
Parameters screen displays test cases. To navigate back to the Pipeline PCF-
NewFeatures screen, click Back to PCF-NewFeatures link available on top left corner
of the screen.
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Figure 4-34 Build Requires Parameters in sync with Documentation

My Project

Related Pages

pages

This build requires parameters:

Oracle Ci ication A Test Suite - 5SGPCF

TestSute  NewFeatures
Here is aist of al related documentation pages: Select Option &, ]

FEATURE - CHF_Capacity Sanity
FEATURE - Nf_Notification_CHF_Load_Change

FEATURE - Nf_Notification_CHF_removed

FEATURE - Nf_Notification_UDR_Load_Change TestCases
FEATURE - Nf Notification_UDR_removed + CHF_Capacity + Nf_Nofification_CHF _Load_Change
FEATURE - SM_CHF_Priority « Nf_Notification CHF_removed + Ni_Notiication_UDR_Load_Change
FEATURE - SM_CHF_Update_Notify_SLA_PCCRule « Nf_Notification_UDR_removed + SM_CHF_Priority

FEATURE - SM_CHF_Update_Notify_SLA_SessionRule

Single/MultipleFeatures.

et cifen il ol s S i « SM_CHF_Updale Notify SLA PCCRule + SM_CHF_Update_Noify_SLA SessionRule
-SM_Policy_Update_Event_Trigger_APP_ " i

EEATIRE M Pok Lkt Eoet Thes ARr 810 + SM_Policy_Update_Event_Trigger_APP_STA + SM_Policy_Update_Event_Trigger_APP_STO

FEATURE - SM_Policy_Update_Event_Trigger DEF_QOS_CH « SM_Policy_Update_Event_Trigger DEF_QOS_CH + SM_Policy_Update_Event Trigger RES_MO_RE
FEATURE - SM_Policy_Update_Event_Trigger RES_MQ_RE - SM_Policy_Update_Event_Trigger SUCC_RES_ALLO + SM_Policy_Update_Event Trigger US_RE

FEATURE - SM_Policy_Update_Event_Trigger_SE_AMBR_CH_or_DEF_QOS_CH « SM_UDR Capacity «+ SM_Update Ev_Trig SE_AMBR_CH_and DEF_QOS _CH

FEATURE - SM_Policy_Update_Event_Trigger_SUCC_RES_ALLO + SM_Update_Ev_Trig SE_AMBR_CH or DEF_QOS_CH s SM_Update_Nolify UDR_Data_Changed_Dnn1
FEATURE - SM_Policy_Update_Event_Trigger_US_RE

FEATURE - SM_UDR_Capacity « UDR notDiscovered_intially
FEATURE - SM_Update_Ev_Trig_SE_AMBR_DEF_QOS_CH

FEATURE - SM_Update_Notify_UDR_Data_Changed_Dnn1
FEATURE - UDR_notDiscovered_intially

Jenkins ver. 2.204.2

In the above screen, you can notice that the initials of test cases are similar to the
functionalities listed in the contents of Documentation screen.

PCF-Regression Pipeline

This pre-configured pipeline has all the test cases of previous releases. For example,
as part of Release 1.1.0, this pipeline has all the test cases that were released as part
of release 1.0.0

To view Regression pipeline details, click Build with Parameters in the left navigation
pane. The following screen appears:

Figure 4-35 PCF - Regression

This build requires parameters:

Oracle Communication Automated Test Suite - 5GPCF

TestSuite Regression

Select_Option «

Single/MultipleFeatures
TestCases
= Multiple_SM_Muiliple_UDR + SM_Poalicy Create_Dynamic_PCCRule
+ SM Palicy Create PRA + SM Policy Create Sess_PCCRule
+« SM Palicy Terminate + SM Policy Update PRA
« SM_UDR_Priority « SM_Update_Notify UDR_Data_Changed
* SM_Update_Notify UDR_Data_Delete + SM_Update_Notify UDR_Subs_Remove

" Note:

The regression pipeline does not have any sanity option. However, you
should perform all the steps as performed in NewFeatures pipeline.
Configure the pipeline script changes to provide environment variables.

Regression - Documentation
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Click Documentation in the left navigation pane of the PCF-Regression pipeline.
Following screen appears:

Figure 4-36 PCF Regression Documentation

My Project

Related Pages

Here is a list of all related documentation pages:

FEATURE - Multiple_SM_Multiple_UDR

FEATURE - SM_Policy_Create_Dynamic_PCCRule
FEATURE - SM_Policy_Create_PRA

FEATURE - SM_Policy_Create_Sess_PCCRule
FEATURE - SM_Policy_Terminate

FEATURE - SM_Policy_Update_PRA

FEATURE - SM_UDR_Priority

FEATURE - SM_Update_Notify_UDR_Data_Changed
FEATURE - SM_Update_Notify_UDR_Data_Delete
FEATURE - SM_Update_Notify_UDR_Subs_Remove

This screen shows only those functionalities whose test cases were released in
previous releases.

Executing SCP Test Cases using ATS

ORACLE

To execute SCP Test Cases, you need to ensure that following prerequisites are
fulfilled.

Prerequisites

*  Deploy SCP 1.6.0 with following custom values in deployment file.

— As you can provide NRF information only at time of deployment, Stub
NRF details like nrflsvc and nrf2svc should also be provided at the
time of deployment before executing these cases. For Example: If
teststub namespace is ocats then SCP should have been deployed with
primary nrf as nrflsvc.ocats.svc.<clusterDomain> and secondary nrf as
nrf2sve.ocats.sve.<clusterDomain> for NRF test cases to work.

— Inthe SCP deployment file, servingScope must have Regl and
servingLocalities must have USEast and Loc9. In addition, the
recommended auditinterval is 120 and guardTime is 10.

— For ATS executio, you should deploy SCP with SCP-Worker replicas set to 1.
* Deploy ATS using helm charts.

Logging into ATS

Before logging into ATS, you need to ensure that ATS is deployed successfully using
HELM charts. A sample screen is given below:
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Figure 4-37 Verifying ATS Deployment

There are two ways to login to ATS Jenkins GUI.

» If ametalLB server is available and an external IP is provided to ATS service, user
can login to ATS GUI using <External-IP>:8080

*  When an external IP is not provided to the ATS service, user can open the
browser and provide the external IP of the worker node and nodeport of the ATS
service to login to ATS GUI.
<Wr ker - Node- | P>: <Node- Por t - of - ATS>

# Note:

In the Verifying ATS Deployment screen, the ATS nodeport is
highlighed in red as 30826. For more details on ATS deployment, refer to
SCP ATS Installation Guide.
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Open a browser and provide IP and port details as <Worker-Node-IP>:<Node-
Port-of-ATS> to get the ATS login page.

Executing ATS
To execute ATS:

1. Enter the username as "Oracle" and password as "Welcome@123". Click Sign
in. A sample screen is shown below.

Figure 4-38 Sample Screen: Logging into ATS GUI

D & 10755975 —o

€
““' ol

Welcome to Jenkins!

Oracle
‘, _

Keep me signedin

2. Following screen appears showing pre-configured pipelines for NRF, PCF and
SCP individually (9 Pipelines).

¢ New-Features
 Performance

* Regression

Figure 4-39 Jenkins Logged-in First Screen

@ Jenkins 2 @ orscke Iiogout
Jenkins fusaue uro ez
& New ltem (#add desciption
& People Al AR b |[ +
= BuidHistory s w Name | Last Success Last Failure Last Duration
2% Manage Jenkins [* ] NRF-NewFeatures 4T min- #1 NA 8min 30 sec 1)
& My Views NRE-Performance NA NA NA 9]
« pe p
W, Lockable Resources (*] NRF-Regression 4Bmin-#1 NA 7 sec [9)
Q. Credentials
PCE-NewFeatures NA NA NA [9)
Bl New View
PCF-Perfomance NA NA NA [}
Build Queue - PCE-Reqression NA NA NA [9)
o s Inthe queue SCP-NewFealures NA NA NA [}
Build Executor Status = SCP-Performance NA NA NA [9)
1 Idle SCP-Regression NA NA NA %)
2 dle
lcon: SML 3]
3 Idle Logend [ Atom feed for al [ Atom feed for falures Y Atom feed for ust latest bulds
4 1de

By default, you are in the All tab. To test the SCP test cases, click the SCP tab.
The SCP tab displays the pipelines related to SCP only.

Jenkins ATS Pre-configured Pipelines

In the SCP tab, there are three pre-configured pipelines.
* SCP-NewFeatures

» SCP-Performance: This pipeline is not operational as of now. It is reserved for
future releases of ATS.
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They are explained below:

SCP-NewFeatures Pipeline

This is a pre-configured pipeline where all the SCP test cases are executed. To
configure its parameters, which is a one time activity:

1. Click SCP-NewFeatures in the Name column. The following screen appears:

Figure 4-40 SCP-NewFeatures

# Back to Dashboard
. Status
= Changes
() Bulld with Parameters
(© Delete Pipeline
% Configure
, Full Stage View
l Documentation
= Rename
) Embeddable Build Status

© Pipeline Syntax

Bulld History

frend =

@ g
@8
o
e#
s n
s
am

Pipeline SCP-NewFeatures

" Recent Ghanges
Stage View
Preparation Execute-Teats Archive logs
Sa1ms 20min Is 316ms

L 1h 21min
3

May 18 ‘ 6min 6s
223

Succe:

May 12 5 2min 19s

18
= N
May 14 Ammin IR

Declarative:

Post Actions

B1ms

2. Click Configure in the left navigation pane to provide input parameters. The SCP-
NewFeatures Configure - General tab appears.

Make sure that the screen shown above | oads conpletely before you perform any

actionon it.

3. Scroll-down to the end. The control moves from General tab to the Advanced
Project Options tab as shown below:

Figure 4-41 Advanced Project Options

Jenking SCP-NewFealures

Pipeline

Pipeline
Definition Pipeiine script
Seript o
&
9
1
1
12
13
12
s
1
17
7] Use Groovy Sandbox
Pipaling Syniax
n i)
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¢ Note:
The description of each parameter is as follows:
* -a- Selected NF
e -b-NameSpace in which SCP is Deployed
e -Cc - K8s Cluster Domain where SCP is Deployed
e -d - Test Stubs NameSpace
e -e - Docker registry where test stub image is available
e -f- Audit Interval provided in SCP Deployment file
* -g - Guard Time provided SCP Deployment file
e -h - Audit Interface SCP is deployed with - nnrf-nfm or nnrf-disc

* -i- Flag for SCP to Register with NRF in default region Regl - true/
false

e -j-re-run count

You can modify script pipeline parameters on the basis of your deployment
environment and click Save.

# Note:
DO NOT MODIFY ANYTHING OTHER THAN THESE PARAMETERS.

Executing SCP Test Cases

To execute SCP test cases:

1. Click the Schedule a Build with parameters for SCP-NewFeatures icon present
in extreme right column corresponding to New-Features row. Following screen
appears:

Figure 4-42 SCP TestCases

£ Jenkins

king

This build requires parameters:

Oracle C . Test Suite - SGSCP

Testsuite  NowFoaturos
Select_Option @ g
Sanity

) SingleMultipleF caluras

TesiCasas
= SCP_Audit_narf_nfm

« NRF_Subscrplion
« NF_otification = AUSF_AUTH_forwardRoute_Target_ apiRoot
« UDM_SDM _forwardioule_Targel_apiRool = UDM_UECM_forwardRouls_Targal_apiRool
« PCF_SMPolicy_larwardRoute_Target_apRoot

Build History frend =

In the above screen, there are three Select_Option(s), which are:
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* All: By default, all the SCP test cases are selected for execution. User just
need to scroll down and click Build to execute all the test cases.

# Note:

There is an exception to All option. Test cases,
SCP_Audit_nnrf_disc and SCP_Audit_nnrf_nfm are based

on the input provided for AUDITINTERFACE parameter and
NRF_Registration test case executes only if SCPREGISTRATION
flag is set to true in input parameters of configure pipeline.

*  Sanity: This option is NOT AVAILABLE for SCP.

» Single/MultipleFeatures: This option allows you to select any number of test
cases that you want to execute from the list of total test cases available for
execution. After selecting the test cases, scroll-down and click Build. The
selected SCP test cases are executed.

NewFeatures - Documentation

To view SCP functionalities, go to SCP-NewFeatures pipeline and click
Documentation link in the left navigation pane. The following screen appears:

Figure 4-43 SCP-NewFeatures Documentation

OCATS-SCP 150

FeatureTC's

Related Pages

Here is alist of all refated documentation pages:

AUSF_AUTH_forwardRouta_Target_apiRoot
NF_Notification

NRF_Registration

NRF_Subscription
PCF_SMPolicy_forwardRoute_Target_apiRoot
SCP_AUDIT_nnrf_disc

SCP_AUDIT_nnri_nfm
UDM_SDM_forwardRoute_Target_apiRoot
UDM_UECM forwardRoute_Target_apiRoot

You can click any functionality to view its test cases and scenarios for each test
case. For example, on click of udm_uecm_fwroute_apiroot_001_1, following screen
appears:
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Back 1o SCP-NewFeatures

OCATS-SCP 150

FeatureTC's
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AL

UDM_UECM_forwardRoute_Target_apiRoot

Description :
To validate SCP forwards UDM UECM Message per 3gpp-Sbi-Target-apiRoot header received in request
Pre-requisite :

1. Al components of SP are deployed - soothsayer, scp-worker and istio-pilot,
2. Test stubs (NRF, AMF and 3 UDM) are deployed In same kubemetes cluster as SCP:

3. SCP is configured with rauting policy as Forward Route and ReroutePolicy as RerouteDisabled.
4. TopologySource is NRF for UDM NF type.

5. SCP recelved notification for NFs Reglstration with NF Proflle (3 UDM with same services and supl range, 3rd UDM with No apiPrefix).

udm_uecm_fwroute_apiroot_001_1
Objective :

Verify SCP Forward route initial UECM AMF 3GPP ACCESS Regisiration messages with authority in 3gpp-Sbi-Target-apiRoot header, apiPrefix in target apiroot is same as SCP apiprefix

Procedure

1.1, Intiate nuem_uecm UECM AMF 3GPP ACCESS PUT request with UE's [dentity (/{supi}) and service as UECM with version v1
from AMF test stub to SGP with 3gpp-Sbi-Target-apiRoot header as UDM1 authoriity

1.2, UDM stub respond with 201 Greated and SCP forwards message to AMF stub.

Expected Result

1.1, Verlty SCP forwards the message to comect destination based on authority in 3gpp-Sbi-Target-
apiRoot header? Verity apiPrefix In request forwarded by SGP?

1.2, Veerity SCP forwards response back to AMF stub? Verify Location header In response?

1.3. Repeal step? wilh 3gpp-Shi- Target-apiRoot header as UDM2 authoritity.

1.3, Verify SCP forwards the message to comect destination based on authority in gpp-Sbi-Target-
apiRoot header?

Based on the functionalities covered under Documentation, the Build Requires
Parameters screen displays test cases. To navigate back to the Pipeline SCP-
NewFeatures screen, click Back to SCP-NewFeatures link available on top left corner

of the screen.

Figure 4-45 Build Requires Parameters in sync with Documentation

OCATS-SCP 150

FeatureTC's

Related Pages

This buikd requires parameters:
Here is alist of all refated documentation pages:

AUSF_AUTH_forwardRoute_Target_apiRoot
NF_Notification

NRF_Registration

NRF_Subscription
PCF_SMPolicy_forwardRoute_Target_apiRoot
SCP_AUDIT_nnri_dise

SCP_AUDIT_nnrf_nfm
UDM_SDM_forwardRoute_Target_apiRoot
UDM_UECM_forwardRoute_Target_apiRoot

Testsute  NewFeaturos
Select Option @ Ay
Sanity
) SingleMullipleF eatures

TesiCasas

+ SCP_Audit_nnrf disc

+ NRF_Regisiration

« NF_Notiication

« UDM_SOM_fonwardRoute_Targel apiRool

« PCF_SMPobiy_forwardRoute_Targel_apiRoot

2 Oracie

log out

Oracle Communication Automated Test Suite - SGSCP

« SCP_Audi_nnrf_nfm

* NRF_Subserption

= AUSF_AUTH forwardRote_Target_apiRoot
« UDM_UECM_fonwardRoute_TargelspiRool

In the above screen, you can notice that the initials of test cases are similar to the
functionalities listed in the contents of Documentation screen.

SCP-Regression Pipeline

This pre-configured pipeline has all the test cases of previous releases. As this is the
first release of SCP-ATS, this pipeline does not show any previous release testcases.

ORACLE
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Modifying Login Password

You can login to ATS application using default login credentials. The default login
credentials are shared for each NF in its respective chapter of this guide.

If the user wants to modify its login password, the ATS application allows to do so. To
modify login password:

1. Login to ATS application using default login credentials. The home screen of
respective NF appears showing its pre-configured pipelines.

Figure A-1 Sample: NRF Home Screen

Jenkins
& People Al
= Build Histol . :
g s W Name ! Last Success Last Failure  Last Duration
& My Views
- NRF-NewFeatures 4 days 19 hr - #3 Al-GEO N/A 3min 55 sec 2
A / / 5
Build Queue - NRE-Performance N/A N/A N/A (%3]
No builds in the queue. -] NRF-Regression 4 days 22 hr - #1 - All-Regression N/A 23 min (%3]
lcon: SM L
Build Executor Status - Legend [ Atom feed forall [ Atom feed for failures [ Atom feed for just latest builds
1 idie
2 Idle
3 Idle

2. Hover-over logged-in user name and click the down arrow. Click Configure as
shown below.

Figure A-2 Configure Option

_ Q i @ ; . E Iog o

~ Builds
All &‘ My Views

S w Name | Last Success Last Failure 'Q Credentials
J NRF-NewFeatures 4 days 19 hr - #3 All-GEO N/A 3 min 55 sec .._)

NRF-Performance N/A N/A N/A ‘L)
J NRF-Regression 4 days 22 hr - #1 - All-Regression N/A 23 min u;)
lcon: SM L

Legend [EJ Atom feed forall [EY Atom feed for failures [} Atom feed for just latest builds

3. The following screen appears.
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Figure A-3 Logged-in User Detail

Appendix A

@ rfuser 3] log out

Jenkins nrfuser

§ People Full Name

nrfuser

Status
Description

» Builds

M. Configure

& My Views

A, Credentials
API Token

Current token(s)
There are no registered tokens for this user.

Add new Token

Credentials

Credentials are only available to the user they belong to
E-mail

E-mail address | .t ser@oracle.com

Your e-mail address, like joe. chin@sun. com

Extended Email Job Watching
No configuration available

My Views

Default View

(]

The view selected by default when navigating to the user's private views

Notification URL

Default v

Password

Password:

Confirm Password: | .

SSH Public Keys

SSH Public Keys

Session Termination

Terminate All Sessions

Setting for search
Case-sensitivity Insensitive search tool
User Defined Time Zone

Time Zone Default

Page generated:

Jul 23, 2020 2:26:21 PM UTC RESTES

Jenkins 2.235.1

4. In the Password section, enter the new password in the Password and Confirm

Password fields and click Save.

Thus, a new password is set for the user.
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