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What's New in This Guide

ORACLE

This section shares the list of new features introduced in every ATS release. For more
release specific information, you can refer to its release notes.

Release 1.2.2

Following new features are added to ATS 1.2.2 release:

Table Features
e ________________ _______ ________________ |
Feature NRF NSSF Policy SCP UDR
Service Yes No Yes Yes Yes
Mesh
Support
RBAC Same as Same as Enhanced Same as Same as
authorizatio | Previous Previous Policy ATS to | Previous Previous
n Release (Role | Release support Role | Release (Role | Release (Role
Binding) (Cluster Role | Binding from | Binding) Binding)
Binding) this release
onwards.
New Not Applicable | Not Applicable | New test No new test Not Applicable
TestCases cases are cases are
added to added. added.
Jenkins
Pipeline
Release 1.2.1

Following new features are added to ATS 1.2.1 release:

Table Features
. ______________ _________ |
Feature NRF NSSF Policy SCP UDR
Service Yes No No No Yes. It
Mesh includes envoy
Support side car
injection.
RBAC Same as Same as Same as Same as Enhanced
authorizatio | Previous Previous Previous Previous SLF ATS to
n Release (Role | Release Release Release (Role | support Role
Binding) (Cluster Role | (Cluster Role | Binding) Binding from
Binding) Binding) this release
onwards.
New No new test Not Applicable | Not Applicable | Not Applicable | No new test
TestCases | cases are cases are
added to added. added.
Jenkins
Pipeline

ATS Release 1.2.0

Following new features are added to ATS 1.2.0 release:
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Table

Feature

Features

NRF

NSSF

Policy

SCP

UDR

NF Specific
login
support -
Only NF
specific
pipelines are
visible

Yes

Yes

Yes

Yes

Yes

RBAC
authorizatio
n

Role Binding

Cluster Role
Binding

Cluster Role
Binding

Role Binding

Cluster Role
Binding
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Table

(Cont.) Features

Feature NRF NSSF Policy SCP UDR
One-click Yes Yes Yes Yes Yes
start of Example: Example: Example: Example: Example:New
<NF>New- |. New- «  New- «  New- e  New- -Features
feature and Features Features Features Features | One-Click - To
Regression One- One- One- One- run "All"
pipelines for Click - To Click - To Click - To Click - To | testcases in
'All' option run "All" run "All" run "All" run "All" | SLF-
after testcases test cases testcases testcases | NewFeatures
successfully in NRF- in NSSF- in Policy- in SCp- | Pipeline, use
logging into NewFeat NewFeat NewFeat NewFeat | http://
the Jenkins ures ures ures ures fj;:nkll?rfs_nlzz
GUI. pipeline, pipeline, pipeline, pipeline, |-Sv¢ —
use use use use rt>/job/SLF-
http:// http:// http:// http:// B‘S}’I‘fﬁgﬁg‘w
<Jenkins <Jenkins <Jenkins <Jenkins .
IP>:<Je IP>:<Je IP>:<Je IP>:<Je |OPEN \_]enkms
nkins_Po nkins_Po nkins_Po nkins_Po | and click
rt>/job/ rt>/job/ rt>/job/ rt>/job/ | "Build".
NRF- NSSF- Policy- SCP-
NewFeat NewFeat NewFeat NewFeat
ures/ ures/ ures/ ures/
build link build link build link build link
to open to open to open to open
Jenkins Jenkins Jenkins Jenkins
and click and once and click and click
"Build". opened "Build". "Build".
+  Regressi click +  Regressi |+ Regressi
on One- "Build". on One- on One-
Click - To Click - To Click - To
run "All" run "All" run "All"
testcases testcases testcases
in NRF- in Policy- in SCP-
Regressi Regressi Regressi
on on on
pipeline, pipeline, pipeline,
use use use
http:// http:// http://
<Jenkins <Jenkins <Jenkins
_IP>:<Jde _IP>:<Jde _IP>:<Jde
nkins_Po nkins_Po nkins_Po
rt>/job/ rt>/job/ rt>/job/
NRF- Policy- SCP-
Regressi Regressi Regressi
on/build on/build on/build
link to link to link to
open open open
Jenkins Jenkins Jenkins
and click and click and click
"Build". "Build". "Build".
Allows to Yes Yes. Helm 3 is | Yes Yes Yes
deploy ATS supported via
using either workaround
Helm2 or available in
Helm3 helm NSSF ATS
versions Installation
procedure.
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Table (Cont.) Features

o
Feature NRF NSSF Policy SCP UDR

One-time Yes Yes Yes Yes Yes
configuration
on Jenkins
GUI to
execute the
test cases.

No needto | Yes Yes Yes Yes Yes
login to ATS
pod through
CLI. Users
can perform
all
operations
through
Jenkins GUI.

Allows to Yes Yes No No No
execute
Sanity cases
to validate
the NF and
ATS
deployment.

Does not Yes No Yes Yes Yes
display
Skipped
cases in the
console
output when
executing
the cases
using
Single/
Multiple
feature files
option.

The Yes Yes Yes Yes Yes
Documenta
tion section
shows all
the
testcases
according to
the service
operation
supported
by NF.
Default re- 0 0 0 0 2
run count for
failed
scenarios

ORACLE 1
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Table

(Cont.) Features

Feature NRF NSSF Policy SCP UDR
New Provides a Provides a Provides a Provides a Provides a
TestCases | total of 169 total of 150 total of 13 total of 25 total of 45
added to scenarios scenarios scenarios scenarios scenarios
Jenkins clubbed clubbed clubbed clubbed clubbed
Pipeline together in 64 | together in 26 |togetherin5 |togetherin4 [togetherin 4
feature files | feature files | feature files |feature files [ feature files
of NRF ATS - |in NSSF ATS - | of Policy ATS - | of SCP ATS - | of SLF ATS -
1.7.0 New 1.4 New 1.7.1 New 1.7.0 New 1.7.0 New
Feature Feature Feature Feature Feature
pipeline. pipeline. pipeline. pipeline. pipeline.
Previous Provides a Not applicable. | Provides 28 Provides 65 Not applicable.
Release total of 163 This is the first | Feature files in| cases in 9 This is the first
TestCases | scenarios release of PCF- feature files. release of
clubbed NSSF-ATS. Regression UDR-ATS.
together in 80 pipeline.
feature files
of NRF ATS -
1.6.1
Regression
pipeline.
Backward ATS is NOT Not applicable.| ATS is NOT ATS is NOT Not applicable.
Compatibility | backward This is the first | backward backward This is the first
compatible. It | release of compatible. It | compatible. It | release of
means NRF NSSF-ATS. means PCF means SCP UDR-ATS.
ATS-1.6.1 ATS-1.1.0 ATS-1.7.0
will work only will work only | works only
with NRF with PCF with SCP
1.6.1. For NRF 1.6.1. For PCF|1.7.0
1.5.0, user still 1.5.0, user still
need to use need to use
ATS -1.0.0 ATS -1.0.0
version. version.
Supports NF [ Not applicable | Not applicable | Yes. Policy Not applicable | Not applicable
with TLS ATS supports
Enabled Policy with
(server side) TLS Enabled
and (server side)
Disabled and Disabled
mode mode
Test cases | Yes Not applicable | Yes Yes Not applicable
delivered in
ATS
Release
1.0.0 and
1.1.0 are
added to its
respective
Regression
Pipeline.
User can
run any
pipeline but
not parallel.
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Understanding Automated Testing Suite

(ATS)

In this chapter, you will get an overview about ATS, its need and its features.

Automated Testing Suite Overview

Automated Testing Suite (ATS) allows you to execute software test cases using an
automated testing tool and then, compares the actual results with the expected or
predicted results. In this process, there is no intervention from the user.

ATS for 5G Network Functions

For 5G Network Functions (NFs), ATS is built using Oracle Linux 7-slim as the base
image. Jenkins is a part of the ATS image and it provides a GUI interface to the users
to test either a single NF or multiple NFs independently in the same environment.

Along with the NF docker images, user are provided with the ATS image, simulator
images, and test cases for the specific NF. All these are handed over to the customer
as a fully automated suite so that they can directly perform Lab deployment and
testing. You can combine it with any other Continuous Integration (CI) pipeline with
minimal changes. Since, 5G ATS uses Jenkins as GUI.

Why Automated Testing Suite in 5G NFs?

Through Automated Testing Suite (ATS), Oracle Communications aims at providing an
end-to-end solution to its customers for deploying and testing its 5G-NFs.

This guide covers implementation of ATS in 5G NFs like,
*  Network Repository Function (NRF)

*  Policy Control Function (PCF)

e Service Communication Proxy (SCP)

* Network Slice Selection Function (NSSF)

* Unified Data Repository (UDR)

ATS Features

ORACLE

The ATS features are as follows:

* Provides an end-to-end solution to the customers for testing Oracle
Communications 5G-NFs. The ATS package includes:

— Test scripts and docker images of test container.

*  The docker images have complete framework and libraries installed,
which is common for all NFs working with BDD framework.

1-1



Chapter 1
Deployment Model (In-Cluster)

— Docker image of HTTP Server simulator
— Helm chart to deploy the ATS (delivered as a tar file)
— Readme text file (.txt file)

* Enables all the NF teams with the basic environment, framework and a GUI
(Jenkins) to execute all the functional test cases.

Deployment Model (In-Cluster)

According to In-Cluster deployment model, ATS can co-exist in the same cluster
where the NFs are deployed. This deployment model is useful for In-Cluster testing.

# Note:
The ATS 1.2.1 package supports in-cluster deployment.

Figure 1-1 In-Cluster Deployment Model

ATS for 5G - Deployment Model- (In-Cluster Test Execution)

K8s Cluster

B;D

o

Behave usiﬁg Python Grafana

Elastic Search

" Note:

GO Language is used to create stubs for Policy ATS and SCP ATS.

ORACLE" 1-2



NF ATS Installation Procedure

NRF ATS

ORACLE

In this chapter, you will learn to install ATS for different network function platforms like,

NRF
NSSF
Policy
SCP
SLF

Installation Procedure

The NRF ATS installation procedure covers three steps:

1.
2.
3.

Locating and downloading ATS and Simulator Images
Preparing to deploy ATS and Stub Pod in Kubernetes Cluster
Deploying ATS and Stub Pod in Kubernetes Cluster

Locating and Downloading ATS Images

The steps to locate and download ATS Images are as follows:

P @ NP

a

© ® N9

11.

Login to My Oracle Support using the appropriate credentials.
Select Patches & Updates tab.
In the Patch Search console, select Product or Family (Advanced) tab.

Enter Oracle Communications Cloud Native Core - 5G in Product field and select
the product from the Product drop-down.

Select Oracle Communications Cloud Native Core Network Repository Function
<release_number> in Release field.

Click Search. The Patch Advanced Search Results list appears.
Select the required ATS patch from the list. The Patch Details window appears.
Click Download. The File Download window appears.

Click the <p******** <release_number>_Tekelec>.zip file.

. Extract the ATS release package zip file to download the ATS images to the

system where network function must be installed.

The ocat s-nrf directory has following files:

ocats-nrf-tool s-pkg-1.7.2.0.0.tgz

ocat s-nrf-tool s-pkg-1.7.2.0.0- README. t xt
ocats-nrf-customconfigtenplates-1.7.2.0.0.zip
ocat s-nrf-customconfigtenplates-1.7.2.0.0- READVE. t xt

2-1
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12.

13.

14.

Chapter 2
NRF ATS Installation Procedure

The ocat s-nrf-tool s-pkg-1.7.2.0.0-README. t xt file contains all the information
required for the package.

The ocat s-nrf-tool s-pkg-1.7.2.0.0.tgz file has following images and charts
packaged as tar files:

ocats-nrf-tool s-pkg-1.7.2.0.0.tgz

| _ _ocats-nrf-pkg-1.7.2.0.0.tgz
| |- ocats-nrf-1.7.2.tgz (Hel m Charts)

| |- ocats-nrf-imge-1.7.2.tar (Docker

| mages)
| l__ _ _ __ OCATS- NRF- Readne. t xt
I
|~ _ocstub-python-pkg-1.7.2.0.0.tgz
|- ocstub-1.7.2.tgz (Hel m Charts)
|- ocst ub- pyt hon-image-1. 7. 2. tar (Docker
| mages)

| OCSTUB- PYTHON- Readne. t xt

In addition to the above images and charts, the ocats-nrf-custom-
configtemplates-1.7.2.0.0.zip file is also there in the same location. The ocats-
nrf-custom-configtemplates-1.7.2.0.0-README.txt file contains the information
about the content of this zip file. The content of the zip file is as follows:

ocats-nrf-customconfigtenplates-1.7.2.0.0.zip

| _ _ _ocats-nrf-customvalues.yam (Customvalues file for
install ation)

| _ _ _ocats-nrf-customserviceaccount.yanl (Tenplate to
create custom service account)

| _ _ _ocstub-python-custom val ues.yam (Customvalues file
for stub installation

The user can copy the tar file from here to the OCCNE/OCI/Kubernetes cluster
where they want to deploy ATS.

2-2
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Preparing to Deploy ATS and Stub Pod in Kubernetes Cluster

The steps to deploy ATS and Stub Pod in Kubernetes Cluster are as follows:

1.

Execute the following command to extract tar file content.
tar -xvf ocats-nrf-tools-pkg-1.7.2.0.0.tgz

The output of this command is:

9

ocats-nrf-pkg-1.7.2.0.0.tgz
7.2.0.0.t9z

ocst ub- pyt hon- pkg- 1.

Execute the given command to extract final helm charts and docker images of
ATS.
tar -xvf ocats-nrf-pkg-1.7.2.0.0.t9z

The output of this command is:

ocats-nrf-imge-1.7.2. tar
ocats-nrf-1.7.2.tgz
COCATS- NRF- Readne. t xt

" Note:

The OCATS- NRF- Readne. t xt file contains all the information required for
the package.

Execute the following command to untar the ocstub package .
tar -xvf ocstub-python-pkg-1.7.2.0.0.t9z

The output of this command is:

ocst ub- pyt hon-image-1.7. 2. tar
ocst ub-python-1.7.2.tgz
OCSTUB- PYTHON- Readne. t xt

Execute the following command to extract the content of the custom values file:
unzi p ocats-nrf-customconfigtenplates-1.7.2.0.0.zip

The output of this command is:

ocat s-nrf-customval ues.yam (Customyanm file for deployment of
OCATS- NRF)

ocat s-nrf-custom servi ceaccount.yam (Customyam file for service
account creation to help customer if required)

ocst ub- pyt hon- cust om val ues. yam (Customyanm file for depl oyment
of OCSTUB- PYTHON)

In your cluster, load the ATS docker image, 'ocat s-nrf-image-1.7. 2. tar'and
Stub docker image, 'ocst ub- pyt hon-i nage- 1. 7. 2. t ar' and push it to your registry.

docker load -i ocats-nrf-imge-1.7.2.tar
docker push <registry>/ocats-nrf:1.7.2

2-3
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docker load -i ocstub-python-imge-1.7.2.tar
docker push <registry>/ocstub-python:1.7.2

Update the image name and tag in the ocat s- nrf - cust om val ues. yani and
ocst ub- pyt hon- cust om val ues. yan file as required.

For this, you need to open the ocat s- nr f - cust om val ues. yam and ocst ub-
pyt hon- cust om val ues. yanl file and update the i nage. repository and

i mge.tag

ATS supports static port. By default, this feature is not available. To enable this
feature:

* In the ocats-nrf-custom-values.yaml file under service section, set the
staticNodePortEnabled parameter value to 'true' and staticNodePort
parameter value with valid nodePort.

* A sample screen is given below:

Figure 2-1 ocats-nrf-custom-values.yaml - service section

Enabling Service Mesh for ATS

# Note:

This procedure is applicable only if you want to enable service mesh.

To enable service mesh for ATS, perform the following steps:

1.

If the service mesh is not enabled at the global level for the namespace, execute
the following command to enable it before deploying ATS.

kubect!| |abel --overwrite nanmespace <namespace_name> istio-
i nj ecti on=enabl ed

Example
kubect!| |abel --overwite namespace ocnrf istio-injection=enabled
Under the service section of the ocats-nrf-custom-values.yaml file , set the

serviceMeshCheck parameter true. By default, this parameter is set to false. A
shippet of service section in the yaml file is given below:

2-4
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Figure 2-2 Enabling Service Mesh

Deploying ATS and Stub Pod in Kubernetes Cluster

# Note:

It is important to ensure that all the three components; ATS, Stub and
NRF are in the same namespace.

You need two Stubs for the NRF tests to be executed. The service name for the stubs
should be notify-stub-service and notify-stub-service02.

ATS and Stub supports Helm2 and Helm3 for deployment.

If the namespace does not exists, execute the following command to create a
namespace:

kubect| create nanespace ocnrf

Using Helm 2 for ATS:

helminstall ocats-nrf-1.7.2.tgz --name <rel ease_name> --nanespace
<namespace_name> -f <val ues-yam -file>

For example -
helminstall ocats-nrf-1.7.2.tgz --name ocats --nanespace ocnrf -f
ocat s-nrf-cust omval ues. yam

Using Helm 2 for Stubs:

helminstall ocstub-python-1.7.2.tgz --set service. nane=<st ub-servi ce-
name>

--name <rel ease_name> --nanespace <namespace_name> -f <val ues-yamn -
file>

For example -

helminstall ocstub-python-1.7.2.tgz --set service.nanme=notify-stub-
service --nane

ocstub --namespace ocnrf -f ocstub-python-custom val ues. yan
helminstall ocstub-python-1.7.2.tgz --set service. nanme=notify-stub-
service02 --nane

ocstubl --nanespace ocnrf -f ocstub-python-custom val ues. yan

2-5
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Using Helm 3 for ATS:

hel 8 install -nane <rel ease nane> ocats-nrf-1.7.2.tgz --namespace
<nanespace_nane> -f <val ues-yam -file>

Example:hel n8 install -name ocats ocats-nrf-1.7.2.tgz --namespace ocnrf
-f ocats-nrf-customval ues. yan

Using Helm 3 for Stubs:

hel 8 install -nane <rel ease _nane> ocstub-python-1.7.2.tgz --set
servi ce. name=<st ub- servi ce-nanme> --nanespace <namespace_name> -f <val ues-
yam -file>

Example: hel 8 install -nane ocstub ocstub-python-1.7.2.tgz --set
service. name=notify-stub-service --nanmespace ocnrf -f ocstub-python-
cust om val ues. yam

hel 8 install -nane ocstubl ocstub-python-1.7.2.tgz --set
service. name=noti fy-stub-servi ce02 --namespace ocnrf -f ocstub-python-
cust om val ues. yan

Execute the following command to verify ATS deployment.
hel m stat us <rel ease_nane>

Once ATS and Stub are deployed, execute the following command to check the pod
and service deployment.

Checki ng Pod Depl oynent:
kubect| get pod -n ocnrf
Checking Service Depl oynment:
kubect| get service -n ocnrf

Figure 2-3 Checking Pod and Service Deployment without Service Mesh

If ATS is deployed with side car of service mesh, you need to ensure that both ATS
and Stub pods have 2 containers in ready state and shows "2/2". A sample screen is
shown below:
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Figure 2-4 ATS and Stub Deployed with Service Mesh

NSSF ATS Installation Procedure

The NSSF ATS installation procedure covers two steps:

1.
2.

Locating and downloading ATS and Simulator Images

Deploying ATS and Stub Pod in Kubernetes Cluster as per NSSF

Locating and Downloading ATS Images

1
2
3.
4

o

© ® N ©

11.

ORACLE

Login to My Oracle Support using the appropriate credentials.
Select Patches & Updates tab.
In the Patch Search console, select Product or Family (Advanced) tab.

Enter Oracle Communications Cloud Native Core - 5G in Product field and select
the product from the Product drop-down.

Select Oracle Communications Cloud Native Core Network Slice Selection
Function <release_number> in Release field.

Click Search. The Patch Advanced Search Results list appears.
Select the required ATS patch from the list. The Patch Details window appears.
Click Download. The File Download window appears.

Click the <p******** <release_number>_Tekelec>.zip file.

. Extract the ATS release package zip file to download the ATS images to the

system where network function must be installed.
The ocat s- nssf directory has the following files:
e ocats-nssf-tool s-pkg-1.4.0.0.tgz

e ocats-nssf-tool s-pkg-1.4.0.0- README. t xt

# Note:

The ocat s- nssf-t ool s- pkg- 1. 4. 0. 0- README. t xt file contains all
the information required for the package.
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The ocat s- nssf -t ool s- pkg- 1. 4. 0. 0- README. t xt file contains all the information
required for the package.

The ocat s- nssf -t ool s- pkg- 1. 4. 0. 0. t gz file has the following images and charts
packaged as tar files:

ocat s-nssf-tool s-pkg-1.4.0.0.tgz

__ocats-nssf-pkg-1.4.0.0.t9gz

______ ocats-nssf-1.4.tgz (Hel mCharts)

| _ _ _ _ _ ocat s-nssf-image-1.4.tar (Docker |mages)
| Readne. t xt

The user can copy the tar file from here and copy in their OCCNE/OCI/Kubernetes
cluster where they want to deploy ATS.

Deploying ATS in Kubernetes Cluster

The steps to deploy ATS in Kubernetes Cluster are as follows:

1.

Execute the following command to extract tar file content:
tar -xvf ocats-nssf-tools-pkg-1.4.0.0.t9z

The output of this command is:
ocats-nssf-pkg-1.4.0.0.tgz

Execute the following command to extract final helm charts and docker images of
ATS:
tar -xvf ocats-nssf-pkg-1.4.0.0.t9z

The output of this command is:
ocats-nssf-inmage-1.4.tar ocats-nssf-1.4.tgz
Readne. t xt

In your cluster, load the ATS image, 'ocat s- nssf - i mage- <versi on>. tar' and push
to your registry.
docker load -i ocats-nssf-inage-<version>.tar

a. Execute the following command to grep the image.
docker images | grep ocats-nssf

b. Copy the Image ID from the output of the grep command and change the tag
to your registry.
Example:

docker tag <lmage | D> <your-registry-nane/ocats-nssf:<tag>>
docker push <your-registry-nane/ocats-nssf: <tag>>

Untar the helm charts, ocat s- nssf - <versi on>.t gz
tar -xvf ocats-nssf-<version>. tgz

Update the image name and tag in the ocat s- nssf/ val ues. yanl file as required.
For this, you need to open the val ues. yan file and update the i mage. repository
and i mage. t ag.

ATS supports static port. By default, this feature is not available. To enable this
feature:
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* In the ocats-nssflvalues.yaml file under service section, set the value of
staticNodePortEnabled parameter as true and provide a valid nodePort
value for staticNodePort.

* A sample screen is given below:

Figure 2-5 ocats-nssflvalues.yaml - service section

Deploy ATS using the updated helm charts after performing the previous step 5.
hel minstall ocats-nssf --nane <rel ease_nanme> --nanmespace
<nanespace_nane> -f ocats-nssf/val ues. yam

Example: hel minstal | ocats-nssf --nane ocats --nanespace ocnssf -f
ocat s-nssf/val ues. yam

If this command returns an error like, <Error: validation failed: unable
to recognize "": no matches for kind "Deployment” in version "apps/
vlbet a2" > then, open the t enpl at e/ depl oynent . ynl file and change the
apiVersoin to apiVersion: appsi/vi.

Execute the following command to verify the ATS deployment:
hel m status <rel ease_nane>

A sample screen showing ATS Helm release is given below:
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Figure 2-6 ATS Helm Release

[root@master ~]# helm status ocatsl
LAST DEPLOYED: Mon Jun 8 07:46:51 2020
NAMESPACE: ocatsl

STATUS: DEPLOYED

RESOURCES:

==> y1l/ClusterRole

NAME
ocatsl-ocatsl-ocatsl-ocats-nssf-clusterrole

==> vl/Pod(related)
NAME AGE
ocatsl-ocats-nssf-675c¢6c4967-gbkvt 4d3h

==> yl/Service
NAME AGE
ocatsl-ocats-nssf 4d3h

==> yl/ServiceAccount
NAME

ocatsl-ocatsl-ocatsl-ocats-nssf-serviceaccount

==> vlbetal/ClusterRoleBinding
NAME

Chapter 2
Policy ATS Installation Procedure

AGE
4d3h

AGE
4d3h

AGE

ocatsl-ocatsl-ocatsl-ocats-nssf-clusterrolebinding

ELEL

==> vlbeta2/Deployment
NAME AGE
ocatsl-ocats-nssf 4d3h

NOTES:
# Copyright 2018 (C), Oracle and/or its affiliates. All rights reserved.
Thank you for installing ocats-nssf.

Your release is named ocatsl , Release Revision: 1.
To learn more about the release, try:

$ helm status ocatsl
$ helm get ocatsl

[root@master ~]# kubectl get po -n ocatsl
NAME READY
ocatsl-ocats-nssf-675¢c6c4967-gbkvt 1/1
[root@master ~]# kubectl get svc -n ocatsl
NAME TYPE CLUSTER-IP
ocatsl-ocats-nssf LoadBalancer

[root@master ~]#

STATUS
Running 1

RESTARTS AGE
4d3h

EXTERNAL-IP
<pending>

PORT(S)
8080:32013/TCP

Policy ATS Installation Procedure

The Policy ATS installation procedure covers two steps:

1. Locating and downloading the ATS images.
2. Deploying ATS images.

This includes installation of stubs (nflstub, nf2stub and nf3stub) and ATS in Policy's
namespace. The release of ATS supports in-cluster deployment of Policy and ATS with
both TLS (server side) enabled and disabled mode.

" Note:

Restart the Nrf-client pod of Policy for UDR and CHF discovery as part of
each test case.
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Locating and Downloading ATS Images

To locate and download the ATS Images:

1.
2
3.
4

o

© © N 9

11.

12.

13.

Login to My Oracle Support using the appropriate credentials.
Select Patches & Updates tab.
In the Patch Search console, select Product or Family (Advanced) tab.

Enter Oracle Communications Cloud Native Core - 5G in Product field and select
the product from the Product drop-down.

Select Oracle Communications Cloud Native Core Policy Control Function
<release_number> in Release field.

Click Search. The Patch Advanced Search Results list appears.
Select the required ATS patch from the list. The Patch Details window appears.
Click Download. The File Download window appears.

Click the <p****+++* <release_number>_Tekelec>.zip file.

. Extract the ATS release package zip file to download the ATS images to the

system where network function must be installed.
The ocat s- pol i cy directory has following file:
e ocats-policy-tools-1.7.4.0.0.tgz

The ocat s-pol i cy-tool s-1.7.4.0.0.tgz file has following images and charts
packaged as tar files:

ocats-policy-tools-1.7.4.0.0.t9z

|

| _ocats-policy-pkg-1.7.4.0.0.tgz

| |- ocats-policy-1.7.4.tgz (Hel m Charts)

| |- ocats-policy-imges-1.7.4.tar (Docker |nages)

| _ocstub-pkg-1.1.0.0.0.tgz
| ocstub-go-1.1.0.tgz(Hel m Charts)
|- ocst ub-go-image-1.1.0.tar (Docker |mages)

The user can copy the tar file from here to their Kubernetes cluster where, they
want to deploy ATS.

Deploying ATS in Kubernetes Cluster

To deploy ATS in Kubernetes Cluster:

1.

Execute the following command to extract the tar file content:
tar -xvf ocats-policy-tools-1.7.4.0.0.t9z
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The output of this command is:

ocats-policy-pkg-1.7.4.0.0.t9z
ocstub-pkg-1.7.4.0.0.tgz

2. Gototheocats-policy-tools-1.7.4.0.0 folder and execute the following
command to extract the final helm charts and docker images of ATS.
tar -xvf ocats-policy-pkg-1.7.4.0.0.t9z

The output of this command is:

ocats-policy-1.7.4.tgz
ocats-policy-imge-1.7.4.tar

3. Inyour cluster, execute the given command to load the ATS image.
docker load --input ocats-policy-imge-1.7.4.tar

4. Execute the following commands to tag and push the ATS images

docker tag ocatspolicy:1.7.4 <registry>/ocatspolicy:1.7.4
docker push <registry>/ocatspolicy:1.7.4

Example:

docker tag ocats-policy-imges:1.7.4 |ocal host: 5000/ ocats-policy-
imges:1.7.4
docker push I ocal host: 5000/ ocats-policy-imges:1.7.4

5. Untar the helm charts, ocats-policy-1.7.4.tgz
tar -xvf ocats-policy-1.7.4.t9z

6. Update the registry name, image name and tag in the ocat s- pol i cy/ val ues. yam
file as required.
For this, you need to open the val ues. yanl file and update the i mage. repository
and i nage. t ag

7. ATS supports static port. By default, this feature is not available. To enable this
feature:

* In the ocats-policylvalues.yaml file under service section, set the value
of staticNodePortEnabled parameter as true and provide a valid nodePort
value for staticNodePort.

* A sample screen is given below:

Figure 2-7 ocats-policylvalues.yaml-service section

service:
type: LoadBalancer

port: "8080"
staticNodePortEnabled:

"

staticNodePort:

8. To enable service mesh feature:
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a. Under the service section of the values.yaml file, there is a parameter,
'serviceMeshCheck'. By default, this feature is set to false. To get ASM
support, set this parameter to true. A snippet of service section in the yaml file
is shown below:

Figure 2-8 Service Mesh Check Enabled

LoadBalancer

b. If you do not enable ASM at global level for the namespace, then execute the
following command to enable it before deploying the ATS.
kubect| label --overwite namespace <namespace_name> istio-
i nj ecti on=enabl ed

Example: kubect| |abel --overwite namespace ocpcf istio-
i nj ecti on=enabl ed

9. Deploy ATS using the updated helm charts (refer to step 5 for helm charts).

< Note:

You need to ensure that all the three components ATS, Stub and PCF
are deployed in the same namespace.

Using Helm 2 hel minstal | ocats-policy --name <rel ease_name> --
namespace <namespace_nanme> -f ocats-policy/val ues. yan

Example: hel minstall ocats-policy --name ocats --nanespace ocpcf -f
ocat s- pol i cy/val ues. yan

Using Helm 3 hel nB install -name <rel ease_nane> ocats-policy-1.7.4.tgz
--namespace <nanespace_nane> -f <val ues-yanm -file>

Example: hel 8 install -nanme ocats ocats-policy-1.7.4.tgz --nanespace
ocpcf -f ocats-policy/val ues.yan

10. Execute the following command to verify ATS deployment.
hel m status <rel ease_nane>

Figure 2-9 Verifying ATS Deployment in Policy Namespace

[cloud-user@latform-bastion-1 ocats-policyl$ helm3 1s -n ocpcf
NAMESPACE REVISION UPDATED STATUS CHART APP VERSION

ocpef i 2020[-09-04 06:48:21.535721294 +0000 UTC deployed ocats-policy-1.7.4

Deploying Stub Pod in Kubernetes Cluster

To deploy Stub Pod in Kubernetes cluster:
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1. Gotothe ocats-policy-tools-1.7.4.0.0 folder and execute the command to
extract the ocstub tar file content.
tar -xvf ocstub-pkg-1.1.0.0.0.tgz

The output of this command is:
ocstub-go-1.1.0.tgz
ocst ub-go-images-1.1.0.tar

2. Inyour cluster, execute the following command to load the STUB image and then,
push it to your registry.
docker load --input ocstub-go-inage-1.1.0.tar

3. Untar the helm charts, ocst ub-go- 1. 1. 0. t gz.
tar -xvf ocstub-go-1.1.0.tgz

4. Update the registry name, image name and tag (if required) in the ocst ub- go/
val ues. yam file as required.
Open the values.yaml file and update the i mage. reposi tory and i mage. t ag

5. If required, change the api Ver si on to apps/ v1 in the ocstub-go/templates/
deployment.yaml file as shown below.
api Version: apps/vl

6. Deploy Stub.
Using Helm 2: hel minstal |l ocstub-go --set service. nane=<service> --
name <name> --namespace <nanespace_nane> -f ocstub-go/ val ues. yan

Example:

helminstall ocstub-go --set service.name=nflstub --name nflstub
--nanespace ocats -f ocstub-go/val ues. yan

helminstall ocstub-go --set service.name=nf2stub --name nf2stub
--nanespace ocats -f ocstub-go/val ues. yan

helminstall ocstub-go --set service.name=nf3stub --name nf3stub
--nanespace ocats -f ocstub-go/val ues. yan

Using Helm 3:hel nB install -nane <rel ease_nane> ocstub-go-1.1.0.tgz
--set service. name=<st ub- servi ce- nane> --nanespace <nanespace_nane> -f
<val uesyam -fil e>

Example:

hel n8 install -nanme nflstub ocstub-go-1.1.0.tgz --set
servi ce. name=nf 1st ub
--nanespace ocats -f ocstub-go/val ues. yan

hel n8 install -nanme nf2stub ocstub-go-1.1.0.tgz --set
servi ce. name=nf 2st ub
--nanespace ocats -f ocstub-go/val ues. yan

hel n8 install -nanme nf3stub ocstub-go-1.1.0.tgz --set

servi ce. name=nf 3st ub
--nanespace ocats -f ocstub-go/val ues. yan
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Figure 2-10 Stub - Checking Helm Status

[cloud-user@latform-bastion-1 ocstub-go]$ helm3 1s -n ocpcf
IAME NAMESPACE REVISION UPDATED STATUS CHART APP VERSION
flstub ocpcf 2020-09-04 06:49:51.966839838 +0000 UTC deployed ocstub-g

f2stub ocpcf 2020-09-04 06:50:10.215324166 +0000 UTC deployed ocstub-g 1.0
f3stub ocpcf 2020-09-04 06:50:21.957163055 +0000 UTC deployed ocstub-g 0

7. Similarly, execute the following commands to install all the stubs.
helminstall ocstub-go --set service.nane=nf2stub --nane nf2stub --
namespace ocats -f ocstub-go/val ues. yam

helminstall ocstub-go --set service.nanme=nf3stub --nane nf3stub --
namespace ocats -f ocstub-go/val ues. yam

8. Execute the following command to check the Stub deployment.
hel m stat us <rel ease_nane>

A sample screen showing stubs deployment is given below:

Figure 2-11 Stubs After Installation

[cloud-user@latform-bastion-1 ocstub-go]l$ kubectl get po -n ocpcf
AME READY  STATUS RESTARTS
flstub-ocstub-go-6546d7967-5z7hd 1/1 Running 0

f2stub-ocstub-go-58fc47f7d4-8lhhv 1/1 Running ©
f3stub-ocstub-go-6b468d99bf-qgbsjv 1AL Running ©

Figure 2-12 Policy Namespace

[cloud-user@latform-bastion-1 ocstub-go]$ kubectl get po -n ocpcf

JAME READY  STATUS RESTARTS  AGE
1flstub-ocstub-go-5d85b7c465-71xr9 2/2 Running
1f2stub-ocstub-go-6d87d6cf54 -cpkkd 2/2 Running
1f3stub-ocstub-go-7c88878967 -nd2wl 2/2 Running
dcats-ocats-policy-746168cb76-x24w7 2/2 Running
scfaspen-appinfo-77d786998d-jpfzr 2/2 Running
scfaspen-oc-binding-d7d467b69-zjp5w 2/2 Running
scfaspen-oc-diam-gateway-0 2/2 Running
scfaspen-occnp-config-server-544c46b4b5-gx 2/2 Running
scfaspen-occnp-egress-gateway-99d4b6dfb-7gwdc 2/2 Running
acfaspen-occnp-ingress-gateway-554967865c-4r2bz 2/2 Running
acfaspen-occnp-nrf-client-nfdiscovery-8694db989d-qtéds 2/2 Running
scfaspen-occnp-nrf-client-nfmanagement-5976b77c96-pz82x 2/2 Running
scfaspen-ocpm-audit-service-5565¢ ff8b6-pmktj 2/2 Running
scfaspen-ocpm-cm-service-5798888f9-mnfcp 2/2 Running
acfaspen-ocpm-pre-59688db78b-7tg94 2/2 Running
scfaspen-ocpm-pre-test-5b48c55dc4 -vk8mn 2/2 Running
acfaspen-ocpm-queryservice-6cc97646cd-5dvv]j 2/2 Running
ascfaspen-pcf-amservice-95cf56¢5-q89mc 2/2 Running
scfaspen-pcf-diam-connector-768695f7cd-2294g 2/2 Running
scfaspen-pcf-smservice-767¢545f58-6n7tn 2/2 Running
scfaspen-pcf-ueservice-78414475f9-fjc99 272 Running
scfaspen-pcf-userservice-5b5f886964-z 52 (2 Running
acfaspen-pcrf-core-6b66bbccbf-vwljf Qa a & & |:)’2 Running
ycfaspen-performance-9c74b84c5-s6nfx 2/2 Running

0
]
0
]
(]
0
0
]
0
]
0
0
0
0
0
0
0
1
0
1
1
1
0
0

Installation Procedure

The SCP ATS installation procedure covers two steps:

1. Locating and downloading the ATS images.

2. Deploying ATS images.
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Locating and Downloading ATS Images

The steps to locate and download ATS Images are as follows:

1
2
3.
4

o

© © N 9

11.

ORACLE

Login to My Oracle Support using the appropriate credentials.
Select Patches & Updates tab.
In the Patch Search console, select Product or Family (Advanced) tab.

Enter Oracle Communications Cloud Native Core - 5G in Product field and select
the product from the Product drop-down.

Select Oracle Communications Cloud Native Core Service Communication Proxy
<release_number> in Release field.

Click Search. The Patch Advanced Search Results list appears.
Select the required ATS patch from the list. The Patch Details window appears.
Click Download. The File Download window appears.

Click the <p****+++* <release_number>_Tekelec>.zip file.

. Extract the ATS release package zip file to download the ATS images to the

system where network function must be installed.

The ocat s- scp directory has following files:

ocat s-scp-pkg-1.7.3.0.0.tgz

ocat s-scp- pkg-1. 7. 3. 0. 0- README. t xt
ocat s- scp- cust om confi gt enpl at es- 1.
ocat s- scp- cust om confi gt enpl at es- 1.

.Zip
-readne. t xt

~ ~
oo

.3.0.
.3.0.

" Note:

The ocat s-scp-pkg-1. 7. 3. 0. 0- README. t xt file contains all the
information required for the package.

The ocat s-scp-pkg-1. 7. 3. 0. 0. t gz file has following images and charts
packaged as tar files:

ocat s-scp-pkg-1.7.3.0.0.tgz

|~ _ocats-scp-pkg-1.7.3.0.0.tgz
| |\ ocats-scp-1.7.3.tgz (Hel m Charts)

| |\ ocat s-scp-imges-1.7.3.tar (Docker

| | Readne-internal . txt
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The ocat s- scp- cust om confi gt enpl at es- 1. 7. 3. 0. 0. zi p file has following
images and charts packaged as tar files:

ocat s-scp-custom configtenpl ates-1.7.3.0.0.zip

|l ocat s- scp- cust om servi ceaccount- 1. 7. 3. yan
(Tenplate to create custom service account)

|l ocats_scp_values_1.7.3.yam (Custom val ues
file for installation)

The user can copy the tar file from here to their kubernetes cluster where, they
want to deploy ATS.

Deploying ATS in Kuberbetes Cluster

The steps to deploy ATS in Kubernetes Cluster are as follows:

¢ Note:

Deploy ATS and SCP in the same namespace.

" Note:

ATS is deployed with role binding by default instead of cluster role binding.

Execute the following command to extract the tar file content.
tar -xvf ocats-scp-pkg-1.7.3.0.0.t9z

The output of this command is:
ocats-scp-1.7.3.tgz

ocats-scp-imges-1.7.3.tar
Readme-internal .t xt

The ocat s- scp-images- 1. 7. 3. tar file contains ocats-scp:1.7.3 (ATS Image) and
ocats-gostub:1.7.3 (stub image).

In your cluster, execute the given command to load the ATS image and then, push
it to your registry.
docker load --input ocats-scp-inmges-1.7.3.tar

Execute the following command to extract the zip file content.

Unzi p "ocats-scp-customconfigtenplates-1.7.3.0.0.zip"

The output of this command is:

ocats_scp_values_1.7.3.yan
ocat s- scp- cust om servi ceaccount- 1. 7. 3. yam
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Update the image name and tag in the ocats_scp_values_1.7.3.yaml file as
required.

For this, you need to open the ocats_scp_val ues_1. 7. 3. yanl file and update the
i mage. repository andi mage. tag

ATS supports static port. By default, this feature is not available. To enable this
feature:

* Inthe ocats_scp_values_1.7.3.yaml file under service section, set the value
of staticNodePortEnabled parameter as true and provide a valid nodePort
value for staticNodePort.

* A sample screen is given below:

Figure 2-13 ocats_scp_values_1.7.3.yaml - service section

# Note:
You can enable static node port at the time of deployment.
The IbDeployments section of the helm deployment file in SCP ATS is updated
with following annotations, wherein

e 8080 port is added to open ATS Jenkins GUI
traffic.sidecar.istio.iolexcludel nboundPorts: "8080"

e 8091 port is added to fetch soothsayer pod metrics
traffic.sidecar.istio.iolexcludeQutboundPorts: "8091"

¢ Note:
THE ATS USER SHOULD NOT MODIFY THESE PORTS.
Execute the following command to deploy ATS.

Using Helm 2: hel n2 install ocats-scp-1.7.3.tgz --name <rel ease_nanme>
--namespace <nanespace_nane> -f ocats_scp_values_1.7. 3. yan

Example: hel n2 install ocats-scp-1.7.3.tgz --name ocats-scp --
namespace scpsvc-f ocats_scp_values_1.7.3.yam

Using Helm 3: hel nB install <rel ease_name> ocats-scp-1.7.3.tgz -n
<nanespace_nane> -f ocats_scp_val ues_1.7.3.yanl

Example: hel B install ocscp-ats ocats-scp-1.7.3.tgz -n scpsvc -f
ocats_scp_val ues_1.7.3.yan
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< Note:

If you have two Helm versions on your system then, you have to specify
version number in the Helm commands you are executing. If there is
only one Helm version then there is no need to mention version number.

Verify ATS deployment by executing the given command.
hel "8 status <rel ease_name> -n <nanmespace_name>

Figure 2-14 Helm Status Image

NAME: ocscpats

LAST DEPLOYED: Thu Sep 3 12:45:09 2020

NAMESPACE: oracle-scp-namespace

STATUS: deployed

REVISION: 1

TEST SUITE: None

NOTES:

# Copyright 2018 (C), Oracle and/or its affiliates. A1l rights reserved.

Thank you for installing ocats-scp.

Your release is named ocscpats , Release Revision: 1.
To learn more about the release, try:

$ helm stat

¢ halm gat
root@bastio :/var/lib/asm_deployment/ats-scp/1.7.3_Tobedelete/ocats-scp-custom-configtemplates-1.7.3 $ ks get svc | |grep oc
scpats
ocscpats-ocats-scp LoadBalancer 61 <pending>

8080:31745/TCP 19h

root@astion-1-puma:/var/lib/asm_deployment/ats-scp/1.7.3_Tobedelete/ocats p-custom-configtemplates-1.7.3 $ ks get pods | grep o
cscpats
ocscpats-ocats-scp-74bf844b9f-stx97 2/2 Running © 1%

SLF ATS Installation Procedure

The SLF ATS installation procedure covers two steps:

ORACLE

1.
2.

Locating and downloading the ATS images.

Deploying ATS images.

Locating and Downloading ATS Images

The steps to locate and download ATS Images are as follows:

1.
2
3.
4

o

© ®» N 9

Login to My Oracle Support using the appropriate credentials.
Select Patches & Updates tab.
In the Patch Search console, select Product or Family (Advanced) tab.

Enter Oracle Communications Cloud Native Core - 5G in Product field and select
the product from the Product drop-down.

Select Oracle Communications Cloud Native Core Unified Data Repository
<release_number> in Release field.

Click Search. The Patch Advanced Search Results list appears.
Select the required ATS patch from the list. The Patch Details window appears.
Click Download. The File Download window appears.

Click the <p***++++* <release_number>_Tekelec>.zip file.

. Extract the ATS release package zip file to download the ATS images to the

system where network function must be installed.
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11. The ocats_sl f directory has following files:

ocats-slf-pkg-1.7.1.0.0.tgz
|- _ ocats-slf-1.7.1.tgz (Hel m Charts)

| ocats-slf-imges-1.7.1.tar (Docker Inages)

The user can copy the tar file from here to their kubernetes cluster where they
want to deploy ATS.

Preparing to Deploy ATS in Kuberbetes Cluster

The steps to deploy ATS in Kubernetes Cluster are as follows:

< Note:

Deploy ATS and SLF in the same namespace.

Execute the following command to extract the tar file content.
tar -xvf ocats-slf-pkg-1.7.1.0.0.tgz

The output of this command is:

ocats-slf-1.7.1.tgz
ocats-slf-images-1.7.1.tar

The ocat s-sl f-images-1.7. 1. tar file contains ocats-slf-images-1.7.1 (ATS
Image).

In your cluster, execute the given command to load the ATS image.
docker load --input ocats-slf-imges-1.7.1. tar

Execute the following command to tag and push the ATS image to your registry.

docker tag ocats-slf-images-1.7.1:1.7.1 <registry>/ocats-slf-
imges-1.7.1:1.7.1
docker push <registry>/ocats-slf-inmages-1.7.1:1.7.1

Example:

docker tag ocats-slf-inmages-1.7.1:1.7.1 | ocal host: 5000/ ocats-slf-
imges-1.7.1:1.7.1

docker push |ocal host: 5000/ ocats-slf-imges-1.7.1:1.7.1

Execute the following command to untar the helm charts (ocats-slf-1.7.1.tgz) and
update the registry name, image name and tag (if required) in the ocats-sif/
values.yaml file.

tar -xvf ocats-slf-1.7.1.tgz
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The list of content in ocats-slf is:

ocats-sl f

—— Chart. yan

—— destination-rul e-ats.yan
—— policy. yan

—— tenpl at es

| —— depl oynent . yan

| —— _hel pers. tpl

| —— ingress.yan

| —— NOTES. t xt

| —— servi ceaccount . yam
| —— service. yan

—— val ues. yan

5. ATS supports static port. By default, this feature is not available. To enable this
feature:

* Inthe ocats-slflvalues.yaml file under service section, add the
staticNodePortEnabled parameter as true and staticNodePort parameter
with valid nodePort value. A sample screen is given below:

Figure 2-15 ocats-slfivalues.yaml - service section

Enabling Service Mesh at Namespace Level

" Note:

This section is applicable only if you are planning to deploy ATS on service
mesh enabled system.

Execute the following command to enable service mesh at the namespace level.

kubect| label --overwite namespace <namespace_name> istio-
i nj ecti on=enabl ed

Example:

kubect| |abel --overwite nanespace ocudr istio-injection=enabled

Deploying ATS Pod in Kubernetes Cluster
You can deploy ATS Pod in Kubernetes cluster using Helm 2 or Helm 3 commands.

Using Helm 2
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Execute the following command to deploy ATS.

helminstall --nane <rel ease _nane> --nanespace <nanespace_nane> -f
<val ues-yam -file> ocats-slf

Example: helminstall --name ocats-slf --namespace ocudr -f ocats-slf/
val ues. yam ocats-slf

Using Helm 3
Execute the following command to deploy ATS.

hel M8 install -nane <rel ease_nane> --nanespace <nanespace_nane> -f
<val ues-yam -file> ocats-slf

Example: hel n8 install -nane ocats-slf --namespace ocudr -f ocats-slf/
val ues. yam ocats-slf

To verify ATS deployment, execute the following command:

hel m stat us <rel ease_nane>

Figure 2-16 Verifying ATS Deployment

Below is a sample screen showing UDR and ATS installed in the SLF namespace:

Figure 2-17 ATS and SLF Deployed in Same Namespace

If the ATS deployment is done with side car of service mesh, you need to ensure that
the ATS shows 2 containers in ready state as "2/2". A sample output of the command
is given below:
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Figure 2-18 ATS Deployed with Side Car of Service Mesh

Creating a Policy and Destination Rule

Following steps to create a policy are applicable only if a service mesh is enabled at
the namespace level:

1.

Edit the policy.yaml file as follows:
* Change the spec.targets.name to ocats-slf svc name.
e Change the namespace in which ocats-slf is deployed.

The policy.yaml file snippet is given below:

api Version: "authentication.istio.iolvlalphal"
ki nd: Policy
met adat a:

nane: ocats-slf

nanmespace: nyudr
spec

targets:

- name: ocats-slf

peers:

- ntls:

mode: PERM SSI VE

Execute the following command to create a policy:
kubect| create -f policy.yan

Output: policy. authentication.istio.iolocats-slf is created.

Following steps to create a destination rule are applicable only if a service mesh is
enabled at the namespace level:

1.

If Service Mesh check is enabled, you need to create a destination rule to
fetch the metrics from the Prometheus. This is so because in most of the
deployments, Prometheus is kept outside of the service mesh and a destination
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rule is required to communicate between TLS enabled entity (ATS) and non-TLS
entity (Prometheus). To create a destination rule:

kubect| apply -f - <<ECOF
api Versi on: networking. istio.iolvlal pha3
ki nd: Desti nati onRul e
met adat a:

name: pr onet heus- dr

nanespace: myudr
spec:

host : 0so- pr onet heus- server. myudr. svc. cl uster. | ocal

trafficPolicy:

tls:
mode: DI SABLE

EOF

In the above rule,
* name indicates the name of destination rule.
* namespace indicates where the ATS (ocats-slf) is deployed.

» host indicates the hostname of the prometheus server. Change the spec.host
value to fqdn of Prometheus server.

Execute the following command to create a policy:
kubect| create -f destination-rule-ats.yan

Output: desti nationrul e. networking.istio.iolocats-slf-dr is created.
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In this chapter, you will learn to execute NF (NRF, PCF and SCP) Test Cases using
ATS.

Executing NRF Test Cases using ATS

ORACLE

Prerequisite

To execute NRF Test Cases using NRF ATS 1.7.2, you need to ensure that following
prerequisites are fulfilled.

» To execute Geo-Redundancy test cases, you need to deploy two NRF-1.7.2 with
replication enabled. These test cases are executed separately as it requires two
different NRFs.

* The user should create certificates/keys (public and private) for AccessToken
micro-service before deploying NRF.

o Deploy NRF 1.7.2 with default helm configurations using helm charts.

e All micro-services of NRF should be up and running including Accesstoken micro-
service.

* Deploy ATS using helm charts.

*  The user MUST copy the public keys (RSA and ECDSA) created in the above step
to the ATS pod at the Ivarllibljenkins/ocnrf_tests/public_keys location.

* Deploy Stub using helm charts.

* For NRF ATS 1.7.2, you need to deploy two stub servers for executing SLF and
Forwarding functionality test cases. The service name for both the STUB servers
should be notify-stub-service and notify-stub-service02.

»  Ensure Prometheus service is up and running.

* Deploy ATS and Stubs in the same namespace as of OCNRF as default ATS
deployment is with role binding.In addition, test stubs must be deployed in same
namespace as NRF.

* User MUST not initiate a job in two different pipelines at the same time.

» If Service Mesh check is enabled, you need to create a destination rule to
fetch the metrics from the Prometheus. This is so because in most of the
deployments, Prometheus is kept outside of the service mesh and a destination
rule is required to communicate between TLS enabled entity (ATS) and non-TLS
entity (Prometheus). To create a rule:

kubect| apply -f - <<EOF
api Versi on: networki ng.istio.io/vlal pha3
ki nd: Desti nati onRul e
met adat a:
nane: pr onet heus- dr
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namespace: ocnr f
spec:
host : 0so- pr onet heus-server. ocnrf. svc. cluster.|ocal
trafficPolicy:
tls:
mode: DI SABLE
EOF

In the above rule,
— name indicates the name of destination rule.
— namespace indicates where the ATS is deployed.

— host indicates the hostname of the prometheus server.

Logging into ATS

Before logging into ATS, you need to ensure that ATS is deployed successfully using
HELM charts. A sample screen is given below:

Figure 3-1 Verifying ATS Pod

You can use the external IP of the worker node and nodeport of the ATS service as
<Wr ker - Node- | P>: <Node- Por t - of - ATS>

# Note:

In the Verifying ATS Pod screen, slavel is the node where ATS is
deployed, 32728 is the ATS nodeport and 10.75.225.177 is the worker node
IP, highlighed in red. For more details on ATS deployment, refer to NRF ATS
Installation Procedure.

To login to ATS, open a browser and provide the IP Address and port
details as <Worker-Node-1P>:<Node-Port-of-ATS>. As per above screen, it is
10.75.225.177:32728. The following screen appears:
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Figure 3-2 ATS Login

Welcome to Jenkins!

LJSE‘I'HE!I‘I“.E‘ ‘

Password

Keep me signed in

Executing ATS
To execute ATS:

1. Enter the username as 'nrfuser' and password as 'nrfpasswd'. Click Sign in. The
following screen appears.

Figure 3-3 NRF Pre-Configured Pipelines

f, Jenkins Q O 2 nrfuser  Slog out
Jenkins
& People Al
> Build History = =
s w Name | Last Success Last Failure Last Duration
& My Views
* ] NRE-NewFeatures 1 day 22 hr - #5 All-Without-GEO-with-ASM N/A 6 min 19 sec )
Build Queue - NRF-Pe

N/A N/A N/A )

No builds in the queue. ] NRE-Regression 1 day 21 hr - #2 - All-Regression-with-ASM N/A 21 min )

Build Executor Status - Legend () Atom feed forall [ Atom feed for failures () Atom feed for just latest builds

NRF ATS has three pre-configured pipelines.

* NRF-NewFeatures: This pipeline has all the test cases, which are delivered
as part of NRF ATS - 1.7.0

* NRF-Performance: This pipeline is not operational as of now. It is reserved
for future releases of ATS.

* NRF-Regression: This pipleine has all the test cases, which were delivered in
NRF ATS - 1.6.1
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NRF-NewFeatures Pipeline

After identifying the NRF pipelines, the user needs to do one-time configuration in ATS
as per NRF deployment. In this pipeline, all the new testcases related to NRF are
executed. To configure its parameters:

1. Click NRF-NewFeatures in the Name column. Following screen appears:

Figure 3-4 Configuring NRF-New Features

e @

Jenkins NRF-NewFeatures

# Back to Dashboard

In the above screen:

@] 2 nrfuser  Sllogout

Pipeline NRF-NewFeatures

2 Recent Changes

Stage View

Declarative:
Post Actions

Preparation Execute-Tests Archive logs

363ms 3min 355 214ms 410ms

6min 17s

47s

Fadd description

» Click Configure to navigate to the screen where configuration needs to be

done.

» Click Documentation to navigate to the screen that has documented test
cases, which are part of this NRF release.

*  Click the blue dots inside Build History box to reach the success console logs

of the "Sanity", "All-Without-GEO" and "All-GEO" respectively.

* The Stage View represents the already executed pipeline for the customer

reference.

2. Click Configure. User MUST wait for the page to load completely. Once the page
loads completely, click the Pipeline tab as shown below:
MAKE SURE THAT THE SCREEN SHOWN BELOW LOADS COMPLETELY
BEFORE YOU PERFORM ANY ACTION ON IT. ALSO, DO NOT MODIFY ANY
CONFIGURATION OTHER THAN DISCUSSED BELOW.
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Figure 3-5 Pipeline Option

Jenkins NRF-NewFeatures

Description

[Ploin teat] Freview
[ nable projact-basad sacurity
inheritance Strateqy | D not inherit permission arants from othar ACIS

security settings, or any permissions

This object will not inherit the global securi
from its ancestors. Only permissions explicitly enabled here will be granted. To
ensure that users are not inadvertently locked out from Jenkins, an exception is
made for the Overall/Administer permission: Administiators of Jenkins will sl
have access to this object even if not explicitly granted here

Job Run SCM

Cradentials

Userjgroup o g § o 0

The Pipeline section of the configuration page appears as shown below:

Figure 3-6 Pipeline Section

Jenkins NRF-NewFeatures

Pipeline

Pipeline
Definition Pipeline script

Seript

] Use Groovy Sandbox

Pipeline Syntax

“ Aoty

In the above screen, you can change the values of the 'Pipeline script'. The
content of the pipeline script is as follows:
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Figure 3-7 Pipeline Script

1 node ('master'){
2 //a = SELECTED_NF b = NF_NAMESPACE ¢ = FT_ENDPOINT
3 //d = NRF1_GATEWAY_IP,NRF2_GATEWAY_IP e = NRF1_GATEWAY_PORT,NRF2_GATEWAY_PORT
4 //€ = NRF1_CONFIG_IP,NRF2_CONFIG_IP g = NRF1_CONFIG_PORT,NRF2_CONFIG_PORT
5 //h = STUB_IP 1 = STUB_PORT J = NFINSTANCEID k = PROMETHEUS_IP 1 = PROMETHEUS_PORT
6 //m = RERUN_COUNT
7 sh "'
8 sh /var/lib/jenkins/ocnrf_tests/preTestConfig.sh \
9 -a NRF \
10 -b ocnrf \
11 -c ocnrf-ingressgateway.ocnrf.svc.cluster.local:80 \
12 -d ocnrf-ingressgateway.ocnrf,1.1.1.1 \
13 -e 80,31000 \
14 -f ocnrf-nrfconfiguration.ocnrf,1.1.1.1 \
15 -g 8080,31001 \
16 -h notify-stub-service.ocnrf \
17 -i 8ese \
18 -j 6faflbbc-6ed4a-4454-a567-aldef8elbcSc \
19 -k occne-prometheus-server.occne-infra \
20 -1 86 \
21 -m e
22
23 load "/var/lib/jenkins/ocnrf_tests/jenkinsData/Jenkinsfile-NewFeatures"
24| }
\J
# Note:

The User MUST NOT change any other value apart from line number 9
to line 21.

You can change the parameter values from "a" - to - "m" as per user requirement.
The parameter details are available as comments from line number 2 - to - 6.

a - Name of the NF to be tested in capital (NRF).
b - Namespace in which the NRF is depl oyed

¢ - endPoi nt|P; endPoi nt Port val ue used while deploying the NRF
usi ng the hel mchart

d - Comma separated val ues of NRF1 and NRF2 ingress gateway service
(ocnrf-ingressgateway.ocnrf,1.1.1.1) - this is also known as as
cluster_donain.
A dumy value of NRF2 ingress gateway (1.1.1.1) is provided for the
reference

e - Comma separated val ues of NRF1 and NRF2 port of ingressgateway
service (80,31000)

- A dummy value of NRF2 ingress gateway port (31000) is provided
for the reference.
f - Conmma separated val ues of NRF1 and NRF2 configuration service
(ocnrf-nrfconfiguration.ocnrf,1.1.1.1) - this is also known as as
cluster_donain.
A dummy value of NRF2 configuration service (1.1.1.1) is provided
for the reference.

g - Comma separated val ues of NRF1 and NRF2 port of configuration
service (8080, 31001)

- A dummy value of NRF2 configuration mcroservice port (31001) is
provided for the

reference
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Port of stub service (8080)

NRF_I nstance | D (6f af 1bbc- 6eda- 4454- a507- al4ef 8elbc5c)

k - Name_of _Promet heus_servi ce. nanespace (occne-promet heus-
server.occne-infra)

| - Port of Prometheus service (80)

m - Number of times the re-run of failed case is allowed (default
as 0).

h - Name_of _stub_service. namespace (notify-stub-service.ocnrf)
i
j

¢ Note:
You need not to change any value if
*  OCCNE cluster is used
« NRF, ATS and Stub are deployed in the ocnrf namespace
* Any GEO-Redundancy case is not executed.

If any GEO-Redundancy case is executed, you have to provide pipeline
script values for NRF-2 in d, e, f and g options as per deployment.

Click Save after making neccesary changes. The NRF-NewFeatures screen
appears. Click Build with Parameters. Following screen appears:

Figure 3-8 Pipeline NRF-NewFeatures

Boins @ B o

Jenkins NRF-NewFeatures

# Back to Dashboard

Pipeline NRF-NewFeatures

This build requires parameters

Status

» Changes

Oracle Communication Automated Test Suite - 5SGNRF

TestSuite  NewFeatures

Bxecute Suite. ® All-Without-GEO "

Documentation
= O 6o o

Select Option @ All
pipeline Synta o
© Pipeline Syntax O Sanity

O Single/MultipleFeatures

Build History trend = TestCases

® Disc21_backup_parameters_for AMF_in_guami © Disc22_ without. nfServices_in_registered NF
* Disc23 with nfServices in registered NF © Disc24 when nfinfo_value is absent

@ 5 All-Without GEO-with-ASM » Disc25 resp_with_cache_controller_max age * Disc26_servicelnfoParamsPresent but_no_nfServices in_reg_NF
« Disc27_required features fiter o Disc28 invalid_optional_parameter_values
® Disc29_valid_optional_parameter. values © Disc30_correct preferred locality

@ #4 Sanity-with-ASM * Disc31_mismatched_preferred locality * Disc32_correct supportedFeatures_and_serviceNames
« Disc33_correct supportedFeatures without nfServices * Disc34_correct supportedFeatures_and_multiple_serviceNames
 Disc35_correct supportedFeatures_but no_serviceNames « Disc36_mismatch_supp s with_multiple.

@ #3A1GE0 © Disc37_mismatch_supportedFeatures_but correct serviceNames © Disc38_mismatch_supportedFeatures and_no_nfServices

In the above screen, you have Execute_Suite options to execute NRF test cases
either:

* All-Without-GEO: This is the default option. It executes all the testcases
except GEO-Redundancy.

* GEO: It executes all the GEO-Redundancy cases.
In the above screen, there are three Select_Option(s), which are:

* All: This is the default option. It executes all the NRF test cases. User just
need to scroll down and click Build to execute all the test cases.
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* Sanity: It is recommended to execute Sanity before executing any test case.
This helps to ensure that all the deployments are done properly. When you
select Sanity, the following screen appears:

Figure 3-9 Build Requires Parameters - Sanity

This build requires parameters:

Oracle Communication Automated Test Suite - SGNRF

TestSuite NewFeatures
Select_Option () 4y

® sanity
O single/MultipleFeatures

TestCases
= Sanity
N

Click Build to execute all the sanity test cases.

# Note:

Sanity option is not available when Execute_Suite is set to GEO.

* Single/MultipleFeatures: This option allows you to select any number of test
cases that you want to execute from the list of total test cases available for
execution. After selecting the test cases, scroll-down and click Build. The
selected NRF test cases are executed.

The NRF testcases are divided into following NRF Service operations:

NRF Sanity - This feature file contains all the basic sanity test cases for NRF ATS
to validate NRF deployment. It is advisable for users to execute these test cases
before starting a complete suite.

Discovery - These feature files are listed with a prefix as "Disc".
Registration - These feature files are listed with a prefix as "Reg".

NRF SLF - These feature files are lited with a prefix as "SLF".

GEO Redundancy - These feature files are lited with a prefix as "GEO".

The following screen shows successful execution of Sanity, All-Without-GEO and
GEO test cases.

ORACLE
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Figure 3-10 Sample Screen

.
Stage View
Declarative:
Y T :
Preparation Execute-Tests Archive logs Poit Actions
363ms 3min 35s 214ms 410ms
#5 All-Without-GEQ-with-ASM
i " 305ms emin 17s 216ms 128ms
17:27
54 Sanity-with-ASM_
Aug 15 B . 500ms 47s 369ms 538ms

17:26

The following screens show the results for Sanity, All-Without-GEO and GEO test
cases in the same order as they are executed.

Figure 3-11 Test Cases Result - Sanity with Service Mesh

1 feature passed, 0 failed, 0 skipped
11 scenarios passed, 0 failed, 0 skipped
208 steps passed, 0 failed, 0 skipped, 0 undefined
Took 0m43.380s
Pipeline] sh
+ c¢d /var/lib/jenkins/ocnrf tests
++ grep RERUN
++ cut -d= -f2
++ cut '-d;' -fl
++ cat /var/lib/jenkins/ocnrf tests/environ.sh
+ rerun=0
+ sh re-run.sh 0
0
Success
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Figure 3-12 Test Cases Result - All-Without-Geo-with Service Mesh

59 features passed, 0 failed, 0 skipped

165 scenarios passed, 0 failed, 0 skipped

2481 steps passed, 0 failed, 0 skipped, 0 undefined
Took 5m51.253s

+ cd /var/lib/jenkins/ocnrf tests

++ grep RERUN

++ cut -d= -f2

++ cut '-d;' -f1

++ cat /var/lib/jenkins/ocnrf tests/environ.sh
+ rerun=0

+ sh re-run.sh 0

0

Success

NRF-NewFeatures Documentation

To view NRF test cases, go to NRF-NewFeatures pipeline and click Documentation
link in the left navigation pane. It shows all the test cases provided as part of NRF ATS
-1.7.0 along with sanity cases.

¢ Note:

No new test cases are added as part of NRF-ATS 1.7.2 release.

The following screen shows all the documentation features:

Figure 3-13 NRF-NewFeatures Documentation

Back to NRF-NewFeatures

E!

pages

OCATS-NRF 170

FeatureTC's
Related Pages

Here is a list of all related documentation pages:

NF_BASIC_SANITY_CASES
NF_DISCOVERY_CASES
NF_GEO_REDUNDANCY_FEATURE_CASES
NF_REGISTRATION_FT_CASES
NF_SLF_FEATURE_CASES

Genersted by GISRI TS 196

Each one of the documentation feature is described below:

* NF_BASIC_SANITY_CASES - Lists all the sanity cases, which are useful to
identify whether all the NRF functionality works fine.
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* NF_DISCOVERY_CASES - Lists all the discovery microservice related cases.

* NF_GEO_REDUNDANCY_FEATURE_CASES - Lists all the Geo-Redundancy
related cases.

* NF_REGISTRATION_FT_CASES - Lists all the registration related cases.
* NF_SLF_FEATURE_CASES - Lists all the SLF related cases.

Click any functionality to view its test cases and scenarios of each test case. A sample
screen is as follows:

Figure 3-14 Sample Feature - NF_BASIC_SANITY_CASES

Back to NRF-NewFeatures "o oo Zin

OCATS-NRF 170

FeatureTC's

NF_BASIC_SANITY_CASES

Sanity.feature
Description : This feature file validates successful scenarios for all the basic operations performed by NRF
Scenario-1 : PImn Configuration
Objective : Validate the successful configuration of nrfPimnList
Pre-requisite : NRF is already deployed with latest images and ATS client is up and running.
Procedure Expected Result
1.) Send a configuration request to NRF to set nifPLmnList with valid value | 1.) Configuration is successful with response code 200
2.) Validate the response body. 2.) Response body should have the configured pimn.
Scenario-2 : Registration
Objective : Validate the successful registration of an NF with mandatory and condtional parameters

Pre-requisite : NRF is already deployed with [atest images and ATS clientis up and running.

Procedure Expected Result

1.) Send registration request for an NF to NRF with mandatory and conditional parameters in nfProfile | 1.) should be successful with responsse code 201
2.) Perform a GET operalion to fefch the registered NF information 2.) Verlfy that GET operation provides the registered profle of the NF
3,) Perform a DELETE operation 3.) DELETE operation should be successful with response code 204

Based on the functionalities covered under Documentation, the Build Requires
Parameters screen displays test cases. To navigate back to the Pipeline NRF-
NewFeatures screen, click Back to NRF-NewFeatures link available on top left corner
of the screen.

NRF-Regression Pipeline

This pre-configured pipeline contains all the test cases that were provided as part of
NRF ATS 1.7.0. However, some test cases are updated as per new implementation of
NRF.

The configuration method and parameters are same as the NewFeatures pipeline.
Only difference in this pipeline is that it does not have Sanity and GEO option. Thus
while configuring this pipeline, you need not to provide any information for NRF2.

The NRF-Regression test cases are divided into following service operations:

* AccessToken - These feature files are listed with a prefix as "oAuth".

» Configuration - These feature files are listed with a prefix as "Config".

» Discovery - These feature files are listed with a prefix as "Disc".

* NRF Forwarding - These feature files are listed with a prefix as "Forwarding".
* NRF Functional - These feature files are listed with a prefix as "Feat".

* Registration - These feature files are listed with a prefix as "Reg" and "Upd".
These are related to update operation of registered profiles.
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* NRF SLF - These feature files are listed with a prefix as "SLF".

* Subscription - These feature files are listed with a prefix as "Subs".

Figure 3-15 NRF-Regression

i & B . o

Jenkins NRF-Regression ~

# Back to Dashboard

Pipeline NRF-Regression

Status

Zadd description

Disable Project

& Recent Changes

Stage View

Declarative:

Preparation Execute-Tests Archive logs ot Acal
ost Actions

Ly trend = 653ms 22min 435 230ms 721ms

#2 - All-Regression-with-ASM Aug 15 g .
i "w 21min 44s

The following screen shows full successful execution as part of ATS image.

Figure 3-16 NRF-Regression with Service Mesh Result

#2 All-Regression-with-ASM -

179 features passed, 0 failed, 0 skipped
402 scenarios passed, 0 failed, 0 skipped
6657 st ed, 0 failed, 0 skipped, 0 undefined

+ cd /var/lib/jenkins/ocnrf tests

++ cat /var/lib/jenkins/ocnrf tests/environ.sh
++ grep RERUN

++ cut -d= -f2

++ cut '-d;' -f1

+ rerun=0

+ sh re-run.sh (

L

Success

NRF-Regression Documentation

Click Documentation in the left navigation pane of the NRF-Regression pipeline to
view all the test cases provided till NRF ATS 1.6.1.

The NRF test cases are divided into multiple groups based on following functionalities:

3-12



Chapter 3
Executing NRF Test Cases using ATS

NF_CONFIGURATION_CASES - Lists the cases related to NRF configuration.
NF_DISCOVERY_CASES - Lists all the discovery microservice related cases.
NF_FORWARDING_FEATURE_CASES - Lists all the forwarding related cases.
NF_FUNCTIONAL_CASES - Lists all the functional cases.
NF_OAUTH_CASES - Lists all the accesstoken related cases.
NF_REGISTRATION_CASES - Lists all the registration related cases.
NF_SLF_FEATURE_CASES - Lists all the SLF related cases.
NF_SUBSCRIPTION_CASES - Lists all subscription related cases.

Following screen appears:

Figure 3-17 NRF-Regression Documentation

pages

OCATS-NRF 164

FeatureTC's

Related Pages

Here is a list of all related documentation pages:

NF_CONFIGURATION_CASES
NF_DISCOVERY_CASES
NF_FORWARDING_FEATURE_CASES
NF_FUNCTIONAL_CASES
NF_OAUTH_CASES
NF_REGISTRATION_FT_CASES
NF_SLF_FEATURE_CASES
NF_SUBSCRIPTION_CASES

The NRF-Regression test cases are divided into multiple groups based on the
functionality.

NF_CONFIGURATION_CASES - Lists all the cases related to NRF configuration.
NF_DISCOVERY_CASES - Lists all the discovery microservice related cases.
NF_FORWARDING_FEATURE_CASES - Lists all the forwarding related cases.
NF_FUNCTIONAL_CASES - Lists all the functional cases.

NF_OAUTH_CASES - Lists all the accesstoken related cases.
NF_REGISTRATION_CASES - Lists all the registration related cases.
NF_SLF_FEATURE_CASES - Lists all the SLF related cases.
NF_SUBSCRIPTION_CASES - Lists all subscription related cases.

A sample screen showing documentation for NRF ATS - 1.6.1 is given below:

ORACLE
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Figure 3-18 Sample Screen: NRF-Regression Documentation

Back Lo NRF-Regression

OCATS-NRF 161

NF_CONFIGURATION_CASES

Config01_NfCallBackUri.feature

Description : This feature file validates the NRF configurations with CALLBACK_URI
Scenario-1 : With correct fqdn

Objective : Validate the configuration request for CALLBACK_URI with correct fgdn

Pre-requisite : NRF is already deployed with latest images and ATS client is up and running.

Procedure Expected Result

1.) Send a request to NRF to GET existing configuration 1.) Configuration GET request should be successful

2.) Send a request fo NRF to set configuration with correct fqdn for callback uri | 2.) Configuration request should be successful with response code 200

3.) Send a request to NRF to GET configuration 3.) Configuration GET request should successfully retumn updated information

Scenario-2 : With valid pattern
Obijective : Validate the configuration request for CALLBACK_URI with valid pattem

Prerequisite : NRF is already deployed with latest images and ATS client is up and running.

Procedure Expected Result

1.) Send a request to NRF to GET existing configuration 1.) Configuration GET request should be successful

2.) Send a request to NRF to set configuration with valid pattern for callback uri | 2.) Configuration request should be successful with response code 200

Executing NSSF Test Cases using ATS

To execute NSSF Test Cases using NRF ATS 1.4, you need to ensure that following
prerequisites are fulfilled.

- Before deploying NSSF, the user must create certificates/keys (public and private)
for AccessToken microservice. The public keys (RSA and ECDSA) must be copied
to the ATS pod at Ivarl/libljenkinslocnssf_tests/public_keys location.

e User must deploy NSSF 1.4 with default helm configurations using helm charts.

e Al NSSF micro-services should be up and running including AccessToken
microservice.

Logging into ATS

Before logging into ATS, you need to ensure that ATS is deployed successfully using
HELM charts. A sample screen is given below:
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Figure 3-19 Verifying ATS Deployment

[root@master ~]# helm status ocatsl
LAST DEPLOYED: Mon Jun 8 07:46:51 2020
NAMESPACE: ocatsl

STATUS: DEPLOYED

RESOURCES:

==> y1/ClusterRole

NAME AGE
ocatsl-ocatsl-ocatsl-ocats-nssf-clusterrole 4d3h

/Pod(related)
AGE
-ocats-nssf-675¢6c4967-gbkvt 4d3h

/Service
AGE
-ocats-nssf 4d3h

==> vl/ServiceAccount
NAME AGE
ocatsl-ocatsl-ocatsl-ocats-nssf-serviceaccount 4d3h

==> vlbetal/ClusterRoleBinding
NAME AGE
ocatsl-ocatsl-ocatsl-ocats-nssf-clusterrolebinding 4d3h

> vlbeta2/Deployment

NAME AGE
ocatsl-ocats-nssf 4d3h

NOTES:
# Copyright 2018 (C), Oracle and/or its affiliates. A1l rights reserved.
Thank you for installing ocats-nssf.

Your release is named ocatsl , Release Revision: 1.
To learn more about the release, try:

$ helm status ocatsl
$ helm get ocatsl

[root@master ~]# kubectl get po -n gcatsl

NAME READY STATUS RESTARTS AGE
ocatsl-ocats-nssf-675¢6¢c4967-gbkvt 1/1 Running 1 4d3h

[root@master ~]# kubectl get svc -n OTATSI

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
ocatsl-ocats-nssf LoadBalancer <pending> 8080:32013/TCP 4d3h
[root@master ~]# |}

There are two ways to login to ATS Jenkins GUI.

*  When an external load balancer (metalLB in case of OCCNE) is available and an
external IP is provided to the ATS service, the user can login to ATS GUI using
<External-1P>:8080.

*  When an external IP is not provided to the ATS service, the user can open the
browser and provide the external IP of the worker node and nodeport of the ATS
service to login to ATS GUIL.
<Wr ker - Node- | P>: <Node- Por t - of - ATS>
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# Note:

In the Verifying ATS Deployment screen, ATS nodeport is highlighted in
red as 32013. For more details on ATS deployment, refer to NSSF ATS
Installation Procedure.

Open a browser and provide IP and port details as <Worker-Node-IP>:<NodePort-
of-ATS> (As per the above example: 10.98.101.171:32013). The ATS login screen
appears.

Executing ATS

To execute ATS:

1.

Enter the username as 'nssfuser' and password as 'nssfpasswd'. Click Sign in.

" Note:

If you want to modify your default login password, refer to Modifying
Login Password

The following screen appears showing pre-configured pipelines for NSSF
individually (3 Pipelines).

* NSSF-New-Features: This pipeline has all the test cases that are delivered as
part of NSSF ATS - 1.4.

* NSSF-Performance: This pipeline is not operational as of now. It is reserved
for future releases of ATS.

* NSSF-Regression: This pipleine has all the test cases of previous releases.
As this is the first release of NSSF-ATS, this pipeline does not show any
previous release test cases.

Figure 3-20 Pre-Configured Pipelines

Jenkins All

& People Al
= Build History 7 :
ficl Fstoy s W Name ! Last Success Last Failure Last Duration
My Views
& - 16 hr-#2 N/A 2min 24 sec )
Build Queue L W A R
No builds in the queue N/A N/A N/A (53]

c
Build Executor Status = Legend [ Atom feed for all [) Atom feed for failures [ Atom feed fo

Idle

Each one of this pipeline is explained below:

* NSSF-NewFeatures Pipeline: After identifying the NSSF pipelines, the user
needs to do one-time configuration in ATS as per their SUT deployment. In
this pipeline, all the new testcases related to NSSF are executed. To configure
its parameters:
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Click NSSF-NewFeatures in the Name column. The following screen

appears:

Figure 3-21 NSSF-NewFeatures Pipeline

Jenkins All INSSF-NewFeatures

= Changes

S Recens Changes

Stage View

Preparation

5
e

Build History

) Atom feed for all £ Atom feed for failures

In the above screen:

Padd descriptior

Declarative:

ExccuteTests  Archive logs
» Post Actions

2min 16s

2min 35s

— Click Configure to navigate to a screen where configuration needs to

be done.

— Click Documentation to view the documented test cases.

—  Click blue dots inside Build History box to view the success console

logs of the "All" and "Sanity" respectively.

— The Stage View represents already executed pipeline for the

customer reference.

Click Configure. Users MUST wait for the page to load completely. Once
the page loads completely, click the Pipeline tab to reach the Pipeline

configuration as shown below:

MAKE SURE THAT THE SCREEN SHOWN ABOVE LOADS
COMPLETELY BEFORE YOU PERFORM ANY ACTION ON IT. ALSO,
DO NOT MODIFY ANY CONFIGURATION OTHER THAN DISCUSSED

BELOW.

Figure 3-22 NSSF Configure

Pipeline

Pipeline

n ooy
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In the above screen, the values of the 'Pipeline script' needs to be
changed. The content of the pipeline script is as follows:

node (' master'){
/la = SELECTED NF b = NF_NAMESPACE c

FT_ENDPOI NT d = GATEWAY_| P
Ile = GATEWAY PORT f = CONFIG IP g =
CONFI G_PORT h = STUB IP
/11 = STUB_PORT j = NFI NSTANCEI D k =
PROMVETHEUS I P | = PROMVETHEUS PORT
/' m = RERUN_COUNT
sh '
sh /var/lib/jenkins/ocnssf tests/preTestConfig.sh\
-a NSSF \
-b ocnssf \

-c ocnssf-ingressgat eway. ocnssf.svc. cluster. | ocal: 80
-d ocnssf-ingressgat eway. ocnssf \
e 80\

f ocnssf-nssfconfiguration. ocnssf \
-g 8080 \
h
i
J
k

notify-stub-service. ocnssf \

8080 \

6f af 1bbc- 6e4a- 4454- a507- aldef 8elbc5c \
occne- pronet heus- server. occne-infra \
-1 80\

-m2

[ oad "/var/lib/jenkins/ocnssf tests/jenkinsDatal
Jenki nsfi | e- NewFeat ur es”

}

" Note:

The User MUST NOT change any other value apart from line
number 8 to line 20.

You can change only those parameters that are marked as "a" to "m" as
per your requirement.

— a- Name of the NF to be tested in capital (NSSF).
— b - Namespace in which the NSSF is deployed

— ¢ - endPointIP:endPointPort value used while deploying the NSSF
using the helm chart

— d-Name_of NSSF_ingressgateway_service.namespace (ocnssf-
nssfconfiguration.ocnssf) - this is also known as as cluster_domain.

— e - Port of ingressgateway service (80)

— f-Name_of NSSF_configuration_service.namespace (ocnssf-
nssfconfiguration.ocnssf)

— g - Port of configuration service (8080)
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— h-Name_of stub_service.namespace (notify-stub-service.ocnssf)
— i- Port of stub service (8080)
— j-NSSF_Instance ID (6faflbbc-6e4a-4454-a507-al4ef8elbc5c)

— k- Name_of Prometheus_service.namespace (ocche-prometheus-
server.occne-infra)

— |- Port of Prometheus service (80)

— m - Number of times the re-run of failed case is allowed (default as 2).

# Note:

You do not have to change any value if OCCNE cluster is used
and NSSF, ATS and STUB are deployed in ocnssf namespace.

d. Click Save after making necessary changes. You are navigated back to
the Pipeline NSSF-NewFeatures screen. Click Build with Parameters
as shown below:

Figure 3-23 Build with Parameters

Jenkins All INSSF-NewFeatures

Fadd descriptior

| Recent Changes

Stage View

Declarative:

Preparation Bxccute-Tests  Archive logs
» = Post Actions

Build History trend = 15 2min 255 s s

&

2min 16s

stom feed for all () Atom feed for failures

2min 35s

The following screen appears:

Figure 3-24 Build with Parameters Options

£ Jenkins

Oracle C: i Test Suite - SGNSSF
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Executing NSSF Test Cases

To execute NSSF test cases:

1. Click the Schedule a Build with parameters icon present on the NSSF-
NewFeatures screen in the extreme right column corresponding to NSSF-
NewFeatures row as shown below:

Figure 3-25 Schedule a Build with Parameters

# Jenkins 2 &
NSSF
‘. [z P
Busild Hitho S w Name | Last Success Last Failure Last Duration
®o e ey o = )
-
NA NA ©
&
_Q re
r:' Ne

2. The following screen appears:

Figure 3-26 Build Screen

& Jenkins

Oracle C. ication Auts ted Test Suite - SGNSSF

In the above screen, there are three Select_Option(s), which are:

« All: By default, all the NSSF test cases are selected for execution. User just
needs to scroll down and click Build to execute all the test cases.

* Sanity: It is recommended to execute Sanity before executing any test case.
This helps to ensure that all the deployments are done properly or not. When
you select Sanity, the following screen appears.
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Figure 3-27 Select_Option(s) - Sanity

@ Jenkins

Oracle Ci i Test Suite - SGNSSF

Click Build to execute all the sanity test cases.

* Single/MultipleFeature: This option allows you to select any humber of test
cases that you want to execute from the list of total test cases available for
execution. After selecting the test cases, scroll-down and click Build. The
selected NSSF test cases are executed.

The NSSF test cases are divided into NSSF Service operations as follows:
* Availability Update: These feature files are listed with a prefix as "Update".
» Configuration: These feature files are listed with a prefix as "failure".

* Registration: These feature files are listed with a prefix as
"NsSelection_Registration".

» PDU Session: These feature files are listed with a prefix as
"NsSelection_PDU".

* NSSF Sanity: This feature file contains all the basic sanity cases for NSSF
ATS 1.6.1.

* Subscription: These feature files are listed with a prefix as "Subscribe".

NewFeatures - Documentation

To view NSSF functionalities, go to NSSF-NewFeatures pipeline and click the
Documentation link in the left navigation pane. The following screen appears:

Figure 3-28 NSSF - Documentation

My Project

Related Pages

107 pages

_NEGATIVE_CASES

Each one of the documentation features is described below:

* NSSF_BASIC_SANITY_CASES - Lists all the sanity cases, which are useful to
identify whether all the NSSF functionality works fine.
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* NSSF_CONFIG_CASES - Lists all the test cases related to NSSF configuration.

» NSSF_BASIC_UPDATE_CASES - Lists all the test cases relaed to Availability
Update.

* NSSF_AVAILABILITY_PATCH_AND_NEGATIVE_CASES - Lists all the test
cases related to Availability Patch and other negative scenarios.

* NSSF_NsSelection_ REGISTRATION_CASES - Lists all the test cases related to
NsSelection registration.

* NSSF_NsSelection_ PDU_CASES - Lists all the test cases related to NsSelection
PDU related cases.

« NSSF BASIC _SUBSCRIBE_CASES - Lists all the test cases related to
subscription.

You can click any functionality to view its test cases and scenarios of each test case. A
sample screen is given below:

Figure 3-29 NSSF_BASIC_SANITY_CASES

fackro 217 0

SSF_BASIC_SANITY_CASES

Banity.feature

escription

This feature file validates successful scenarios for all the basic operations performed by NSSF
cenario-1 : NSSAI Availability information of the NF{AMF) using PUT method.

bjective  Validate OCNSSF io create the NSSAI Availabily information of the NFAMF) using PUT method

re-requisite - NSSF Is alieay cepioyed wilh ates! IMages 2nd ATS Clien! s up and runming

[1.) Pertorm POST operanan for COMMQUTANoNS of le:SNSSa-AUM FEspECtively

1) GOnN S10U bE SUCCESSTUI 2t NS:

responge 200 with content

cenario-2 : NSSAI Availability information of the NF(AMF) using PUT method multiple times.
bjective  Validate OCNSS fo create the NSSAI Avaiabilty information of the NF(AMF) using BUT method

re-requisite - NSSF Is alieaty depioyed wilh ales! images and ATS clien!is up 2nd running

11 Perform POST operation for Comigurations of rule:snssa-2uth respectively 1o nss! 1) Config shouid be successful at NSSF wilh response code 201 for e and snssai-auth

e T2 yvery s

2 et \

e e p—— e —T Ty p— P —

coaan |

cenario-3 : Validate NSSF supports PATCH request with add operation on NS-Availability update and reponds with Authenticatated NSSAI

ojective - Valdate e Successiul respo

FizeaNSsaIAVAIaDITyInfo Tor PATGH Request

re-requisite . NSSF s alteadly depioyed with latest images and ATS clien! is up nd running

[1.) Perfonm POST operation for Configurations of ule snssai-auth respectively fo nsst | 1.) Config should be successful at NSSF with response code 201 for rule and snssai-auth

Figure 3-30 NSSF_BASIC_SUBSCRIBE_CASES

Back to #11

My Project
NSSF_BASIC_SUBSCRIBE_CASES

Subscribe_availability.feature

Description - This !

ure fle validates the scenario forns-availaodity Subscription operation with diferent configs
Scenario-01 : Validate Subscription message for a valid snssai with grant ALLOWED

‘Objective . valate Ine SUCCESs fesponse 200, il response content

Pre-requisite  NSSF & aiready deploye wilh lest images and ATS chient s up and running

Expected Result

igurations of e snssai-auth respectively fo nssf | 1 h response code 201 for wie and snssar-aulh

b service operation message for valld snssal 200 with respanse cantent

Scenario-02 : Validate Subscription message for a valid snssai with grant RESTRICTED_PLMN

Objective . vaicals

onse 200 wilhoul any snssai Pre-requisite . NSSF i alteady depioyed wih faies! images and ATS client s up and running,

1) Perform POST operation for Configurations of ule,snssal-aulh respectively to nss! 1.) Config should be successhul at ih response code 201 for rle and snssai-auth

2) Send NS-Avaiiabity Subscribe service operation message for arani=RESTRICTED_PLMN | 2 | Ve success fesponse with Cor

Scenario-03 ; Validate Subscription message for a valid snssai with grant RESTRICTED_TA

OBjéctive  Valate he SUCTESS FESPONSE 200 WIMBUT 37y SNSSal Pre-requisite - NSSF s ATEaty Gepioyen Wi latest ITA0es and ATS Clent IS up and rumning.

1.) Feform FOST operalion for ConfQUIalions of Ule,Snssal-auln respectively o nss” 1.) ConMig Snouks be suceessTul 2l NSSF wilh response code 201 101 fule and Snssal-aum

-Avallabilly Subscribe service opesation message for grani=RESTRICTED_TA | 2] Verlly suocess respense wih code 200

WWhen Create NSSF Client nssf ocnss ingress o<nsst suc clusterlocal 80

3-22



Executing

ORACLE

Chapter 3
Executing Policy Test Cases using ATS

Figure 3-31 NSSF_NsSelection_Registration_CASES

k1o NSSE-NowFeatur

My Project

NSSF_NsSelection_Registration_CASES

#1is Selecion_Regisiration feaure Description - This feature Tl vai dales (e Scenard for ns-selection auing fegistration with alieast cne of e Condilional paramelers missing or iNvalid vaiue

Scenario-01 : Nssf i without IE

Objectve  valate e

s for diflerent ns-prafile snssai-auth.rule. cont

10N TeGUES OUTNg D2 TEQISITanoN reqUest w

o5 o AR T N 2 vert s esponse

Scenario-02 : Nssf_Nsselaction registration without |E defaultConfiguredSnssailnd

Objective Validate ihe

Pre-requisite | NSSF &

s for diflerent nsi-prafile snssai-auth rule canfig-snissai respe: ssf ) ul ssful at NSSF with response code 201

request quing Ine regssiraton request STl resgonsE WiN cou: proper conient naving anly alksweoNssals!

Scenario-03 : Verify successful registration response with both allowed and configured nssai because of invalid snssai in requestedNssai IE

Objective Valdate the

Pre-requisite - NSSF s aliex

1) Config should be successiul al NSSF wi

ssful response with code 200 wih proper content having both akowedNSSaIL S 3nd Configureg nssai.

Scenario-04 : Nssf_Nsselection registration invalid subscribedSnssailE but defaultCenfiguredSnssailnd set to false

Policy Test Cases using ATS

This ATS-Policy release is a converged release comprising of scenarios (test cases)
from PCF, PCRF and Converged. ATS 1.2.2 is compatible with Policy 1.7.4 with TLS
Enabled (server side) and Disabled Mode, CNPCRF and converged policy.

To execute Policy Test Cases, you need to ensure that following prerequisites are
fulfilled.

Prerequisites

*  Deploy OCCNP.

* Install Go-STUB for PCF and Converged Policy.
e PCF

— PCF with TLS not available: In the PCF's custom values file, check if the
following parameters are configured with the respective values:

i ngress- gat eway:
enabl el ncomingHt t ps: fal se
egress- gat evay:
enabl eQut goi ngHt t ps: fal se

— PCF with TLS Enabled: In the PCF's custom values file, check if the following
parameters are configured with the respective values:

i ngr ess- gat eway:
enabl el ncomi ngHt t ps: true
egress- gat evay:
enabl eQut goi ngHt t ps: true/fal se

You also need to ensure that PCF is deployed with corresponding certificates.

This scenario has two options:
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*  Client without TLS Enabled: In this case, PCF is deployed with TLS
enabled without generating any certificate in the ATS pod.

*  Client with TLS Security Enabled: In this case, PCF and ATS both
have required certificates. For more details, refer to the Enabling Https
support for Egress and Ingress Gateway section in this topic.

— In the -application-config configmap, configure the following parameters with
the respective values:

*  primaryNrfApiRoot=http://
nflstub.<namespace_gostubs_are deployed_in>.svc:8080
Example: primaryNrfApiRoot=http://nflstub.ocats.svc:8080

*  nrfClientSubscribeTypes=UDR,CHF
*  supportedDataSetld=POLICY (Comment out the supportedDataSetld )

# Note:

You can configure these values at the time of Policy deployment
also.

# Note:

Execute the following command to get all configmaps in your
namespace.
kubect| get configmaps -n <Policy_nanmespace>

CN-PCRF
Execute the following command to set the Log level to Debug in Diam-GW POD:

kubect| edit stateful set <diamgw pod name> -n <nanespace>

Converged Policy: It is same as PCF. You can refer to PCF explanation given
above.

Prometheus server should be installed in cluster.

Database cluster should be in a running state with all the required tables. You
need to ensure that there are no previous entries in database before executing
test cases.

ATS should be deployed in same namespace as Policy using Helm Charts.
User MUST NOT initiate a job in two different pipelines at the same time.

If you enable Service Mesh check, then you need to create a destination rule
for fetching the metrics from the Prometheus. In most of the deployments,
Prometheus is kept outside the service mesh so you need a destination

rule to communicate between TLS enabled entity (ATS) and non-TLS entity
(Prometheus). You can create a destination rule as follows:

kubect| apply -f - <<ECOF

api Versi on: networking.istio.iolvlal pha3
ki nd: DestinationRul e
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met adat a:
nane: pr onmet heus- dr
namespace: ocat s
spec:
host : 0so- pr onet heus- server. pcf.svc. cluster.|ocal
trafficPolicy:
tls:
mode: DI SABLE
EOF

In the destination rule:
— name indicates the name of destination rule.
— namespace indicates where the ATS is deployed.

— host indicates the hosthame of the prometheus server.

Enabling TLS in ATS Pod

You can enable TLS in ATS pod after successful deployment of PCF (TLS enabled
server side) and ATS. To enable TLS in ATS Pod:

1.

Execute the following command to copy the caroot.cer generated while PCF
deployment to ATS pod in "cert" directory.

kubect! cp <path_to file>/caroot.cer <nanespace>/ <ATS- Pod- name>:
[var/libljenkins/cert/ -n <namespace>

Example:

kubcet! cp cert/caroot.cer ocpcf/ocpcf-ocats-pcf-56754b9568-rkj 8z:
[var/lib/jenkins/cert/

Execute the following command to login to your ATS Pod.
kubect| exec -it <ATS-Pod-nanme> bash -n <nanespace>

Execute the following commands from cert directory to create private key and
certificates:

a. openssl req -x509 -nodes -sha256 -days 365 -newkey rsa: 2048
- keyout
rsa_private key client -out rsa certificate client.crt

Figure 3-32 Command 1
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# Note:

You need to provide appropriate values and specify
fgdn of PCF Ingress Gateway service i.e. <ingress-
servicename>.<pcf_namespace>.svc in Common Name.

b. openssl rsa -in rsa_private_key client -outform PEM -out
rsa_private_key_pkcsl_client.pem

Figure 3-33 Command 2

c. openssl req -new -key rsa_private key client -out
ocegress_client.csr -config
ssl . conf

# Note:

You can either use or copy the ssl.conf file, which was used while
deploying PCF to ATS pod for this step.

Figure 3-34 Command 3

4. Execute the following command to copy the ocegress_client.csr to the bastion.

openssl x509 - CA caroot.cer -CAkey cakey.pem -CAserial serial.txt
-req
-in ocegress_client.csr -out ocegress_client.cer -days 365
-extfile
ssl.conf -extensions req_ext

Figure 3-35 Copying ocegress_client.csr to bastion
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5. Copy the ocegress_client.cer from Bastion to the ATS Pod.

6. Restart the ingress and egress gateway pods from the Bastion.
Logging into ATS

Before logging into ATS Jenkins GUI, it is important to get the nodeport of the service,
'-ocats-Policy'. Execute the following command to get the nodeport:

kubect| get svc -n <Policy_nanespace>

Example: kubect| get svc -n ocats

Figure 3-36 Policy Nodeport

pcats-ocats-pcf LoadBalancer 10.233.56.5¢ 10.75.225.49 8080:32471/TCP

To login to Jenkins, open the Web Browser and type the URL: http://<Worker-Node-
IP>:<Node-Port-of-ATS>. In the above screen, 32471 is the nodeport. Example: http://
10.75.225.49:32471

" Note:

For more information on ATS deployment in PCF, refer to Policy ATS
Installation Procedure.

Executing ATS
To execute ATS:

1. Enter the username as "policyuser" and password as "policypasswd". Click Sign
in.

¢ Note:

If you want to modify your default login password, refer to Modifying
Login Password

The following screen appears showing policy pre-configured pipelines:

» Policy-NewFeatures: This pipeline has all the test cases, which are delivered
as part of Policy ATS - 1.7.4

« Policy-Performance: This pipeline is not operational as of now. It is reserved
for future releases of ATS.

* Policy-Regression: This pipleine has all the test cases, which were delivered
in Policy ATS - 1.7.0
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Figure 3-37 Pre-Configured Pipelines

2 policuser ] log out
& people Al
r Build Hist ) .
s w Name © Last Success Last Failure Last Duration
& ! i N 2
Build Queue N NAA N L%
e i the queue r i N 5]
con: SML
Bulld Executor Status - legend [ Aom feed forall [ Atom feed for failures [ Atom feed for just latest bui

The pre-configured pipelines are explained below:

Policy-New Features Pipeline

This is a pre-configured pipeline where all the Policy test cases are executed. To
configure its parameters, which is a one time activity:

1. Click Policy-NewFeatures in the Name column and then, click Configure in the
left navigation pane as shown below:

Figure 3-38 Policy-NewFeatures Configure

R - I

Jenkins Policy-NewFeatures

# Back to Dashboard

Pipeline Policy-NewFeatures
Status

Changes #add description
o Documentation o

Stage View

Rename

© Pipeline Syntax . " Exocute.Tests — Declarative:
reparation  Execute-Tes rchivelogs Do
Build History trend = 433ms 3h 4min 251ms 489ms
t
v ' 1 .
. 3h 4min
3 Atom feed for all £ Atom feed for failures

2. The Policy-NewFeatures, General tab appears. Make sure that the screen loads

completely.

3. Scroll-down to the end. The control moves from General tab to the Pipeline tab as

shown below:
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Figure 3-39 Policy - Pipeline Script

Jenkins Policy-NewFeatures
Pipeline

Pipeline

Definition pipeline script M

- @

Script

Use Groovy Sandbox @

Pipeline Syntax

In the Script area of the Pipeline section, you can change value of the following
parameters:

* b: Change this parameter to update the namespace where Policy was
deployed in your bastion.

» d: Change this parameter to update the namespace where your gostubs are
deployed in your bastion.

» e: Set this parameter as ‘'unsecure’, if you intend to run ATS in TLS disabled
mode. Else, set this parameter as 'secure’.

e @g: Set this parameter to more than 30 secs. The default wait time for the pod
is 30 secs. Every TC requires restart of the nrf-client-management pod.

* h: Set this parameter to more than 60 secs. The default wait time to add a
configured policy to the database is 60 secs.

* i: Set this parameter to more than 140 secs. The default wait time for
Nf_Notification Test Cases is given as 140 secs.

* k: Use this parameter to set the waiting time to initialize Test Suite 8.
* |: Use this parameter to set the waiting time to get response from Stub 9.

* m: Use this parameter to set the waiting time after adding Policy Configuration
10.

* n: Use this parameter to set the waiting time after adding Policy 11.
0: Use this parameter to set the waiting time before sending next message 12.
e p: Use this parameter to set Prometheus Server IP 13.
q

: Use this parameter to set Prometheus Server Port.

< Note:

DO NOT MODIFY ANYTHING OTHER THAN THESE PARAMETER
VALUES.
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» Click Save after updating the parameters value. The Policy-NewFeatures
Pipeline screen appears.

¢ Note:

It is advisable to save the pipeline script in your local machine that
you can refer at the time of ATS pod restart.

Executing Policy Test Cases

To execute Policy test cases:

1. Click the Build with Parameters link available in the left navigation pane of the
Policy-NewFeatures Pipeline screen. The following screen appears.

Figure 3-40 Policy - Build with Parameters

Jenkins Poliey-NewFeatures

§ Back

Pipeline Policy-NewFeatures

This build requires parameters:

< - Oracle Communications Automated Test Suite - POLICY

TestSuite  NewFeatures
Sut PCH v
Select Option @ Al
g Peetos St Single/MultipleFeatures
TestCases
« Condition_Data_For_Session Rule « Custom_Jsons
« Custom_Jsons_Update « Import_ Export_Policy RestAPI
« OverrideDefaultPCCRule « SM_policy_audit

Build History trend

* Spending_Limit_Pending_Counter * Subscriber_Activity_Logging
- = * Variant2

In the above screen, you can select SUT as either PCF, CN-PCRF or Converged
Policy. It also has two Select_Option(s), which are:

* All: By default, all the Policy test cases are selected for execution. User just
need to scroll down and click Build to execute all the test cases.

* Single/MultipleFeatures: This option allows you to select any number of test
cases that you want to execute from the list of total test cases available for
execution. After selecting the test cases, scroll-down and click Build. The
selected Policy test cases are executed.
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Figure 3-41 SUT Options

Pipeline Policy-NewFeatures

This build requires paramelers;

Based on your selection, related test cases appear.

Figure 3-42 Test Cases based on SUT

Pipeline Policy-NewFeatures

“This buid requires parameters:

Go to Build - Console Output to view the test result output as shown below:

ORACLE
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Figure 3-43 Sample: Test Result Output in Console

Jenkins + Policy-NewFeatures | #4

Figure 3-44 Sample Output of Build Status

Jenkins Policy-NewFeatures

# Back to Dashboard

status Pipeline Policy-NewFeatures
Ch #Fadd description
(©) buikd with Parameters
M Configure —
2 Recent Changes
Full Stage View |

@ Documentation

=S Stage View
© Pipeline Syntax . » ——— Py Declarative:
reparation xecute-Tes rehive logs
» 2 Post Actions
Build History trend = 433ms 3h 4min 251ms 489ms
t
@n i 12 PA '} Aug 19
3h 4min

) Atom feed for all ) Atom feed for failures

NewFeatures - Documentation

To view Policy functionalities, go to Policy-NewFeatures pipeline and click
Documentation link in the left navigation pane.

Figure 3-45 Policy-NewFeatures Feature List

My Project

Main Page = Related Pages

Related Pages

Here is a list of all related documentation pages:

IMS_Emergency_Call_001
IMS_Emergency_Call_002
IMS_Emergency_Call_006
IMS_Emergency_Call_007
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You can click any functionality to view its test cases and scenarios of each test case.
For example, on click of IMS_Emergency_Call_001, the following test description

appears:

Figure 3-46 IMS_Emergency_Call_001

pages

My Project

|Back to #4

IMS_Emergency_Call_001

| #3¢et the PPI object for CM Service
| #Set the config object for config service

Policy:

| #If {[request type is create] AND [AFN matches one of specified APN value 'Emergency}, insiall 'Emergency_S01_default_pcc'
| #For Each AF Flow, If [the Service-URN is one of specified value 'sos.police’], install ‘'Emergency_S01_dedicated_pcc'

' Configurations and POLICY

Based on the functionalities covered under Documentation, the Build Requires
Parameters screen displays test cases. To navigate back to the Pipeline Policy-
NewFeatures screen, click Back to Policy-NewFeatures link available on top left

corner of the screen.

PCF-Regression Pipeline

This pre-configured pipeline has all the test cases of previous releases. For example,
as part of Release 1.7.4, this pipeline has all the test cases that were released as part
of release 1.7.0

To view Regression pipeline details, click Build with Parameters in the left navigation

pane. The following screen appears:

Figure 3-47 Policy-Regression

Jenkins Policy-Regression

# Bock o Doshboord o . .
Pipeline Policy-Regression

B i A ——

U B

"

TestSuite  Regression
suT PCF v

Select_Option ® AJ|
@ Posioe Sy Single/MultipleFeatures
TestCases
o CHF_Capacity
*  Nf_Notification_CHF_Load_Change
* NI_Notification_UDR_Load_Change
® SM_CHF_Priority
= SM_CHF_Update_Notify_SLA SessionRule
« SM_Policy_Create_PRA
= SM_Policy_Terminate
= SM_Policy_Update_Event Trigger APP_STO
» SM_Policy_Update_Event_Trigger_RES_MO_RE

Build History trend -

= SM_Policy_Update_Event_Trigger_US_RE
 SM_UDR Capacity

« SM_Update_Ev_Trig_SE_AMBR_CH_and_DEF_Q0S_CH
* SM_Update_Notify_UDR_Data_Changed

= SM_Update Notify UDR Data Delete

* UDR notDiscovered intially

Click Build. The build output appears as shown below:

ORACLE

Oracle Communications Automated Test Suite - POLICY

 Multiple SM_Multiple UDR

*  Nf_Notification_CHF_removed

« Nf_Notification UDR removed

« SM_CHF_Update_Notify SLA_PCCRule

= SM_Policy_Create_Dynamic_PCCRule

« 5M_Policy Create Sess PCCRule

« SM_Policy_Update_Event_Trigger_APP_STA

* SM _Policy Update_Event Trigger DEF_QOS CH
* SM_Policy_Update_Event_Trigger_SUCC_RES_ALLO
« SM_Folicy_Update_PRA

« SM_UDR Priority

* SM_Update Ev_Trig_SE_AMBR_CH_or_DEF_Q0S_CH
 SM_Update Notify UDR Data_Changed_Dnn

« SM_Update Notify UDR Subs Remove
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Figure 3-48 Policy-Regression Build Output

# Jenkins

Pipeline Policy-Regression
s

i P

Stage View

1h Smin

@ iy 1h 9min

The console output is as follows:

Figure 3-49 Policy-Regression Console Output

Jenkins Policy-Regression "

# Note:

The regression pipeline does not have any sanity option. However, you
should perform all the steps as performed in NewFeatures pipeline.
Configure the pipeline script changes to provide environment variables.

Regression - Documentation

Click Documentation in the left navigation pane of the Policy-Regression pipeline.
Following screen appears:
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Figure 3-50 Policy-Regression Documentation

Back to Policy-Reqgression

My Project

Related Pages

pages

Here 15 & ist of all related documentation pages

FEATURE - CHF_Capacity

FEATURE - Multiple_SM_Multiple_UDR

FEATURE - Nf_Notification_CHF_Load_Change

FEATURE - Nf_Notification_CHF _removed

FEATURE - Nf_Notification_UDR_Load_Change

FEATURE - Nf_Notification_UDR_removed

FEATURE - SM_CHF_Prierity

FEATURE - SM_CHF_Update_Notify_SLA_PCCRule

FEATURE - SM_CHF_Update_ Notify_SLA_SessionRule
FEATURE - 8M_Policy_Create_Dynamic_PCCRule

FEATURE - SM_Policy_Create_PRA

FEATURE - SM_Policy_Create_Sess_PCCRule

FEATURE - SM_Policy_Terminate

FEATURE - SM_Policy_Update_Event_Trigger_APP_STA
FEATURE - 3M_Policy_Update_Event_Trigger_APF_STO
FEATURE - 5M_Policy_Update_Event_Trigger_DEF_QOS_CH
FEATURE - 5M_Policy_Update_Event_Trigger RES_MO_RE
FEATURE - SM_Policy_Update_Event_Tripger_SUCC_RES_ALLO
FEATURE - 3M_Policy_Update_Event_Trigger_US_RE

FEATURE - 5M_Policy_Update_PRA

FEATURE - SM_UDR_Capacity

FEATURE - SM_UDR_Priority

FEATURE - SM_Update_Ev_Trig_SE_AMBR_CH_and_DEF_QOS_CH
FEATURE - SM_Update_Ev_Trig_SE_AMBR_CH_or_DEF_QOS_CH
FEATURE - 5M_Update_Notify_UDR_Data_Changed

FEATURE - SM_Update_Motify_UDR_Data_Changed_Dnn1
FEATURE - SM_Update_Notify_UDR_Data_Delete

FEATURE - 5M_Update_MNotify_UDR_Subs_Remove

Figure 3-51 Sample: Regression Documentation - Feature

FEATURE - SM_Policy_Update_PRA

#This feature aims too install multiple PRAs when an update request is sent

PRE-CONDITIONS

#Bringing up Gostubs to simulate NRF,CHF,UDR,SMF

#Register these PCF,CHF,UDR with NRF

#Send a disover UDR Request from PCF to NRF and receive response
#Send a discover CHF Request from PCF to NRF and receive response
#Send a subscribe UDR Request from PCF to NRF and receive response
#Send a subscribe CHF Request from PCF te NRF and receive response

#Set the PPl and PCF object for CM Service
#Set the config object for config service

#Set the HTTP response for NRF simulator when it receives request from nrf-client for UDR
#Set the HTTP response for NRF simulator when it receives request from nrf-client for CHF

SCENARIO

#Send Npcf_SMPolicyConirol_Update request message to PCF, and verify the prainfos structure is downloaded in the response message to SMF,
#also check requests_total metric incremented in the PCF

POLICY

#If the Request Type is Create, install PCC rule, session rule, and policy event triggers.
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This screen shows only those functionalities whose test cases were released in
previous releases.

Executing SCP Test Cases using ATS

ORACLE

To execute SCP Test Cases, you need to ensure that following prerequisites are
fulfilled.

Prerequisites

e Deploy SCP 1.7.3 with following custom values in deployment file.

— As you can provide NRF information only at time of deployment, Stub
NRF details like nrflsvc and nrf2svc should also be provided at the
time of deployment before executing these cases. For Example: If
teststub namespace is scpsvc then SCP should have been deployed with
primary nrf as nrflsvc.scpsvc.sve.<clusterDomain> and secondary nrf as
nrf2svc.scpsve.sve.<clusterDomain> for NRF test cases to work.

— NRF details of SCP should specify port as 8080 in ipEndPoints. Example:
ipEndPoints: [{"port": "8080"}]).

— Inthe SCP deployment file, servingScope must have Regl and
servingLocalities must have USEast and Loc9. In addition, the
recommended auditinterval is 120 and guardTime is 10.

— For ATS execution, you should deploy SCP with SCP-Worker replicas set to 1.
e Deploy ATS using helm charts.

e As you can deploy default ATS with role binding, it is important to deploy ATS and
test stubs in the same namespace as SCP.

Logging into ATS

Before logging into ATS, you need to ensure that ATS is deployed successfully using
HELM charts. A sample screen is given below:

Figure 3-52 Verifying ATS Deployment

NAME: ocscpats
LAST DEPLOYED: Thu Sep 3 12:45:09 2020

Thank you for installing ocats-scp.

Your release is named ocscpats , Release Revision: 1.
To learn more about the release, try:

$ helm status ocscpats
$ helm get ocscpats
root@astion-1-puma:/var/lib/asm_deployment/ats-scp/1.7.3_Tobedelete/ocats-scp-custom-configtemplates-1.7.3 $ ks get svc | grep oc
scpats
ocscpats-ocats-scp LoadBalancer 10.23 61 <pending>
8080:31745/TCP

To login to ATS Jenkins GUI, open the browser and provide the external IP of the
worker node and nodeport of the ATS service as <\Wr ker - Node- | P>: <Node- Por t - of -
ATS>. The Jenkins login screen appears.
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< Note:

In the Verifying ATS Deployment screen, the ATS nodeport is highlighed
in red as 31745. For more details on ATS deployment, refer toSCP ATS
Installation Procedure .

Executing ATS

To execute ATS:

1. Enter the username as "scpuser" and password as "scppasswd". Click Sign in. A
sample screen is shown below.

Figure 3-53 Logging into ATS GUI

Welcome to Jenkins!

scpuser

Keep me signed in

" Note:

If you want to modify your default login password, refer to Modifying
Login Password

2. Following screen appears showing pre-configured pipelines for SCP individually (3
Pipelines).
*  SCP-New-Features

e SCP-Performance: This pipeline is not operational as of now. It is reserved for
future releases of ATS.

e SCP-Regression
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Figure 3-54 ATS SCP First Logged-In Screen

r Sllog out

con: SM L
Build Executor Status = Legen: Atom feed for all Atom leed for failures Atom feed for just latest builds

Pipeline SCP-NewFeatures

This is a pre-configured pipeline where all the SCP test cases are executed. To
configure its parameters, which is a one time activity:

1. Click SCP-NewFeatures in the Name column. The following screen appears:

Figure 3-55 SCP-NewFeatures

f Jenkins

Jenkins SCP-NewFeatures

Pipeline SCP-NewFeatures

This build requires parameters;

Oracle Communication Automated Test Suite - 5GSCP

Testsute  NewFeatures
Select Option (¢)
Sanity.
O single/MultipleFeatures

TestCases
» CHF_SLC_forwardRoute_Target_apiRoot « PCF_AMPolicy_forwardRoute_Target_apiRoot
» PCF_UEPolicy_forwardRoute_Target_apiRoot © SMF_forwardRoute_Target_apiRoot

3 Atom feed for ll £) Atom feed for faiures

2. Click Configure in the left navigation pane to provide input parameters. The SCP-
NewFeatures Configure - General tab appears.

¢ Note:

MAKE SURE THAT THE SCREEN SHOWN BELOW LOADS
COMPLETELY BEFORE YOU PERFORM ANY ACTION ON IT. ALSO,
DO NOT MODIFY ANY CONFIGURATION OTHER THAN DISCUSSED
BELOW.

3. Scroll-down to the end. The control moves from General tab to the Advanced
Project Options tab as shown below:
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Figure 3-56 Advanced Project Options

Jenkins SCP-NewFeatures
Pipeline

Pipeline

Definition Pipeline script

Sipt 17 mode Crmterty . ! ~ @

8

1
2
1
6

4] Use Groovy Sandbox @

Pipeline Syntax

You can modify script pipeline parameters from "-b" to "-q" on the basis of your
deployment environment and click Save. The content of the pipeline script is as
follows:
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Figure 3-57 SCP Pipeline Content

node ('master'){
//a = SELECTED_NF b = NFNAMESPACE ¢ = CLUSTERDOMAIN d = DESTNAMESPACE
//e = ATSREGISTRY f = AUDITINTERVAL g = GUARDTIME h = SCPSVCNAME
//i = SCPCONFIGSVCNAME j = SCPNOTIFYSVCNAME k = SCPSUBSVCNAME 1 = DBSECRETNAME
//m = MYSQLHOST n = ATSSTUBIMAGE o = ATSSTUBCPU p = ATSSTUBMEMORY q = RERUN_COUNT
sh '"*
sh /var/lib/jenkins/ocscp_tests/preTestConfig.sh \
-a SCP \
-b scpsve \
-c odyssey.lab.us.oracle.com \
-d scpsvc \
-e bastion-1:5000/ocats \
-f 120 \

-g 10 \

-h ocscp-scp-worker \

-i ocscp-scpc-configuration \
-j ocscp-scpc-notification \
-k ocscp-scpc-subscription \
-1 cred \

-m mysql.default \

-n ocats-gostub:1.7.0 \

load "/var/lib/jenkins/ocscp_tests/jenkinsData/Jenkinsfile-NewFeatures"”

The description of these parameters is as follows:

-a - Selected NF

-b - NameSpace in which SCP is Deployed

-C - Kubernetes Cluster Domain where SCP is Deployed

-d - Test Stubs NameSpace - must be same as SCP Namespace

-e - Docker registry where test stub image is available

-f - Audit Interval provided in SCP Deployment file

-g - Guard Time provided SCP Deployment file

-h - SCP-Worker microservice name as provided during deployment

-i - SCPC-Configuration microservice name as provided during deployment
-j - SCPC-Notification microservice hame as provided during deployment
-k - SCPC-Subscription microservice hame as provided during deployment

-| - DB Secret name as provided during deployment
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* -m - Mysql Host name as provided during deployment
* -n- Test Stub Image Name with tag

e -0 - Test Stub CPU requests and limit

* -p - Test Stub Memory requests and limit

e -g - re-run count

# Note:
DO NOT MODIFY ANYTHING OTHER THAN THESE PARAMETERS.

4. Click the Build with Parameters. Following screen appears:

Figure 3-58 Build with Parameters Options

f_ Jenkins

Jenkins SCP-NewFeatures

§ Back to Dashboard

Pipeline SCP-NewFeatures

Status
> Changes This build requires parameters;

D) putd it Forometers Oracle Communication Automated Test Suite - 5GSCP

Testsute  NewFeatures
Select Option (¢)
Sanity.
O single/MultipleFeatures

TestCases
 CHE SLC_forwardRoute_Target apiRoot « PCF_AMPolicy_forwardRoute_Target_apiRoot

» PCF_UEPolicy_forwardRoute_Target_apiRoot © SMF_forwardRoute_Target_apiRoot

) Atom feed for all ) Atom feed for failures

In the above screen, there are three Select_Option(s), which are:

* All: By default, all the SCP test cases are selected for execution. User just
need to scroll down and click Build to execute all the test cases.

e Sanity: This option is NOT AVAILABLE for SCP.

* Single/MultipleFeatures: This option allows you to select any number of test
cases that you want to execute from the list of total test cases available for
execution. After selecting the test cases, scroll-down and click Build. The
selected SCP test cases are executed.

» To check execution results and logs:
— Click the execute-tests stage of pipeline and then logs.
— Select the test execution step.

— Double-click to open the execution logs console.
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Figure 3-59 SCP-NewFeatures Stage Logs

fm Jenkins

& scpuser =] log out

Jenkins  SCP-NewFeatures

4 Back to Dashboard
0, status

= Changes

f2) Build with Parameters
4% configure

O, Full tage View

[® Documentation

= Rename

© Pipeline Syntax

" Build History trend =
on Sep 3,2020 239 PM

) Atom feed for all ) Atom feed for failures

Stage Logs (Execute-Tests)

© Print Message -- cd
HITP PROXY-unset HTTPS PROXY:beh

testsexport https proxyzunset http proxyunset

< (self time 4ms)

P ©shellsaiot—cd testsexport
HITP PROXY.unset HTTPS PROXY:behave -

hitps proxyunset http proxyunset
—c (self time 25)

add description
© Print Message -- cd =

HITP PROXY.unset HTTPS PROXY:behave -

it inesm

festsiexport gostub=trueunset https

© shell Script - cd tests:export
HITP PROXY:unset HTTPS PROXY:behave -i
129)

hitps proxyunset hitp proxyunset
¢ (self time 3min

© Print Message - Executing all cases (self time Sms)
Ia Shell Script - cd

testsunset hitp proxy https proxzunset HTTP PROXY.unset HTTPS PROXY:export
test  (self time 40min 165)

L
© Shell Script -- cd tests: rerun="cat | grep RERUN | cut -d'="
-2 cut -d? -1; unset hittp proxy https proxyunset HTTP PROXY:unset HTTPS PROXY:export gostub=true: sh re-run.sh

Sterun (self time 264ms)

© Print Message - cd
{ TP PROXY:unset HTTPS PROXY:behave -i

testsexport https proxyunset http proxyunset

—c (self time 5ms)

© shel Script - cd Avar/lib/jenkins/ocscp testsiexport gostub=true;unset https proxy:unset hitp proxyunset
HTTP PROXY:unset HTTPS PROXY:behave -i ~c (self time 65)

Parmalinks<

NewFeatures - Documentation

This pipeline has the HTML report of all the feature files that you can test as part of
SCP ATS release. To view SCP functionalities, go to SCP-NewFeatures pipeline and
click Documentation link in the left navigation pane. The following screen appears:

Figure 3-60 SCP-NewFeatures-Documentation

Back to SCP-NewFeatures

pages

OCATS-SCP 170

FeatureTC's

Related Pages

Here is a list of all related documentation pages:

CHF_SLC_forwardRoute_Target_apiRoot

PCF_AMPolicy_forwarcdRoute Target apiRoot
PCF_UEPolicy_forwardRoute_Target_apiRoot
SMF_forwardRoute_Target_apiRoot

# Note:

Documentation option appears only if New-Features pipeline is executed
atleast once.

You can click any functionality to view its test cases and scenarios for each test case.
For example, on click of SMF_forwardRoute_Target_apiRoot, the following screen

appears:

3-42



Chapter 3
Executing SCP Test Cases using ATS

Figure 3-61 Sample: SCP Functionality

OCATS-SCP 170

FeatureTC's

SMF_forwardRoute_Target_apiRoot

Description :

To test routing towards SMF for service (nsmi-pdusession) through SCP, wherein 3gpp-Sbi-Target-apiRoot header in incoming request gets considered to select destination

Scenario-1 : To test routing of initial through SCP for "nsmf-pdusession” service where, request messa?es
getfforwgrd ;outt;’e)d to host mentioned in 3gpp-Sbi-Target-apiRoot header (which is configured with mos
preferred priority).

Objective :

To test routing of initial through SCP for *nsmi-pdusession” service where, request messages get forward routed to host mentioned in 3gpp-Sbi-Target-apiRoot header (which is configured with most preferred priority).

Pre-requisite :

1. NF profiles SMF1 and SMF2 have same smiflnfo part, which is matching with infial request messages.
2. NF profile SMF2 has priority 70.

3. NF profile SMF1 has priority 80.

4. Above SMF profiles have apiPrefi USEast

5. All components of SCP are deployed - socthsayer, SCP-worker and istio-pilot

6. Test stubs (AMF and SMF) are deployed in within SCP cluster.

7. Routing options are configured for Routing Policy as Forward_Route and Rerouting policy as RerouteWithinSite.

Procedure Expected Result

1.) Send 200 Initial messages (Create pau session) having request payload body parameters matching with smfinfo paramters of SMF1 and SMF2. These send request messages 1.) Veerfy all the initial messages get routed
having Sgpp-Shi-Target-apiRoot Set to hitp://smf2sve default sve cluster local BO/USEast, wherein port is specified and authority as SCP worker with apiprefix=USNorth to SMF2 and not to any other SMF?

Based on the functionalities covered under Documentation, the Build Requires
Parameters screen displays test cases. To navigate back to the Pipeline SCP-
NewFeatures screen, click Back to SCP-NewFeatures link available on top left corner
of the screen.

SCP-Regression Pipeline

This pre-configured pipeline has all the test cases of previous releases. When you
click SCP-Regression Pipeline, following screen appears:

Figure 3-62 SCP-Regression Pipeline

Jenkins SCP-Regression

# Back to Dashboard . . .
stotus Pipeline SCP-Regression
%add description

= Changes
Disable Project
) Build with Parameters .

2% Configure =)
2 Recent Changes
Full Stage View o

{ Documentation

. Stage View

= Rename
© Pipeline Syntax N " Execute Tests — Declarative:

reparation ecute-Te rchive logs Post Actions
§ Build History trend = 106ms 13min 595 67ms 140ms
t 23
w8 s Sep 03 =
o 2min 47s

0u

If you are executing SCP pipeline for the first time, you have to set Input Parameters
before execution. Subsequent execution does not require any input unless there is a
need to change any configuration.

In the left navigation pane, click Configure to provide inputs parameters and scroll to
bottom of the screen to pipeline script as displayed below.
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Figure 3-63 Regression - Pipeline Script

Jenkins SCP-Regression
Build Triggers
Pipeline
Definition Pinsline script i
1= node {'master){ s
Saipt . . - o
6 sh '
7 it
8
9
®
1
12 il
15
16 -
17
5] Use Groovy Sandbox e
Pipeline Syntax

You can change parameters from "-b" to "-q" as per deployment environment and
click Save. The content of the pipeline script is as follows:
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Figure 3-64 SCP-Regression Pipeline Script

node ('master'){

sh '

v

Chapter 3
Executing SCP Test Cases using ATS

SELECTED_NF b = NFNAMESPACE ¢ = CLUSTERDOMAIN d = DESTNAMESPACE
ATSREGISTRY f = AUDITINTERVAL g = GUARDTIME h = SCPSVCNAME
SCPCONFIGSVCNAME j = SCPNOTIFYSVCNAME k = SCPSUBSVCNAME 1 = DBSECRETNAME

MYSQLHOST n = ATSSTUBIMAGE o = ATSSTUBCPU

sh /var/lib/jenkins/ocscp_tests/preTestConfig.sh \

-b

==

SCP \
scpsve \
odyssey.lab.us.oracle.com \

scpsve \

bastion-1:50@@/0cats \

120 \

10 \

ocscp-scp-worker \
ocscp-scpc-configuration \
ocscp-scpc-notification \
ocscp-scpc-subscription \
cred \

mysql.default \

ocats-gostub:1.7.8 \

ATSSTUBMEMORY q = RERUN_COUNT

p =

load "/var/lib/jenkins/ocscp_tests/jenkinsData/Jenkinsfile-Regression”

The description of parameters is as follows:

n SCP Depl oynment file

-a - Selected NF
-b - NameSpace in which SCP is Depl oyed
-C - K8s Cluster Domain where SCP is Depl oyed
-d - Test Stubs NaneSpace - Must be same as SCP Namespace
-e - Docker registry where test stub inmage is available
-f - Audit Interval provided i
-g - CGuard Tine provided SCP Depl oyment file
-h - SCP-Worker microservice name as provided during
depl oyrent

during depl oyment

")

during depl oyment

-k - SCPC Subscription microser

- SCPC- Configuration mcroservice nane as provi ded

- SCPC- Notification mcroservice name as provided

vi ce name as provided
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during depl oyment
- - DB Secret nane as provided during depl oyment
-m - Msqgl Host nane as provided during depl oyment
-n - Test Stub Image Name with tag
-0 - Test Stub CPU requests and limt
-p - Test Stub Menory requests and linit
-q - re-run count

Click Build with Parameters. The following screen appears:

Figure 3-65 SCP Regression - Build with Parameters

T - g i oo

Jenkins SCP-Regression

§ Back to Dashboard

Pipeline SCP-Regression

> Changes This build requires parameters:

Status

{2) Build with Parameters

Oracle Communication Automated Test Suite - 5GSCP

2% Configure

Full Stage View TestSuite  Regression
Select_Option

@ Documentation LOption @) A
> Rename Sanity

O Single/MultipleFeatures
© Pipeline Syntax

TestCases
o SCP_Audit_nnrf_nfm  NF_Notification
% Build History trend = * NRF_Registration * NRF_Subscription
* AUSF_AUTH_forwardRoute_Target_apiRoot  PCF_SMPolicy_forwardRoute_Target apiRoot
© UDM_SDM_forwardRoute_Target_apiRoot © UDM_UECM _forwardRoute_Target_apiRoot
0  SCP_Audit_nnrf.disc
0

It has following three options:

* All - To execute all the test cases except SCP_Audit_nnrf_disc. If SCP is
deployed with nnrf-disc for Audit or Registration with NRF is not enabled, then
you should not use the All option. Instead, use Single/MultipleFeatures option to
select appropriate cases for execution.

e Sanity - This option is not available for SCP.

* Single/MultipleFeatures - To execute selected test cases. You can select one or
more test cases and execute using this option.

Select an appropriate option and click Build to start test execution.

Figure 3-66 SCP-Regression Build Option

I 8 . o

Jenkins SCP-Regression

§ Back to Dashboard

Pipeline SCP-Regression

> Changes This build requires parameters:

Status

{2) Build with Parameters

Oracle Communication Automated Test Suite - 5GSCP

A% Configure
Full Stage View TestSuite  Regression
Select_Option (g)
@ Documentation ption (@) i
= Rename Sanity

O single/MultipleFeatures
© Pipeline Syntax

TestCases

 SCP_Audit_nnrf_nfm  NF_Notification
@ Build History trend = « NRF_Registration © NRF_Subscription
* AUSF_AUTH_forwardRoute_Target_apiRoot » PCF_SMPolicy_forwardRoute_Target_apiRoot
« UDM_SDM_forwardRoute_Target apiRoot « UDM_UECM _forwardRoute_Target_apiRoot
0 Sep 3. 2020 5:15 PV  SCP_Audit_nnrf_disc
0
—
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To check execution results and logs, click the execute-tests stage of pipeline and then
logs. To open execution logs console, select test execution step and double-click the
execution log.

Figure 3-67 SCP-Regression Stage Logs

2 scpuser ] log out
m Stage Logs (Execute-Tests) . (@] P Sllog

Jenkins + SCP-Regression © Print Message - cd D testsiexport gostub=t t hitps proxyunset http proxyunset
HITP_PROXY:unset HTTPS PROXY:behave -i - (self time 3ms)
Back to Dashboard

A Back to Dashboar © shell Script - cd p testsexport unset https proxyunset hitp proxyzunset

Q) status HITP PROXY:unset HTTPS PROXY:behave -i /var/lib/jenkins/ocscp tests/features/regression/stubdelete -c (self time 2s)

— N (#add description
= Changes © shell Script (self time 2min 425)

Disable Project
{2 Build with Parameters © shell Script - cd D tests: rerun="cat D h | grep RERUN | cut -d'=" _
£ conoure -f2 | cut - -f1 unset http proxy hitps proxyunset HTTP PROXY:unset HTTPS PROXY.export sh re-runsh
E ‘Srerun (self time 267ms)
O, Full Stage View
© Print Message -- cd. scp tests:export. https proxy:unset http proxy:unset
I® Documentation HITP PROXY:unset HTTPS PROXY:behave -i D  (self time 4ms)
= Rename © Shell Script -- cd p testsexport gostub=true:unset hitps proxyunset http proxyzunset
© Pieinesyax HTTP_PROXY:unset HTTPS PROXY:behave -i D - (self time 25)
L Post Actions
@ Build History trend = erage stage times: 106ms 13min 595 67ms 140ms
[find x|
8 e 515 o3 | .
0 Sep 32020 515 M Sep 0 76ms 2min 47s s55ms 107ms
@ Sep3,20205:13 PM 22

Executing SLF Test Cases using ATS

ORACLE

Logging into ATS

Before logging into ATS, you need to know the nodeport of the "-ocats-slf* service. To
get the nodeport detail, execute the following command:

kubect| get svc -n <slf_namespace>

Example: kubect| get svc -n ocats

Figure 3-68 SLF Nodeport

In the above screen, 31150 is the nodeport.
To login to ATS via Jenkins:

1. Inthe web browser, type http:lI<Worker IP>:<port obtained above> and press
Enter.
Example: http://10.75.225.49:31150

The Login screen appears.

2. Enter the username as 'udruser' and password as 'udrpasswd'. Click Sign in. A
screen with pre-configured pipelines for SLF appears (3 pipelines).

* SLF-New-Features: This pipeline has all the test cases, which are delivered
as part of SLF ATS - 1.7.1.

* SLF-Performance: This pipeline is not operational as of now. It is reserved for
future releases of ATS.
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* SLF-Regression: This pipeline has all the test cases of previous releases. As
this is the first release of SLF-ATS, this pipeline does not show any previous
release test cases.

# Note:

If you want to modify your default login password, refer to Modifying
Login Password

Figure 3-69 SLF Pre-configured Pipelines

e g . oo

Jenkins

& an

s w Name | Last Success Last Fallure Last Duration

& My views

Build Queue =

Bulld Executor Status - Legend ) Atom feed for al Y Atom feed for failures Atom feed for just latest builds

3. Click SLF-NewFeatures. The following screen appears:

Figure 3-70 SLF-NewFeatures Configure

# Jenkins Q ) [ TR

Junking SLF-NawF satures

e Pipeline SLF-NewFeatures

[§ oo ] = L

= Stage View

L Prepacation Euncule T Archive logs ,:_‘l"“" IIIII
Bl Histary trand

o

Permalinks

4. Click Configure in the left navigation pane. The General tab appears. User MUST
wait for the page to load completely.

5. Once the page loads completely, click the Advanced Project Options tab. Scroll
down to reach the Pipeline configuration as shown below:
MAKE SURE THAT THE SCREEN SHOWN BELOW LOADS COMPLETELY
BEFORE YOU PERFORM ANY ACTION ON IT. ALSO, DO NOT MODIFY ANY
CONFIGURATION OTHER THAN DISCUSSED BELOW.
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Figure 3-71 SLF Configuration Parameters

Pipeline

You SHOULD NOT change any other value apart from line number 12 to line 15.
It means the parameters marked as "a" - to - "g" can only be changed as per user
requirement. The detail about these parameters is as follows:

e a- Name of the NF to be tested in capital (SLF).
e b - Namespace in which the udr is deployed.

¢ -Name_of UDR_ingressgateway_service.namespace (ocudr-
ingressgateway.ocudr).

e d - Port of ingressgateway service (80).

e e -Name_of Prometheus_service.namespace (prometheus-
server.ocudr.svc.cluster.local).

e f- Port of Prometheus service (80).
* g - Number of times the re-run of failed case is allowed (default as 2).

Click Save after making neccesary changes. The SLF-NewFeatures screen
appears.

Click Build with Parameters. The following screen appears:

Figure 3-72 SLF Build with Parameters

Jenkins SLF-NewFeatures

# Back to Dashboard

Pipeline SLF-NewFeatures

= Changes This build requires parameters

Status

Oracle Communication Automated Test Suite - 5GSLF

TestSuite NewFeatures

Configure

Full Stage View
Select Option © All

@ Documentation Single/MultipleFeatures
> Rename TestCases
© Pipeline syntax T SEALET R

* SLF_Config_and_Lookup_API © SLF_Prov_API

Build History trend = m

@#
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In the above screen, there are two Select_Option(s), which are:

All: By default, all the SCP test cases are selected for execution. User just
need to scroll down and click Build to execute all the test cases.

Single/MultipleFeatures: This option allows you to select any number of test
cases that you want to execute from the list of total test cases available for
execution. After selecting the test cases, scroll-down and click Build. The

selected SLF test cases are executed.

NewFeatures-Documentation

To view SLF functionalities, go to SLF-NewFeatures pipeline and click Documentation
link in the left navigation pane as shown below:

Figure 3-73 SLF-NewFeatures Documentation Option

Jenkins SLF-NewFeatures

# Back to Dashboard

St Pipeline SLF-NewFeatures
= Changes This build requires parameters:
{2) Build with Parameters . . )
M. Configure Oracle Communication Automated Test Suite - 5GSLF
Full Stage View TestSuite  NewFeatures

Select_ Option @ All
l@ Documentation

Single/MultipleFeatures
> Rename TestCases
© Pipeline Syntax I E AR

* SLF_Config_and_Lookup APl

® SLF_All_Metrics
® SLF_Prov_API

Build History trend = m

on 08 A :

J Atom feed for all [ Atom feed for failures

The following screen appears:

Figure 3-74 SLF-NewFeatures Documentation

Back to SLF-NewFeatures

My Project

pages

Related Pages

Here is a list of all related documentation pages-

SLF_All_Err

SLF_All_Metrics
SLF_Config_and_Lookup_AP1
SLF_Prov_API
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< Note:

Documentation option appears only if New-Features pipeline is executed
atleast once.

You can click any functionality to view its test cases and scenarios for each test case.
For example, on click of SLF_AII_Err, following screen appears:

Figure 3-75 Sample: SLF Test Case Description
SLF_All_Err

Objective: To validate the unsuccessful seenarios for SLF provisioning.

WCleaning up suEscribers and si-groups wsed in 1his test case

i o SLFGrouprame, S

#Tis ragianer me profie dala : sfGrouphlame, na adir. i, acesauntid and exid values for Subacribes Prevmianing wilh irvalid LRI

#To ragissar Ma protie dala | SHGIOURMAMS, Nal MESG b Pravisianing with: Unknown, iy

To ragis:

e prafie data | SHG

e Pranvisianing with Linknown key o invaid key

Wi register Me profie 0ala | sGroUpHame, Nal MakHon. I, accauntid and extd values fr Subscriber Provaianing

Wi o

SLFGrouprame, S

#Tin reagies

v piafie dala : sGroup i iresi, accountid an

alues for Subseriber Pravaioning wiltheul destinalion
#To delets the SLF configuration Data for the sHGrouphame !.i:.iu'p'JJI
Objective : To be unsuccessful to delete when a subscriber does not exist,

#Caning up subscribers and si-groups Lsed in Bhis test case

Wi cheegisoar troa prodle information for @ regissensd profle wif ncormect subscrber BccountiD anc invalkd ey value

#Ti de-reqister the proble information for a registared profle wilh ncorect subsciber accountD and invabd URI value

Based on the functionalities covered under Documentation, the Build Requires
Parameters screen displays test cases. To navigate back to the Pipeline SLF-
NewFeatures screen, click Back to SLF-NewFeatures link available on top left corner
of the screen.
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Modifying Login Password

You can login to ATS application using default login credentials. The default login
credentials are shared for each NF in its respective chapter of this guide.

If the user wants to modify its login password, the ATS application allows to do so. To
modify login password:

1. Login to ATS application using default login credentials. The home screen of
respective NF appears showing its pre-configured pipelines.

Figure A-1 Sample: NRF Home Screen

Jenkins
& People Al
= Build Histol . :
g s W Name ! Last Success Last Failure  Last Duration
& My Views
- NRF-NewFeatures 4 days 19 hr - #3 Al-GEO N/A 3min 55 sec 2
A / / 5
Build Queue - NRE-Performance N/A N/A N/A (%3]
No builds in the queue. -] NRF-Regression 4 days 22 hr - #1 - All-Regression N/A 23 min (%3]
lcon: SM L
Build Executor Status - Legend [ Atom feed forall [ Atom feed for failures [ Atom feed for just latest builds
1 idie
2 Idle
3 Idle

2. Hover-over logged-in user name and click the down arrow. Click Configure as
shown below.

Figure A-2 Configure Option

_ Q i @ ; . E Iog o

~ Builds
All &‘ My Views

S w Name | Last Success Last Failure 'Q Credentials
J NRF-NewFeatures 4 days 19 hr - #3 All-GEO N/A 3 min 55 sec .._)

NRF-Performance N/A N/A N/A ‘L)
J NRF-Regression 4 days 22 hr - #1 - All-Regression N/A 23 min u;)
lcon: SM L

Legend [EJ Atom feed forall [EY Atom feed for failures [} Atom feed for just latest builds

3. The following screen appears.
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Figure A-3 Logged-in User Detail

Appendix A

@ rfuser 3] log out

Jenkins nrfuser

§ People Full Name

nrfuser

Status
Description

» Builds

M. Configure

& My Views

A, Credentials
API Token

Current token(s)
There are no registered tokens for this user.

Add new Token

Credentials

Credentials are only available to the user they belong to
E-mail

E-mail address | .t ser@oracle.com

Your e-mail address, like joe. chin@sun. com

Extended Email Job Watching
No configuration available

My Views

Default View

(]

The view selected by default when navigating to the user's private views

Notification URL

Default v

Password

Password:

Confirm Password: | .

SSH Public Keys

SSH Public Keys

Session Termination

Terminate All Sessions

Setting for search
Case-sensitivity Insensitive search tool
User Defined Time Zone

Time Zone Default

Page generated:

Jul 23, 2020 2:26:21 PM UTC RESTES

Jenkins 2.235.1

4. In the Password section, enter the new password in the Password and Confirm

Password fields and click Save.

Thus, a new password is set for the user.
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