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What's New in This Guide
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This section shares the list of new features introduced in every Provisioning Gateway
release. For more release specific information, please refer to its release notes.

Release 1.8
The following new features are supported in this release:

* UDR deployment with service mesh like Aspen. This helps in controlling and
monitoring the data flow within UDR microservices and outside as well.

* Auditor service, which audits the SLF segments and creates a report for
descrepencies found in subscriber records.



Introducing Provisioning Gateway

In this chapter, you will get an overview of Provisioning Gateway, its architecture and
the operations it supports.

Overview

In this section, you will get an overview on Provisioning Gateway.

Oracle Provisioning Gateway is implemented as a cloud-native function. It offers

a rest interface for SLF data provisioning. It relays the request received by the
provisioning system to multiple 5G UDRSs. It then consolidates the response received
from each UDR and sends back the final response to the provisioning system.

With the help of Ingress Gateway, Provisioning Gateway provides an HTTP2 based
secured RESTful interface for provisioning clients.

It also integrates with Egress API gateway for traffic towards UDR/SLF.

Architecture

In this section, you will learn about Provisioning Gateway architecture.

Provisioning Gateway:

e Interfaces with provisioning system on the northbound and UDR (5G) on the
southbound interface.

e Provisioning system uses REST-JSON based interface to send requests to UDR.

»  Forks requests to multiple UDRs (multiple segments like UDR1, UDR2). The
number of UDRs to which requests are forked is configurable

» Traffic between Provisioning Gateway and UDR is managed via Egress Gateway.

e Can be deployed in multiple setups. Each one is stateless and does not
communicate with each other. If one of the Provisioning Gateway fails,
provisioning system can send commands to second Provisioning Gateway to
continue provisioning.

e Micro services are:

— Ingress API Gateway: receives requests from provisioning system and
forwards the same to provisioning gateway service. It also provides TLS for
secure request handling and loadbalances among all provisioning gateway
service pods.

— Egress API Gateway: handles egress traffic towards UDR/SLF.

— Provisioning Gateway Service: is the core service, which handles the main
business logic of forking requests to multiple UDR/SLF. The service ensures
the provisioning operations are atomic across segments i.e. returns success
only when requests are successful on all UDR/SLFs.
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— Auditor Service: audits the subscriber records across segments and creates
a report for descrepencies in the subscriber information.

* CNFis integrated with OCCNE services like EFK, Prometheus/Grafana and
Jaegar.

List of Operations Supported

In this section, you will learn about the Network Function (NF) related operations for
provisioning.
The NF-group-id related operations for provisioning are:

* Creates/Updates SLF data for a subscriber: Adds or updates the SLF data
related to nf-group-id.

* Get SLF Data: Retrieves the nf-group information of a subscriber.

» Delete SLF Data: Deletes the nf-group information and related data for a
subscriber.

References

ORACLE

In this section, you will learn about Provisioning Gateway references.

Refer to the following documents for more information on Provisioning Gateway usage
in 5G cloud native environment.

e Unified Data Repository Installation and Upgrade Guide
e Unified Data Repository User's Guide

* Cloud Native Core Network Function Data Collector User's Guide
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Installing Provisioning Gateway

In this chapter, you will learn to install Provisioning Gateway.

Planning Your Installation

In this section, you will learn to plan Provisioning Gateway installation.

Pre-installation Tasks:
e Checking the software requirements

e Checking the environment setup

Checking the Software Requirements

In this section, you will learn about softwares required to install provisioning gateway.

Before installing Provisioning Gateway, install the following softwares on your system.

Software Version
Kubernetes v1.17.5
HELM v3.1.2

Additional softwares that needs to be deployed as per the requirement of the services

are:

Software Chart Version Notes

elasticsearch 7.6.1 Needed for Logging Area
elastic-curator 554 Needed for Logging Area
elastic-exporter 1.1.0 Needed for Logging Area
logs 3.00 Needed for Logging Area
kibana 7.6.1 Needed for Logging Area
grafana 6.6.2 Needed for Metrics Area
prometheus 2.16.0 Needed for Metrics Area
prometheus-node-exporter 0.18.1 Needed for Metrics Area
metallb 0.8.4 Needed for External IP
metrics-server 0.3.6 Needed for Metric Server
tracer 1.14.0 Needed for Tracing Area
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< Note:

The above softwares are available in the Oracle Communications Cloud
Native Environment (OCCNE). If you are deploying Provisioning Gateway
in any other environment, then the above softwares must be installed before
installing Provisioning Gateway.

To check the installed software items, execute the following command:

helmls
Some systems may need to use helm command with admin.conf file as follows:

hel m - - kubeconfi g admi n. conf

Checking the Environment Setup

In this section, you will learn to setup an environment to install Provisioning Gateway.

Before installing Provisioning Gateway, your system should have the following:
* Provisioning Gateway Software: The Provisioning Gateway software consists of:

— Provisioning Gateway Helm Chart: reflects the Provisioning Gateway
software version. It comes in the form of a zipped tar file.

— Software images of the micro-services: are available in the form of docker
images and/or tar file.

¢ Note:

For more details about Provisioning Gateway software, see
Checking the Software Requirements

* Network Access: The Kubernetes cluster hosts must have network access to:

— Local docker image repository where the Provisioning Gateway images are
available.

— Local helm repository where the Provisioning Gateway helm charts are
available.

" Note:

Execute all the kubectl and helm commands used in this document on
a system depending on the infrastructure of the deployment. It may be
some client machine like virtual machine, server, local desktop and so
on).

* Laptop/Desktop Client Software: A laptop/desktop where the user executes
deployment commands should have:

— Network access to the helm repository and Docker image repository.

— Helm repository configured on the client.
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— Network access to the Kubernetes cluster.

— Necessary environment settings to run the 'kubectl' commands. The

environment should have privileges to create a namespace in the Kubernetes
cluster.

— Helm client installed with the 'push’ plugin. The environment should be

configured so that the 'helm install' command deploys the software in the
Kubernetes cluster.

Installation Sequence

In this section, you will learn about Provisioning Gateway installation sequence:

ORACLE

The installation sequence of Provisioning Gateway is as follows:

1.
2.

Installation Preparation

Namespace Creation: Before creating a namespace, it is important to verify
whether any hamespace is existing in the system or not. If a namespace does
not exist, you must create it. The steps to verify and create a namespace are as
follows:

a. Execute the following command to verify the existence of required namespace
in system:
kubect| get namespace

b. If the required hamespace does not exist, then execute the following
command to create a namespace:
kubect| create nanespace <required nanespace>

For example: kubect| create nanespace provgw

" Note:

This is an optional step. If the required namespace already exists,
proceed with next step.

Service Account, Role and RoleBinding Creation: A sample command to
create the resources is as follows:

Example: kubect| -n <provgw nanespace> create -f provgw sanpl e-
resour ce-tenpl ate. yani

A sample template to create the resources is as follows:

< Note:

You need to update the <helm-release> and <namespace> values with
its respective provgw namespace and provgw helm release name.

#

# Sanmple tenplate start
#

api Version: vl

ki nd: Servi ceAccount
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net adat a:
nane: <hel mrel ease>-servi ceaccount
namespace: <namespace>

api Version: rbac. aut hori zation. k8s.io/vl
kind: Role
net adat a:
nane: <helmrel ease>-role
namespace: <namespace>
rul es:
- api G oups:
"" # "" indicates the core APl group
resour ces
- services
- confi gmaps
- pods
- secrets
- endpoints
ver bs:
- get
- watch
- list

api Version: rbac. authorization. k8s.io/vlbetal
ki nd: Rol eBi ndi ng
met adat a:

nane: <hel mrel ease>-rol ebi ndi ng

namespace: <namespace>

rol eRef:
api G oup: rbac. authorization.k8s.io
ki nd: Rol e
nane: <helmrel ease>-role

subj ect s:

- kind: ServiceAccount
nane: <hel mrel ease>-servi ceaccount
namespace: <namespace>

#

# Sanple tenplate end

#

PVC Creation for persistence storage of audit reports: To create a PVC:
a. Create a yaml file with following content:

api Version: vl
ki nd: Persi stent Vol uned ai m

met adat a:
nane: dynamni c-auditor-pvc
spec
st oraged assNane: <Pl ease Provide your StorageCd ass Nane>
accesshbdes:
- ReadWiteOnce
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resour ces:
requests:
storage: 1G

# Note:

Do not change the name under metadata used in the above
template for auditor service.

You should configure the respective/correct storage class under which you
want to create PV.

b. Execute the following command to create a PVC:
kubect| -f <pvc.yam > -n <namespace>

c. Execute the following command to verify PVC creation:
kubect| get pvc -n <namespace>

5. Kubernetes Secret Creation (provgw-ingress-secret) for storing private keys and
certificates for https:

< Note:

It is a user or operator discretion to create the private keys and
certificates for IngressGateway and it is not in the scope of provgw. This
section shares only samples to create them.

To create a secret to store private keys and certificate for IngressGateway:

a. Execute the following command to generate RSA private key:

openssl req -x509 -nodes -sha256 -days 365 -newkey rsa: 2048
-keyout rsa_private_key

-out rsa_certificate.crt -config ssl.conf -passin
pass: "keyst or epasswd” - passout

pass: "keyst or epasswd”

b. Execute the following command to convert the private key to .pem format:

openssl rsa -in rsa private_key -outform PEM - out
rsa_private _key pkcsl.pem -passin
pass: "keyst or epasswd" - passout pass:"keystorepasswd”

c. Execute the following command to generate certificate using the private key:

openssl req -new -key rsa_private_key -out api gatewayrsa.csr -
config ssl.conf -passin
pass: "keyst or epasswd" - passout pass:"keystorepasswd”
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< Note:

You can use ssl.conf to configure default entries along with storage
area network (SAN) details for your certificate.

A sample ssl.conf file is given below:

ssl . conf

#ssl . conf

[ req ]

default _bits = 4096

di stingui shed_name = req_di stingui shed_nane
req_extensions = req_ext

[ req_distinguished name ]

countryNane = Country Nane (2 letter code)
countryNane_default = IN
stateOrProvinceNane = State or Province Name (full nane)
stat eOr Provi nceNane_default = Karnat aka

| ocalityName = Locality Nane (eg, city)

| ocal i tyName _default = Bangal ore

organi zati onName = Organi zation Nane (eg, conpany)
organi zati onName_default = Oracle

conmonName = Common Narme (e.g. server FQDN or YOUR nane)
commonName_max = 64

commonNane_default = | ocal host
[ req_ext ]

subject AltNane = @lt_nanes
[alt _names]

IP=127.0.0.1

DNS. 1 = | ocal host

Execute the following set of commands to create a root Certificate Authority
(CA):

openssl req -new -keyout cakey.pem -out careq.pem-config
ssl.conf -passin
pass: "keyst orepasswd" -passout pass:"keystorepasswd”

openssl x509 -signkey cakey.pem -req -days 3650 -in careg.pem
-out caroot.cer
-extensions v3_ca -passin pass:"keystorepasswd" echo
1234 >
serial.txt

Execute the following command to sign the server certificate with root CA
private key:

openssl x509 -CA caroot.cer -CAkey cakey.pem - CAseri al

serial.txt -req -in
api gat ewayrsa. csr -out api gatewayrsa. cer -days 365
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-extfile ssl.conf -extensions req_ext
- passi n pass: "keyst or epasswd”

Execute the following command to generate ECDSA private key:

openssl ecparam - genkey -nane prime256vl -noout -out
ecdsa_private_key. pem

openssl pkcs8 -topk8 -in ecdsa_private key.pem -inform pem - out
ecdsa private_key pkcs8. pem -outform pem -nocrypt

Execute the following set of commands to generate certificate using the
private key:

openssl req -new -key ecdsa private_key pkcs8. pem -x509 -nodes
-days 365 -out
ecdsa certificate.crt -config ssl.conf

openssl req -new -key ecdsa private_key pkcs8. pem -out
api gat ewayecdsa. csr -config
ssl.conf -passin pass:"keystorepasswd" -passout
pass: "keyst or epasswd”

Execute the following command to sign the server certificate with root CA
private key:

openssl x509 -CA caroot.cer -CAkey cakey.pem - CAseri al
serial.txt -req -in

api gat ewayecdsa. csr -out api gat ewayecdsa. cer -days
365 -extfile ssl.conf -extensions

req_ext -passin pass:"keystorepasswd"

Create a key.txt file by entering any password.
Exanmpl e: echo "keystorepasswd" > key.txt
Create a trust.txt file by entering any password.
Exampl e: echo "truststorepasswd” > trust.txt
Execute the following set of commands to create a Secret:
kubect!| create ns NameSpace
kubect| create secret generic ocudr-gateway-secret --from
fil e=api gat ewayr sa. cer
--fromfile=caroot.cer --from
fil e=api gat ewayecdsa. cer

--fromfile=rsa_private_key pkcsl.pem--from
file=ecdsa_private_key pkcs8.pem
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--fromfile=key.txt --fromfile=trust.txt -n
<Nanespace>

6. provgw-custom-values-1.8.0.yaml File Configuration: This includes repository
path, primary and secondary node and Provisioning Gateway details configuration.
Other configurations may change depending on the deployment.

# Note:

For more details, you can refer to Customizing Provisioning Gateway.

7. ProvGateway Deployment and Verification: You can deploy Provisioning
Gateway either with HELM repository or with HELM tar in Kubernetes cluster.
Before deploying Provisioning Gateway, you need to prepare for its installation.
Execute the following command to deploy Provisioning Gateway:

hel minstall <helmchart> [--version <ProvGw version>] --
name <rel ease> --nanespace <k8s namespace> -f <provgw custom
val ues- 1. 8. 0. yam >

In the above command:

* <helm chart>: is the name of the chart, which is of the form <helm repo>/
provgw.

* <ProvGw version>: is the software version (helm chart version) of the
Provisioning Gateway. This is optional. If omitted, the default is 'latest' version
available in helm repository.

» <release>: is a user defined name to identify the helm deployment. All pod
names, service name, deployment name are prepended by the release name.

* <k8s namespace>: is a user defined name used to identify the kubernetes
namespace of the Provisioning Gateway. All the Provisioning Gateway micro
services are deployed in this kubernetes namespace.

* <provgw-custom-values-1.8.0.yaml>: is the customized provgw-custom-
values-1.8.0.yaml file. For more details, refer to Customizing Provisioning
Gateway.

" Note:

If helm3 is used, then execute the following command for installation:
helminstall -name <rel ease> --nanespace <k8s nanmespace> -

f <provgw customval ues-1.8.0.yanl > <hel m chart> [--version
<PROVGW ver si on>]

After Provisioning Gateway deployment, you need to verify whether all the
services and pods are up and running.

Installation Preparation

In this section, you will learn to prepare for Provisioning Gateway installation.
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Installation Preparation includes downloading the required files and loading the files to
the system. The steps are:

1.

Download the Provisioning Gateway package (provgw-pkg-1.8.0.tgz) from Oracle
Software Delivery Cloud (OSDC).

Untar the Provisioning Gateway package. Execute the following command to untar
Provisioning Gateway Package File.
tar -xvf provgw pkg-1.8.0.0.0.tgz

This command results into pr ovgw pkg- 1. 8. 0 directory. The directory consists of
following:

*  ProvGw Docker Images File: provgw i mages-1.8.0.tar
* Helm File: provgw1.8.0.tgz
 Readme txt File: The Readne. t xt contains cksum and md5sum of tarballs.

Verify the checksums of tarballs. Execute the following command:
cat Readne. t xt

Load the image tarballs to docker images. Execute the following command:
docker load --input provgwimages-1.8.0.tar

Check if all the images are loaded. Execute the following command:
docker images | grep provgw

Tag the docker images to docker registry. Execute the following command:
docker tag <i mage- nane>: <i mage-tag> <docker -repo>/ <i mage- nane>: <i nage-
tag>

Sample Commands:

docker tag provgw provgw service: 1. 8.0 <customer repo>/provgw
service:1.8.0

docker tag provgw auditor-service:1.8.0 <custoner repo>/auditor-
service:1.8.0

docker tag provgw ocingress_gateway:1.8.1 <custoner repo>/

oci ngress_gateway:1.8.1

docker tag provgw configurationinit:1.4.0 <custoner repo>/
configurationinit:1.4.0

docker tag provgw configurationupdate:1.4.0 <customer repo>/
configurationupdate:1.4.0

docker tag provgw ocegress_gateway:1.8.1 <customer repo>/
ocegress_gateway:1.8.1

Push the docker images to docker registry. Execute the following command:
docker push <docker-repo>/ <i mage- nane>: <i nage-t ag>

Sample Commands:

docker push <customer repo>/provgw service:1.8.0

docker push <customer repo>/auditor-service:1.8.0
docker push <customer repo>/ocingress_gateway: 1. 8.
docker push <customer repo>/configurationinit:1.4.
docker push <customer repo>/configurationupdate:l
docker push <customer repo>/ocegress_gateway:1.8.1

0
0
4.0

Untar Helm Files. Execute the following command:
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tar -xvzf provgw1.8.0.tgz

9. Download the Provisioning Gateway Custom Template ZIP file from OHC. The
steps are as follows:

a. Goto the URL, docs.oracle.com
b. Navigate to Industries->Communications->Cloud Native Core.
c. Click the Provisioning Gateway Custom Template link to download the zip file.

d. Unzip the template to get provgw-custom-configtemplates-1.8.0 file that
contains the following:

ProvGW_Dashboard.json: This file is used by grafana.

e provgw-custom-values-1.8.0.yaml: This file is used during installation.

Following are the Provisioning Gateway Images.

Pod Image

<helm_release_name>-provgw-service provgw/provgw_service

<helm_release_name>-prov-ingressgateway | provgw/ocingress_gateway
provgw/configurationinit
provgw/configurationupdate

<helm_release_name>-prov-egressgateway provgw/ocegress_gateway
provgw/configurationinit
provgw/configurationupdate

<helm_release_name>-auditor-service provgw/auditor-service
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Using Auditor Service

Overview

In this section, you will learn about different auditor service report formats and
generate auditor service reports.

The Auditor Service is deployed along with other services of Provisioning Gateway, at
the time of Provisioning Gateway installation. You do not have to install it separately.
The Auditor service image and helm charts are part of Provisioning Gateway
installation package.

This service:

Audits the subscriber data on SLF segments and creates a report if there is any
discrepancy in the subscriber information.

Reads the configuration information of key type and key values range to perform
the audit.

Connects to the configured SLF segments and sends REST requests to each one
of the SLF via Egress Gateway.

Compares the responses and determines if there are discrepancies.

Creates a report in the PVC mounted path. This path contains subscriber key
details that has different data on SLF segments.

Continues with the next cycle of audit.

¢ Note:

The Auditor Service uses PVC (Persistent Volume Claim) that you must
create before installing Provisioning Gateway application.

Auditor Service Report

An Auditor Service generates a report when it finds any discrepency in the subscriber
information. There are three types of report that it generates, which are as follows:

ORACLE

A subscriber exists in both the SLFs, but they have different data (key/
slfgroup)

Responses do not match for nsisdn: 1013001444 udr1-

i ngressgat eway. udr 1:
{"profile-data":{"account|D":["100000000000000000013001444"], "i nsi ":
["1013001444"],

"mei sdn":["1013001444"]1},"sl f G oupNanme": "Lt eG p10"}. udr2-

i ngressgat eway. udr 2:

3-1



ORACLE

Chapter 3
Auditor Service Report

{"profile-data": {"account|D': [ "100000000000000000013001444" ], "i msi ":
["1013001444"],
"msi sdn": [ "1013001444"1}, "s| f G oupNane": " Lt eGr p09" }

Responses do not match for nsisdn: 1013001446 udr1-

i ngressgat eway. udr1
{"profile-data":{"account!|D":["100000000000000000013001446"], "i nsi "
["1213001444"],

"mei sdn":["1013001446"]}, "sl f G oupNane": "Lt eG p10"}. udr2-

i ngressgat eway. udr 2
{"profile-data":{"account|D":["10000000000000000001300146"],"i nsi "
["1013001446"],

"mei sdn":["1013001446"]}, "sl f G oupNanme": "Lt eG p09"}

Subscriber exists in one of the segment and not present in other

Response not found for mnsisdn: 1013001458 udr 1-i ngressgat eway. udrl
Not Found. udr2-ingressgateway.udr2: {"profile-data":{"accountlD":
["100000000000000000013001458"], "i msi ": ["1013001458"], " nsi sdn"
["1013001458"]},

"sl f G oupNanme": "Lt eG pl0"}

Response not found for mnsisdn: 1013001455 udr 1-ingressgat eway. udrl
Not Found. udr2-ingressgateway.udr2: {"profile-data":{"accountlD":
["100000000000000000013001455"], "i msi ": ["1013001455"], " nsi sdn"
["1013001455"]},

"sl f G oupNanme": "Lt eG pl0"}

Response not found for mnsisdn: 1013002788 udr 1-i ngressgat eway. udrl

{"profile-data":{"account|D":["100000000000000000013000787"], "i nsi ":
["1013002788"], "nsi sdn":["1013002788"]}, "sl f G oupName": "Lt eG pl0"}.
udr 2-i ngressgat eway. udr2: Not Found

Response not found for mnsisdn: 1013002787 udr 1-ingressgat eway. udrl

{"profile-data":{"account|D":["100000000000000000013000786"], "i nsi ":
["1013002787"], "nsi sdn":["1013002787"]}, "sl f G oupName": "Lt eG pl0"}.

udr 2-i ngressgat eway. udr2: Not Found

Error Response from one of the SLFs

Error response received for nsisdn: 1013012788 udr 1-

i ngressgat eway. udr1
{"profile-data":{"account|D":["100000000000000000013012788"], "i nsi ":
["1013012788"],

"mei sdn":["1013012788"]}, "sl f G oupNanme": "Lt eG p10"}. udr2-

i ngressgat eway. udr2: Error

Error response received for nsisdn: 1013012789 udr1-

i ngressgat eway. udr1: Error

udr 2-i ngressgateway. udr2: {"profile-data":{"accountlD";
["100000000000000000013012789"],
"imsi":["1013012789"], "nsi sdn"
["1013012789"]}, "sl f G oupNane": "Lt eG p10"}
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Generating Auditor Service Report

Auditor Service reports generate continuously for files having below format:
audi t YYYYMVDDhhmm t xt
Example: audit202008190928. t xt

However, it is important to get a complete pod name of the Auditor Service. Execute
the following command to get the complete pod name:

kubect| get pods -n <provgw namespace>
Example: kubect| get pods -n provgw

After identifying the Auditor Service pod name, you have three options to generate the
report.

1. Login to the pod and execute the following command to view the report:
kubect| exec -it <conplete pod nane> -n <nanespace > -- bash

This command opens a new shell in the respective pod. The necessary auditor
reports are present in / home/ provuser/| og/ path of the container. Execute the
following command to navigate to the respective path:

cd /hone/ provuser /| og/

Example: kubect| exec -it provgw auditor-service-8454f 96f 69- 1 5ddw -n
provgw -- bash

2. Execute the following command to copy the report log files to the local node:
kubect| cp <namespace>/ <conpl et e- pod- nanme>: / hone/ provuser/log/ /tnp/
provlLog/

This command creates a directory under / t np/ pr ovLog location of the local node
and copies all the audit files from the container to this directory.

Example: kubect| cp provgw provgw auditor-servi ce- 8454f 96f 69- 1 5ddw: /
hone/ provuser /|l og/ /tnp/provLog/

3. Monitor the auditor logs to identify a file and then, execute the following command
to copy the file.
kubect| cp <namespace>/ <conpl et e- pod- name>: / hone/ provuser/ | og/ <audi t
file name> /tnp/<audit file name>

Example: kubect| cp provgw provgw audit or-servi ce- 8454f 96f 69- | 5ddw: /
home/ provuser /| og/ audi t 202008190928. t xt /t np/ provLog/
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Handling SLF Segments

In this section, you will learn about SLF Segments, detecting any failed SLF Segment
in Provisioning Gateway setup, removing that failed SLF Segment and after fixing the
issue, restoring that segment back to the setup.

Understanding the SLF Segment

Detecting

ORACLE

The Provisioning Gateway receives provisioning requests from a provisioning client,
forks the requests and sends it to all its configured SLF Segments. It accumulates all
the responses it receives from each of the SLF Segment and sends a final response to
the provisioning client.

" Note:

The SLF Segment can have more than one SLFs. And, you can deploy more
than one SLF Segment.

If all the SLFs in the SLF Segment are down and other segment responds success,
the final response is failure. It causes the provisioning system to retry the same
message without letting the user to know about the original problem. In this case, the
user needs to remove that faulty segment from the Provisioning Gateway.

SLF Segment Failure

Provisioning Gateway raises Prometheus alerts that helps you to detect the SLF
Segment failure or unavailability. You can monitor the following alerts using the
Prometheus server:

*  ProvgwSegmentDownAbovelPercent (Warning): Indicates more than 1% and
less than 10% of the total number of messages lost due to a segment failure.

*  ProvgwSegmentDownAbovelOPercent (Minor): Indicates more than 10% and
less than 25% of the total number of messages lost due to a segment failure.

*  ProvgwSegmentDownAbove25Percent (Major): Indicates more than 25% and
less than 50% of the total number of messages lost due to a segment failure.

*  ProvgwSegmentDownAbove50Percent (Critical): Indicates 50% or more
number of total messages lost due to segment failure.

[OR]

You can observe the Provisioning Gateway logs. These logs helps you to identify
whether all the IP Addresses in the SLF Segment are down or not.

You can also receive or get the responses and verify which segment is not available or
has gone down while looking into the problem statement.
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Removing Failed SLF Segment

To remove the failed SLF Segment:

1. Execute the following command to copy the provgw-custom-values.yaml file.
cp provgw customval ues. yam provgw custom val ues. yam . bkp

2. Edit the provgw-custom-values.yaml file and remove the faulty segment details
completely.

3. Stop the Auditor Service.
Example:

a. Inthe initial deployment, there are two segments, SEG-1. SEG-2.

Figure 4-1 Segments Deployed

udr
httpsEnabled
segDetails

name: SEG-1
fgdnValues: udrl-ingressgateway.udrl,udr2-ingressgateway.udr2
preferred: udrl-ingressgateway.udrl

- name: SEG-2
fgdnValues: udr3-ingressgateway.udr3,udr3-ingressgateway.udr4
preferred: udr3-ingressgateway.udr3

b. The user identifies that SEG-1 has gone down and wants to remove it. To
remove SEG-1, user should remove the entire segment configuration details
from the .yaml file as shown below:

Figure 4-2 Removing Segment Details

udr
httpsEnabled: fals
segDetails
l name: SEG-2
fqdnValues: udr3-ingressgateway.udr3,udr3-ingressgateway.udr4
preferred: udr3-ingressgateway.udr3

c. Change the auditor-service.enabled to false to stop the Auditor service.

Figure 4-3 Stopping Auditor Service

FULER g -Sscrvice:

enabled: fal

image:

name: provgw/ENfiiRes) service
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d. After making necessary configuration changes in the .yaml file, execute the
following command to do Helm upgrade.
hel m upgrade <rel ease-name> <hel m chart path> — nanespace <provgw
nanespace>

Restoring SLF Segment

ORACLE

After updating the SLF segment and assuring that it is ready to accept the messages,
the user can add this segment back to the previous configuration. To restore the SLF
Segment:

1. Copy the provgw-custom-values.yaml.bkp to provgw-custom-values.yaml
if the updated SLF Segment is same as the previous one. If it is a new
SLF Segment, then update the new segment details in the provgw-custom-
values.yaml file.

2. After making necessary changes, execute the following command to upgrade
helm:
hel m upgrade <rel ease-name> <hel m chart path> - nanespace <provgw
nanespace>

3. Verify if all the pods are up and running in the same namespace.
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Customizing Provisioning Gateway

ORACLE

In this section, you will learn to customize Provisioning Gateway deployment. You can
customize it by overriding the default values of various configurable parameters.

A Provisioning Gateway Customization file is given below:

# Copyright 2019 (C), Oracle and/or its affiliates. Al rights reserved.

gl obal :
docker Regi stry: ocudr-registry.us.oracle.com 5000

# Configure customer created service accounts
servi ceAccount Name:

# Configuration to enable UDR egress traffic through EGWV
egress:
port: 8080
enabl ed: "true"

# port on which UDR s APl -Cateway service i s exposed

# If httpsEnabled is false, this Port would be HITP/ 2.0 Port
(unsecured)

# If httpsEnabled is true, this Port would be HTTPS/ 2.0 Port (secured
SSL)

i ngressCGat ewayHt t pSi gnal i ngPort: 80

i ngressCat ewayHt t psSi gnal i ngPort: 443

#*********************************************************************

# kkhkkkkhkkkkkhkkkhkkkkhk%x UDR/ SLF Confl guratlons khkkkkhkkkkhhkkkhkkkhhkkkhkxkkhk*x*%
# *Pl ease provde the SLF/ UDR FQDNs persegment.
# *If you have only one segment, make sure you have the
auditor_service.enable is set to false
# *Alowed val ues: FQDNs, |P:Port, FQDN: Port
#*********************************************************************
udr:
htt psEnabl ed: fal se
segDetail s:
- name: SEG1
fgdnVal ues: udr1-ingressgat eway. udrl, udr2-ingressgat eway. udr 2
preferred: udrl-ingressgateway.udrl
- name: SEG 2
fgdnVal ues: udr 3-i ngressgat eway. udr 3, 10. 10. x. y: 8081
preferred: udr3-ingressgateway. udr3
retryCount: 2
connect Ti meout: 10000
connecti onProbeTi ner: 15000

#***********************************************************************

* % %
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# xxxxxxx% Qup-Section Start: Custom Extension d obal Parameters
kkhkkkkx k%

#***********************************************************************

*kk

cust onExt ensi on:
al | Resour ces
| abel s: {}
annot ations: {}

| bServi ces
| abel s: {}
annot ations: {}

| bDepl oynent s:
| abel s: {}
annot ations: {}

nonl bServi ces:
| abel s: {}
annot ations: {}

nonl bDepl oynent s
| abel s: {}
annot ations: {}

# xxxxxxx% Qup- Section End: Custiom Extensions d obal Paraneters
kkhkkkkx k%

#***********************************************************************

*k ok

# xxxxxxxx Qup-Section Start: Prefix/Suffix G obal Paraneters
kkhkkkkkkkkkkk

#***********************************************************************

*k ok

k8sResour ce
cont ai ner:
prefix:

suf fix:

# xxxxxxx% Qup- Section End: Prefix/Suffix G obal Paraneters
khkkkkxkkkhkkkk

#***********************************************************************

*kk

# provgw service mcroservice configurations
provgw servi ce

i mge:
name: provgw provgw Service
tag: 1.8.0
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pul | Policy: A ways

service:
type: CusterlP
port:
https: 5002
http: 5001
managenent : 9000
cust onExt ensi on
| abel s: {}
annot ations: {}

depl oyrment :
replicaCount: 2
cust onExt ensi on
| abel s: {}
annot ations: {}

| oggi ng:
| evel :
root: "WARN'

resour ces
limts:
cpu: 3
menory: 3G
requests
cpu: 3
menory: 3G
target:

averageCpultil: 80

server:
redirect:
http: false
http2enabl ed: true

#Application Specific configuration

config:
#retryErrorCodes
the SLF requests

retryErrorCodes: 500, 503
#retryCount: nunber of retries

retryCount: 2

#retryPeriod: time interva

retryPeriod: 2

m nRepl i cas: 2
maxRepl i cas: 4

# provgw service mcroservice configurations

audi t or - servi ce:
enabl ed: fal se
i mge:

ORACLE

Transi ent error codes on which provgw will

bet ween each retry

Chapter 5

retry
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nane: provgw auditor_service
tag: 1.8.0
pul | Policy: A ways

service:
type: CusterlP
port:
managenent : 9000
cust onExt ensi on
| abel s: {}
annot ations: {}

depl oyrment :
replicaCount: 1
cust onExt ensi on
| abel s: {}
annot ations: {}

| oggi ng:
| evel :
root: "I NFO'

resour ces
limts:
cpu: 2
menory: 2G
requests
cpu: 2
menory: 2G
target:
averageCpultil: 80

server:
redirect:
http: false
http2enabl ed: true

#Application Specific configuration

#This is mandatory for auditor application, Please provide the range of
subscribers to audit.
#The key must be either nsisdn or insi

key:
type: nsisdn
range: 1003000000- 1003000200

config:
#Frequency between each audit
audi t Frequency: 15000
#Throttle rate for SLF audit
throttleRate: 100

m nReplicas: 1
maxRepl i cas: 1

Chapter 5
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prov-ingressgat eway:
gl obal
# Docker registry nane

# Specify type of service - Possible values are :- CusterlP
NodePort, LoadBal ancer and External Nanme
type: LoadBal ancer

# Enable or disable |IP Address allocation from Metallb Poo
met al Lbl pAl | ocationEnabl ed: true

# Address Pool Annotation for Metallb
met al Lbl pAl | ocationAnnotation: "metallb. universe.tf/address-pool
signal i ng"

# If Static node port needs to be set, then set
staticNodePortEnabled flag to true and provide value for staticNodePort

# # Else random node port will be assigned by K8

stati cNodePort Enabl ed: fal se

# In case of ASPEN Service Mesh enabled, to support clear text
traffic fromoutside of the cluster below flag needs to be true
i stiolngressTlsSupport:
i ngressCat eway: false

i mge:
# image nane
nane: provgw oci ngress_gat eway
# tag nane of inmage
tag: 1.8.1
# Pull Policy - Possible Values are:- Al ways, |fNotPresent, Never
pul | Policy: A ways

i ni t Cont ai nersl mage
# inint Containers inmage nane
nane: provgw configurationinit
# tag nane of init Container inmage
tag: 1.4.0
# Pull Policy - Possible Values are:- Al ways, |fNotPresent, Never
pul | Policy: A ways

updat eCont ai ner sl mage
# update Containers imge name
nane: provgw confi gurationupdate
# tag nane of update Container inage
tag: 1.4.0
# Pull Policy - Possible Values are:- Always, |fNotPresent, Never
pul | Policy: A ways

depl oyment :
cust onExt ensi on
| abel s: {}

annotations: {}

servi ce:
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ssl:

tlsVersion: TLSvl.?2
cust onExt ensi on

| abel s: {}

annot ations: {}

privat eKey:
k8Secr et Name: provgw api gat eway- secr et
k8NaneSpace: provgw
rsa:
fileName: rsa_private_key pkcsl. pem
ecdsa:
fileName: ecdsa_private_key pkcs8. pem

certificate:
k8Secr et Name: provgw api gat eway- secr et
k8NaneSpace: rovgwl
rsa:
fileName: apigatewayrsa. cer
ecdsa:
fileNanme: apigat ewayecdsa. cer

caBundl e:
k8Secr et Name: provgw api gat eway- secr et
k8NaneSpace: provgw
fileNane: caroot.cer

keySt or ePasswor d:
k8Secr et Name: provgw api gat eway- secr et
k8NaneSpace: provgw
fileNane: key.txt

trust St or ePasswor d:
k8Secr et Name: provgw api gat eway- secr et
k8NaneSpace: provgw
fileNane: trust.txt

initial Algorithm RSA256

# Resource details
resour ces:

limts:
cpu: 3
menory: 4G
initServiceCou: 1
i nitServiceMenory: 1G
updat eServi ceCpu: 1
updat eSer vi ceMenory: 1G
requests:
cpu: 3
menory: 4G
initServiceCpu: 1
i nitServiceMenory: 1G
updat eServi ceCpu: 1
updat eServi ceMenory: 1G
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target:
averageCpultil: 80

| og:
| evel :
root: WARN
i ngress: | NFO
oaut h: I NFO

# enabl e jaeger tracing
j aeger Traci ngEnabl ed: fal se

openTraci ng
j aeger:

udpSender :
# udpsender host
host: "occne-tracer-jaeger-agent.occne-infra"
# udpsender port
port: 6831

probabilisticSanmpler: 0.5

# Nurmber of Pods must al ways be avail able, even during a disruption.
m nAvai | abl e: 2

# Mn replicas to scale to maintain an average CPU utilization

m nRepl i cas: 2

# Max replicas to scale to maintain an average CPU utilization
maxRepl i cas: 5

# label to override nanme of api-gateway micro-service nane
#ful | nameOverride: provgw endpoi nt

# To Initialize SSL related infrastructure in init/update container
initssl: false

# Cipher suites to be enabled on server side
ci phersuites:
- TLS_ECDHE ECDSA W TH AES 256_CCM SHA384
- TLS_ECDHE RSA W TH_AES 256_GCM SHA384
- TLS_ECDHE RSA W TH CHACHA20_POLY1305_SHA256
- TLS_DHE RSA W TH_AES 256_GCM SHA384
- TLS DHE RSA W TH_AES 256_CCM
- TLS_ECDHE ECDSA W TH _AES 128_GCM SHA256
- TLS_ECDHE RSA W TH AES 128 GCM SHA256

#OAUTH CONFI GURATI ON

oaut hVval i dat or Enabl ed: fal se

nf Type: SMF

nflnstancel d: 6faflbbc-6eda-4454-a507-aldef 8elbcll
producer Scope: nsnf - pdusessi on, nsnf - event - exposur e
al | owedd ockSkewSeconds: 0

nrf Publ i cKeyKubeSecret: nrfpublickeysecret

nrf Publ i cKeyKubeNamespace: ingress

val i dationType: strict

producer Pl mMNC: 123
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producer Pl mMCC: 346

#Server Configuration for http and https support
#Server side http support

enabl el ncomi ngHttp: true

#Server side https support

enabl el ncomi ngHt t ps: fal se

#Oient side https support

enabl eQut goi ngHt t ps: fal se

maxRequest sQueuedPer Dest i nation: 5000
maxConnect i onsPerlp: 10

#The connectio Tl meout nust be greater than the request Tl neout

connectionTi neout: 25000 #(ns)

#The request TImeout val ue nust be greater than or equals to the the
product of config.retryPeriod and config.retryCount plus 5

request Ti meout: 21000 #(ms)

#Service Mesh (Istio) to take care of |oad-bal ancing
servi ceMeshCheck: false
# configuring routes
routesConfig
- id: traffic_mapping_rest_group_prov
uri: http://{{ .Release.Nane }}-provgw service: 5001
path: [**
order: 1

prov- egressgat eway:
#ful  nameQverride : ' provgw egress-gat eway’
nf Type: ProvGw

#gl obal :
# dockerRegi stry: udr-pv2-bastion-1: 5000/ ocudr

depl oyment Egr essGat enay:
i mage: provgw ocegress_gat eway
i mgeTag: 1.8.1
pul | Policy: A ways

i ni t Cont ai nersl mage
# inint Containers inmage nane
nane: configurationinit
# tag nane of init Container inmage
tag: 1.4.0
# Pull Policy - Possible Values are:- Always, |fNotPresent, Never
pul | Policy: A ways

updat eCont ai ner sl mage
# update Containers imge name
nane: configurationupdate
# tag nane of update Container inage
tag: 1.4.0
# Pull Policy - Possible Values are:- Al ways, |fNotPresent, Never
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pul | Policy: A ways

# enabl e jagger tracing
j aeger Traci ngEnabl ed: fal se

depl oyrment :
cust onExt ensi on
| abel s: {}

annot ations: {}

openTraci ng
j aeger:

udpSender :
# udpsender host
host: "jaeger-agent.cne-infra"
# udpsender port
port: 6831

probabilisticSanmpler: 0.5

# ---- Cauth Configuration - BEGN ----
oauthdient:

enabl ed: fal se

dnsSrvEnabl ed: fal se

htt psEnabl ed: fal se

virtual Fqdn: | ocal host: port

staticNrfList:

- local host: port
nf Type: UDR

nfl nstancel d: 5a7bd676- ceeb- 44bb- 95e0- f 6a55a328b03

consuner Pl mMN\C:. 14
consumer Pl mMCC. 310
maxRetry: 2
api Prefix:
error CodeSeries: 4XX
retryAfter: 5000

# ---- Cauth Configuration - END ----

#jetty client configuration
maxConcur r ent PushedSt r eans: 1000
maxRequest sQueuedPer Desti nation: 1024
#maxConnect i onsPer Destination: 4
maxConnect i onsPerlp: 4

connectionTi neout: 10000 #(ns)
request Ti meout: 1000 #(ns)

jettyldleTineout: 0 #(ms,<=0 -> to nake tineout infinite)

m nRepl i cas: 2
maxRepl i cas: 2
m nAvail able: 5

# ---- HITPS Configuration - BEGN ----
initssl: false
enabl eQut goi ngHt t ps: fal se

servi ce:

Chapter 5
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type: CusterlP
cust onmExt ensi on:
| abel s: {}
annot ations: {}
ssl:
tlsVersion: TLSvl.2
initial Algorithm RSA256
privat eKey:
k8Secr et Name: provgw api gat eway- secr et
k8NaneSpace: provgw
rsa:
fileName: rsa_private_key pkcsl. pem
ecdsa:
fileName: ecdsa_private_key pkcs8. pem

certificate:
k8Secr et Name: provgw api gat eway- secr et
k8NaneSpace: provgw
rsa:
fileName: apigatewayrsa. cer
ecdsa:
fileNanme: apigat ewayecdsa. cer

caBundl e:
k8Secr et Name: provgw api gat eway- secr et
k8NaneSpace: provgw
fileNane: caroot.cer

keySt or ePasswor d:
k8Secr et Name: provgw api gat eway- secr et
k8NaneSpace: provgw
fileNane: key.txt

trust St or ePasswor d:
k8Secr et Name: provgw api gat eway- secr et
k8NaneSpace: provgw
fileNane: trust.txt

# ---- HITPS Configuration - END ----

#Enable this if | oadbalancing is to be done by egress instead of K8s
K8Ser vi ceCheck: fal se

# Resource details
resour ces:

limts:
cpu: 3
menory: 5G
initServiceCou: 1
i nitServiceMenory: 1G
updat eServi ceCpu: 1
updat eSer vi ceMenory: 1G
requests:
cpu: 3
menory: 5G
initServiceCou: 1
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i ni tServiceMenory: 1G
updat eServi ceCpu: 1

updat eServi ceMenory: 1G

target:

averageCpultil: 80

#Set the root |og |evel

| og:
| evel :
root: WARN
egress: INFO
oaut h: I NFO

The configurable parameters of Provisioning Gateway are:

# Note:

Chapter 5

(*) - The fields in the following table tagged with *" are mandatory.

parameter Description Default value Range or Notes
Possible Values
(If applicable)
dockerRegistry Docker registry | ocudr- Not applicable
from where the registry.us.oracle.
images will be com:5000
pulled
serviceAccountN | Service account | null Not Applicable The
ame name serviceaccount,
role and
rolebindings
required for
deployment
should be done
prior to the
installation. Use
the created
serviceaccountna
me here.
prefix.container | Container null Not Applicable If this is
configurable configured with
prefix some value, the

same will be
used as prefix for
container names
on different pods
of ProvGw
deployment. If
Not configured,
release name will
be used as
preifx.

ORACLE
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parameter

Description

Default value

Range or
Possible Values
(If applicable)

Notes

prefix.configmap

Configmap
configurabe
prefix

null

Not Applicable

If this is
configured with
some value, the
same will be
used as prefix for
configmap
names. if Not
configured,
release name will
be used as
preifx.

prefix.hpa

HPA configurable
prefix

null

Not Applicable

If this is
configured with
some value, the
same will be
used as prefix for
HPA names. If
Not configured,
release name will
be used as
preifx.

egress.enabled

Enable egress
gateway

true

true/false

This flag will
enable egress
gateway and all
the requests to
SLF will go via
egress gateway
from provisioning
gateway

egress.port

Port of egress
gateway

8080

Not Applicable

the https port of
egress gateway
which will send

the requests to

UDRs
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parameter

Description

Default value

Range or
Possible Values
(If applicable)

Notes

*udr.segDetails

Segment details
of UDRs

**Not Applicable

Not Applicable

To be used to
send SLF
requests to
UDRSs. This
accepts yaml
array of
segments.

name - Name of
the segment

fqdnValues -
FQDNs/SLFs
present in that
segment

preferred -
preferred SLF
among the
fqdnValues

e.g.

udr:
segs:
- nane:
SEG 1

f gdnVal ues:
ocudr 1-

i ngr essgat eway
.ocudr 1, ocudr?2
i ngr essgat eway
.ocudr2

preferred:
ocudr 1-
i ngr essgat eway
.ocudrl

- nane:
SEG 2

f gdnVal ues:
ocudr 3-

i ngr essgat eway
.ocudr 3, ocudr 4
i ngr essgat eway
.ocudr4

preferred:
ocudr 3-

i ngr essgat eway
.ocudr3
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parameter Description Default value Range or Notes
Possible Values
(If applicable)
udr.httpsEnabled | Enable https false true/false If UDR
while sending ingressgateway
requests UDR. initssl and
Incominghttps is
enabled, and we
need https only,
then please
enable this. Make
sure the prov-
egressgateway is
deployed with
initssl and
enableOutGoing
Https flags as
true
udr.connectTime | The provgw 10000 Not Applicable Time is in
out timeout value for milliseconds
any request in
case UDR/SLF
doesn't respond
in milliseconds
udr.connectionPr | Connection 15000 Not Applicable Time is in
obeTimer probe Timeout for milliseconds
periodic fetching
of the active SLF
in a segment in
milliseconds
customExtension | Custom Labels null Not Applicable This can be used
.allResources.lab | that needs to be to add custom
els added to all the label(s) to all k8s
OCNRF k8s resources that
resources will be created by
OCNRF helm
chart.
customExtension | Custom null Not Applicable This can be used
.aIIRe_sources.an Annotations that Note: ASM to add gustom
notations needs to be related annotation(s) to
added to all the annotations to be | all k85_ resources
OCNRF k8s added under that will be
resources ASM Specific created by
Configuration OCNRF helm
section chart.
customExtension | Custom Labels null Not Applicable This can be used

.IbServices.labels

that needs to be
added to OCNRF
Services that are
considered as
Load Balancer

type

to add custom
label(s) to all
Load Balancer
Type Services
that will be
created by
OCNRF helm
chart.

5-14



ORACLE

Chapter 5

parameter Description Default value Range or Notes
Possible Values
(If applicable)
customExtension | Custom null Not Applicable This can be used
IbServices.annot | Annotations that to add custom
ations needs to be annotation(s) to
added to OCNRF all Load Balancer
Services that are Type Services
considered as that will be
Load Balancer created by
type OCNRF helm
chart.
customExtension | Custom Labels null Not Applicable This can be used
.IbDeployments.| | that needs to be to add custom
abels added to OCNRF label(s) to all
Deployments that Deployments that
are associated to will be created by
a Service which OCNRF helm
is of Load chart which are
Balancer type associated to a
Service which if
of Load Balancer
Type.
customExtension | Custom null Not Applicable This can be used
.IbDep.onments.a Annotations that Note: ASM to add a.lcustom
nnotations needs to be related annotation(s) to
added to OCNRF annotations to be | @ll Deployments
Deploymgnts that added under that will be
are as§OC|atgd to ASM Specific created by
a Service which Configuration OCNRF helm
is of Load section chart which are
Balancer type associated to a
Service which if
of Load Balancer
Type.
customExtension | Custom Labels null Not Applicable This can be used
.nonlbServices.la | that needs to be to add custom
bels added to OCNRF label(s) to all
Services that are non-Load
considered as Balancer Type
not Load Services that will
Balancer type be created by
OCNRF helm
chart.
customExtension | Custom null Not Applicable This can be used
.nonlbServices.a | Annotations that to add a custom
nnotations needs to be annotation(s) to

added to OCNRF
Services that are
considered as
not Load
Balancer type

all non-Load
Balancer Type
Services that will
be created by
OCNRF helm
chart.
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parameter

Description

Default value

Range or
Possible Values
(If applicable)

Notes

customExtension | Custom Labels null Not Applicable This can be used
.nonlbDeploymen | that needs to be Note: ASM to add custom
ts.labels added to OCNRF related label(s) to all
Deployments that annotations to be | Peployments that
are associated to added under will be created by
a Service which ASM Specific OCNRF helm
is not of Load Configuration chart which are
Balancer type section associated to a
Service which if
not of Load
Balancer Type.
customExtension | Custom null Not Applicable This can be used
.nonlbDeploymen | Annotations that to add custom
ts.annotations needs to be annotation(s) to
added to OCNRF all Deployments
Deployments that that will be
are associated to created by
a Service which OCNRF helm
is not of Load chart which are
Balancer type associated to a
Service which if
not of Load
Balancer Type.
k8sResource.con | Value that will be | null Not Applicable This value will be
tainer.prefix prefixed to all the used to prefix to
container names all the container
of OCNRF. names of
OCNRF.
k8sResource.con | Value that will be | null Not Applicable This value will be

tainer.suffix

suffixed to all the
container names
of OCNRF

used to prefix to
all the container
names of
OCNRF

Following table provides parameters for provgw-service micro service.

parameter Description Default value Range of Notes
possible
values(if
applicable
image.pullPolicy | This setting will | Always Always
tell if image IfNotPresent
needs to be N
pulled or not ever
service.type ProvGw service | ClusterlP ClusterlP The Kubernetes
type NodePort service type for
exposing ProvGw
LoadBalancer deployment
Note: Suggested
to be set as

ClusterlP (default
value) always

ORACLE
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parameter Description Default value Range of Notes
possible
values(if
applicable
config.retryError | Transient Error 500,503 comma Upon receiving
Codes codes for retry separated HTTP | these transient
error codes error codes from
UDR, provGw will
retry with the
same request to
UDR.
image.name Image name provgw/provgw- | Not Applicable
service
image.tag Tag of Image 1.8.0 Not Applicable
service.port.http | HTTP port 5001 Not Applicable The http port to
be used in
provGw service
service.port.https | HTTPS port 5002 Not Applicable The https port to
be used in
provgw service
service.port.man | Management 9000 Not Applicable The Prometheus
agement port management
port to be used
for ProvGw
service
deployment.replic | Replicas of 2 Not applicable Number of
aCount provgw pod provgw pods to
be maintained by
replica set
created with
deployment
config.retryCount | Retry count in 2 Not applicable Number of times
case of transient retry should
error happen in case
of transient error
config.retryPeriod | retry interval in 2 Not applicable The time gap
seconds between two
retries. min value
should be 1
resources.reques | Cpu Allotment for | 3 Not applicable The cpu to be
ts.cpu nudr-drservice allocated for
pod prov-gw pod
during
deployment
resources.reques | Memory 4Gi Not applicable The memory to
ts.memory allotment for be allocated for
nudr-drservice prov-gw pod
pod during
deployment
resources.limits.c | Cpu allotment 3 Not applicable
pu limitation
resources.limits. | Memory 4Gi Not applicable
memory allotment
limitation
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parameter Description Default value Range of Notes
possible
values(if
applicable
resources.target. | CPU utilization 80 Not Applicable CPU utilization
averageCpuUtil | limit for limit for creating
autoscaling HPA
minReplicas Minimum 2 Not Applicable Minimum number
Replicas of pods
maxReplicas Maximum 4 Not Applicable Maximum
Replicas number of pods
service.customEx | Custom Labels null Not applicable This can be used
tension.labels that needs to be to add custom
added to provgw label(s) to
specific Service. provgw Service.
service.customEx | Custom null Not applicable This can be used
tension.annotatio | Annotations that to add custom
ns needs to be annotation(s) to
added to provgw provgw Service.
specific Services.
deployment.custo | Custom Labels null Not applicable This can be used
mExtension.label | that needs to be to add custom
s added to provgw label(s) to
specific provgw
Deployment. Deployment.
deployment.custo | Custom null Not applicable This can be used
mExtension.anno | Annotations that to add custom
tations needs to be annotation(s) to
added to provgw provgw
specific Deployment.
Deployment.
server.redirect.htt | Enable false true/false
p redirecting HTTP
mesagases
server.http2enabl | Enabled HTTP2 | true true/false
ed support flag
logging.level.root | Log Level WARN WARN Log level of the
INFO Provisioningz1
DEBUG gateway po
ERROR

Following table provides parameters for auditor-service micro service.

Parameter Description Default Value Range of Notes

possible values

(if applicable
enable Enable/disable false true/false This flag enables

auditor service or disables
auditor service
image.name Image name provgw/auditor- | Not Applicable
service

image.tag Tag of Image 1.8.0 Not Applicable

ORACLE
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Parameter Description Default Value Range of Notes
possible values
(if applicable
image.pullPolicy | This setting will | Always Always
tell if the image [fNotPresent
needs to be N
pulled or not ever
service.type ProvGw service | ClusterlP ClusterlP The Kubernetes
type NodePort service type for
exposing ProvGw
LoadBalancer deployment
Note: Suggested
to be set as
Clusterlp (default
value) always
deployment.replic | Replicas of 1 Not applicable Number of
aCount auditor pod auditor pods to
be maintained by
replica set
created with
deployment
logging.level.root | Log Level INFO WARN Log level of the
INEO auditor pod
DEBUG
ERROR
key.type type of key to be | msisdn msisdnimsi
used for auditing
key.range Range of keys to | Not applicable Not applicable
be audited
config.auditFrequ | the frequency at | 15000 Not applicable time in
ency which audit will milliseconds
start reporting
again after
completion of the
previous instance
config.throttleRat | Throttling rate for | 100 1-2000 The total number
e the auditor of messages
microservice to throttled per
send messages second to each
to udr slif
server.redirect.htt | Enable false true/false
p redirecting HTTP
mesagases
server.http2enabl | Enabled HTTP2 | true true/false
ed support flag
resources.reques | Cpu Allotment for | 2 Not applicable The cpu to be

ts.cpu

nudr-drservice
pod

allocated for
auditor pod
during
deployment
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Parameter Description Default Value Range of Notes
possible values
(if applicable
resources.reques | Memory 2Gi Not applicable The memory to
ts.memory allotment for be allocated for
nudr-drservice auditor pod
pod during
deployment
resources.limits.c | Cpu allotment 2 Not applicable
pu limitation
resources.limits. | Memory 2Gi Not applicable
memory allotment
limitation
resources.target. | CPU utilization 80 Not Applicable CPU utilization
averageCpuUtil | limit for limit for creating
autoscaling HPA
minReplicas Minimum 1 Not Applicable Minimum number
Replicas of pods
maxReplicas Maximum 1 Not Applicable Maximum
Replicas number of pods
service.customEx | Custom Labels null Not applicable This can be used
tension.labels that needs to be to add custom
added to auditor label(s) to auditor
specific Service. Service.
service.customEx | Custom null Not applicable This can be used
tension.annotatio | Annotations that to add custom
ns needs to be annotation(s) to
added to auditor auditor Service.
specific Services.
deployment.custo | Custom Labels null Not applicable This can be used
mExtension.label | that needs to be to add custom
s added to auditor label(s) to auditor
specific Deployment.
Deployment.
deployment.custo | Custom null Not applicable This can be used
mExtension.anno | Annotations that to add custom
tations needs to be annotation(s) to
added to auditor auditor
specific Deployment.
Deployment.

Following table provides parameters for provgw-ingressgateway micro service (API

Gateway).
Parameter Description Default value Range or Notes
Possible Values
(If applicable)
global.type provgw-prov- LoadBalancer Possbile Values-

ingressgateway
service type

ClusterlP
NodePort
LoadBalancer
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Parameter

Description

Default value

Range or
Possible Values
(If applicable)

Notes

global.metalLblp
AllocationEnable
d

Enable or disable
Address Pool for
Metallb

true

true/false

global.metalLblp
AllocationAnnotat
ion

Address Pool for
Metallb

"metallb.universe.
tf/address-pool:
signaling”

Not applicable

global.staticNode
PortEnabled

If Static node
port needs to be
set, then set
staticNodePortEn
abled flag to true
and provide value
for
staticNodePort

false

Not applicable

global.publicHttp
SignalingPort

Port used on
which
ingressgateway
listens for
incoming http
requests.

80

Valid Port

global.publicHttp
sSignallingPort

Port used on
which
ingressgateway
listens for
incoming https
requests.

443

Valid Port

image.name

Docker image
name

provgw/
ocingress_gatew
ay

Not applicable

image.tag

Image version
tag

181

Not applicable

image.pullPolicy

This setting will
tell if image need
to be pulled or
not

Always

Possible Values -
Always
IfNotPresent
Never

initContainersima
ge.name

Docker image
name

provgw/
configurationinit

Not applicable

initContainersima
ge.tag

Image version
tag

1.4.0

Not applicable

initContainersima | This setting will | Always Possible Values -
ge.pullPolicy tell if image need Always

to be pulled or

not IfNotPresent

Never
updateContainer | Docker image provgw/ Not applicable
slmage.name name configurationupd
ate

updateContainer | Image version 1.4.0 Not applicable

simage.tag

tag
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Parameter

Description

Default value

Range or
Possible Values
(If applicable)

Notes

updateContainer | This setting will | Always Possible Values -
simage.pullPolicy | tell if image need Always

to be pulled or

not IfNotPresent

Never

service.ssl.privat | name of the provgw- Not applicable
eKey.k8SecretNa | secret which apigateway-
me stores keys and | secret

certificates
service.ssl.privat | namespace in provgw Not applicable

eKey.kBNameSp
ace

which secret is
created

service.ssl.privat
eKey.rsa.fileNam
e

rsa private key
stored in the
secret

rsa_private_key
pkcsl.pem

Not applicable

service.ssl.privat

ecdsa private key

ecdsa_private_ke

Not applicable

eKey.ecdsa.fileN | stored in the y_pkcs8.pem
ame secret
service.ssl.certifi | name of the provgw- Not applicable
cate.k8SecretNa | secret which apigateway-
me stores keys and | secret
certificates
service.ssl.certifi | namespace in provgw Not applicable

cate.kBNameSpa
ce

which secret is
created

service.ssl.certifi
cate.rsa.fileName

rsa certificate
stored in the
secret

apigatewayrsa.ce
r

Not applicable

service.ssl.certifi
cate.ecdsa.fileNa

ecdsa certificate
stored in the

apigatewayecdsa
.cer

Not applicable

me secret
service.ssl.caBun | name of the provgw- Not applicable
dle.k8SecretNam | secret which apigateway-
e stores keys and | secret

certificates
service.ssl.caBun | namespace in provgw Not applicable
dle.kBNameSpac | which secret is
e created
service.ssl.caBun | ca Bundle stored | caroot.cer Not applicable
dle.fileName in the secret
service.ssl.keySt | name of the provgw- Not applicable
orePassword.k8S | secret which apigateway-
ecretName stores keys and | secret

certificates
service.ssl.keySt | namespace in provgw Not applicable
orePassword.k8N | which secret is
ameSpace created
service.ssl.keySt | keyStore key.txt Not applicable

orePassword.file
Name

password stored
in the secret
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Parameter Description Default value Range or Notes
Possible Values
(If applicable)

service.ssl.trustSt| name of the provgw- Not applicable
orePassword.k8S | secret which apigateway-
ecretName stores keys and | secret

certificates
service.ssl.trustSt| namespace in provgw Not applicable
orePassword.k8N | which secret is
ameSpace created
service.ssl.trustSt| trustStore trust.txt Not applicable
orePassword.file | password stored
Name in the secret
resources.limits.c | Cpu allotment 3 Not applicable
pu limitation
resources.limits. | Memory 4Gi Not applicable
memory allotment

limitation
resources.limits.i | Maximum 1 Not applicable
nitServiceCpu amount of CPU

that K8s will

allow the ingress-

gateway init

container to use.
resources.limits.i | Memory Limit for | 1Gi Not applicable
nitServiceMemor | ingress-gateway
y init container
resources.limits.u | Maximum 1 Not applicable
pdateServiceCpu | amount of CPU

that K8s will

allow the ingress-

gateway update

container to use.
resources.limits.u | Memory Limit for | 1Gi Not applicable
pdateServiceMe | ingress-gateway
mory update container
resources.reques | Cpu allotment for | 3 Not Applicable
ts.cpu provgw-prov-

ingressgateway

pod
resources.reques | Memory 4Gi Not Applicable

ts.memory

allotment for
provgw-prov-
ingressgateway
pod

resources.reques
ts.initServiceCpu

The amount of
CPU that the
system will
guarantee for the
ingress-gateway
init container, and
K8s will use this
value to decide
on which node to
place the pod

Not applicable
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Parameter

Description

Default value

Range or
Possible Values
(If applicable)

Notes

resources.reques
ts.initServiceMe
mory

The amount of
memory that the
system will
guarantee for the
ingress-gateway
init container, and
K8s will use this
value to decide
on which node to
place the pod

Not applicable

resources.reques
ts.updateService
Cpu

The amount of
CPU that the
system will
guarantee for the
ingress-gateway
update container,
and K8s will use
this value to
decide on which
node to place the
pod.

Not applicable

resources.reques
ts.updateService
Memory

The amount of
memory that the
system will
guarantee for the
ingress-gateway
update container,
and K8s will use
this value to
decide on which
node to place the
pod.

Not applicable

resources.target.
averageCpuUtil

CPU utilization
limit for
autoscaling

80

Not Applicable

minAvailable

Number of pods
always running

Not Applicable

minReplicas

Min replicas to
scale to maintain
an average CPU
utilization

Not applicable

maxReplicas

Max replicas to
scale to maintain
an average CPU
utilization

Not applicable

log.level.root

Logs to be shown
on provgw-prov-
ingressgateway
pod

WARN

valid level

ORACLE
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Parameter

Description

Default value

Range or
Possible Values
(If applicable)

Notes

log.level.ingress

Logs to be shown
on provgw-prov-
ingressgateway
pod for ingress
related flows

INFO

valid level

log.level.oauth

Logs to be shown
on provgw-prov-
ingressgateway
pod for oauth
related flows

INFO

valid level

initssl

To Initialize SSL
related
infrastructure in
init/'update
container

true

Not Applicable

jaegerTracingEna
bled

Enable/Disable
Jaeger Tracing

false

true/false

openTracing.jaeg
er.udpSender.hos
t

Jaeger agent
service FQDN

occne-tracer-
jaeger-
agent.occne-infra

Valid FQDN

openTracing.jaeg
er.udpSender.por
t

Jaeger agent
service UDP port

6831

Valid Port

openTracing.jaeg | Probablistic 0.5 Range: 0.0 - 1.0 | Sampler makes a
er.probabilisticSa | Sampler on random sampling
mpler Jaeger decision with the
probability of
sampling. For
example if the
value setis 0.1,
approximately 1
in 10 traces will
be sampled.
oauthValidatorEn | OAUTH false Not Applicable
abled Configuration
enablelncomingH | Enabling for true Not Applicable
ttp accepting http
requests
enablelncomingH | Enabling for true true or false
ttps accepting https
requests
enableOutgoingH | Enabling for false true or false
ttps sending https
requests
maxRequestsQu | Queue Size at 5000 Not Applicable
euedPerDestinati | the provgw-prov-
on ingressgateway
pod
maxConnections | Connections from| 10 Not Applicable
Perlp ingressgateway
to other

microServices

5-25



Chapter 5

Parameter Description Default value Range or Notes
Possible Values
(If applicable)
routesConfig Routes -id: Not Applicable
configured to traffic_mapping_r
connect to est_group_prov
ProvGw uri:

http://{{ .Release.
Name }}-prov-
gw:5001 path: /**

service.customEx
tension.labels

Custom Labels
that needs to be
added to ingress-
gateway specific
Service.

null

Not applicable

This can be used
to add custom
label(s) to
ingress-gateway
Service.

service.customEx | Custom null Not applicable This can be used
tension.annotatio | Annotations that to add custom
ns needs to be annotation(s) to
added to ingress- ingress-gateway
gateway specific Service.
Services.
deployment.custo | Custom Labels nul Not applicable This can be used
mExtension.label | that needs to be to add custom
s added to ingress- label(s) to
gateway specific ingress-gateway
Deployment. Deployment.
deployment.custo | Custom null Not applicable This can be used
mExtension.anno | Annotations that Note: ASM to add custom
tations needs to be related annotation(s) to
added to ingress- annotations to be | ingress-gateway
gateway specific added under Deployment.
Deployment. ASM Specific
Configuration
section
connectionTimeo | Timeout for each | 25000 Not applicable This is used for
ut connection configuring the
request timeout value for
each client
connection. This
value must be
greater than the
requestTimeout
requestTimeout | TImeout for each | 21000 Not applicable This config is
request used for

configuring the
request time out
value. This must
be greater than
the product of
config.retryCount
and
config.retryPeriod
from provgw
micro service

ORACLE
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Parameter Description Default value Range or Notes
Possible Values
(If applicable)
serviceMeshChe | Load balancing | true true/false
ck will be handled

by Ingress
gateway, if true it
would be handled
by serviceMesh

Following table provides parameters for provgw-egressgateway micro service (API

Gateway).
Parameter Description Default Value Range or Notes
Possible
Values(if
applicable)
type provgw-prov- LoadBalancer Possbile Values-
egressgateway ClusterlP
service type NodePort
LoadBalance
image.name Docker Image provgw/ Not applicable
name ocegress_gatewa
y
image.tag Image version 1.8.1 Not applicable
tag
image.pullPolicy | This setting will | Always Possible Values -
tell if the image Always
needs to be
pulled or not IfNotPresent
Never
initContainersima | Docker Image provgw/ Not applicable

ge.name

name

configurationinit

initContainersima

Image version

1.4.0

Not applicable

simage.pullPolicy

tell if the image
needs to be
pulled or not

ge.tag tag
initContainersima | This setting will | Always Possible Values -
ge.pullPolicy tell if the image Always

needs to be IfNotP t

pulled or not otFresen

Never
updateContainer | Docker Image provgw/ Not applicable
slmage.name name configurationupd
ate

updateContainer | Image version 1.4.0 Not applicable
slmage.tag tag
updateContainer | This setting will | Always Possible Values -

Always
IfNotPresent
Never
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Possible
Values(if
applicable)
service.ssl.privat | name of the provgw- Not applicable
eKey.k8SecretNa | secret which apigateway-
me stores keys and | secret
certificates
service.ssl.privat | namespace in provgw Not applicable

eKey.kBNameSp
ace

which secret is
created

service.ssl.privat
eKey.rsa.fileNam
e

rsa private key
stored in the
secret

rsa_private_key_
pkcsl.pem

Not applicable

service.ssl.privat

ecdsa private key

ecdsa_private_ke

Not applicable

eKey.ecdsa.fileN | stored in the y_pkcs8.pem
ame secre
service.ssl.certifi | name of the provgw- Not applicable
cate.k8SecretNa | secret which apigateway-
me stores keys and | secret
certificates
service.ssl.certifi | namespace in provgw Not applicable

cate.kBNameSpa
ce

which secret is
created

service.ssl.certifi
cate.rsa.fileName

rsa certificate
stored in the
secret

apigatewayrsa.ce
r

Not applicable

service.ssl.certifi
cate.ecdsa.fileNa

ecdsa certificate
stored in the

apigatewayecdsa
.cer

Not applicable

me secret
service.ssl.caBun | name of the provgw- Not applicable
dle.k8SecretNam | secret which apigateway-
e stores keys and | secret

certificates
service.ssl.caBun | namespace in provgw Not applicable
dle.k8NameSpac | which secret is
e created
service.ssl.caBun | ca Bundle stored | caroot.cer Not applicable
dle.fileName in the secret
service.ssl.keySt | name of the provgw- Not applicable
orePassword.k8S | secret which apigateway-
ecretName stores keys and | secret

certificates
service.ssl.keySt | namespace in provgw Not applicable
orePassword.k8N | which secret is
ameSpace created
service.ssl.keySt | keyStore key.txt Not applicable
orePassword.file | password stored
Name in the secret
service.ssl.trustSt| name of the provgw- Not applicable
orePassword.k8S | secret which apigateway-
ecretName stores keys and | secret

certificates
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Parameter Description Default Value Range or Notes
Possible
Values(if
applicable)
service.ssl.trustSt| namespace in provgw Not applicable
orePassword.k8N | which secret is
ameSpace created
service.ssl.trustSt| trustStore trust.txt Not applicable
orePassword.file | password stored
Name in the secret
minAvailable Number of pods |2 Not applicable
always running
minReplicas Min replicas to 2 Not applicable
scale to maintain
an average CPU
utilization
maxReplicas Max replicas to 5 Not applicable
scale to maintain
an average CPU
utilization
log.level.root Logs to be shown | WARN Not applicable
on ocudr-
egressgateway
pod
log.level.egress | Logs to be shown | INFO Not applicable
on ocudr-
egressgateway
pod for egress
related flows
log.level.oauth Logs to be shown | INFO Not applicable
on ocudr-
egressgateway
pod for oauth
related flows
resources.limits.c | Cpu allotment 3 Not applicable
pu limitation
resources.limits. | Memory 4Gi Not applicable
memory allotment
limitation
resources.limits.i | Maximum 1 Not applicable
nitServiceCpu amount of CPU
that K8s will
allow the egress-
gateway init
container to use.
resources.limits.i | Memory Limit for | 1Gi Not applicable
nitServiceMemor | egress-gateway
y init container
resources.limits.u | Maximum 1 Not applicable
pdateServiceCpu | amount of CPU
that K8s will

allow the egress-
gateway update
container to use.
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Parameter Description Default Value Range or Notes
Possible
Values(if
applicable)
resources.limits.u | Memory Limit for | 1Gi Not applicable
pdateServiceMe | egress-gateway
mory update container
resources.reques | Cpu allotment for | 3 Not Applicable
ts.cpu provgw-prov-
egressgateway
pod
resources.reques | Memory 4Gi Not Applicable

ts.memory

allotment for
provgw-prov-
egressgateway
pod

resources.reques
ts.initServiceCpu

The amount of
CPU that the
system will
guarantee for the
egress-gateway
init container, and
K8s will use this
value to decide
on which node to
place the pod

Not applicable

resources.reques
ts.initServiceMe
mory

The amount of
memory that the
system will
guarantee for the
egress-gateway
init container,
and K8s will use
this value to
decide on which
node to place the
pod

Not applicable

resources.reques
ts.updateService
Cpu

The amount of
CPU that the
system will
guarantee for the
egress-gateway
update container,
and K8s will use
this value to
decide on which
node to place the
pod.

Not applicable
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Description

Default Value

Range or
Possible
Values(if
applicable)

Notes

resources.reques
ts.updateService
Memory

The amount of
memory that the
system will
guarantee for the
egress-gateway
update container,
and K8s will use
this value to
decide on which
node to place the
pod.

Not applicable

resources.target. | CPU utilization 80 Not Applicable
averageCpuUtil | limit for
autoscaling
openTracing.jaeg | Probabilistic 0.5 Range: 0.0 - 1.0 | Sampler makes a
er.probabilisticSa | Sampler on random sampling
mpler Jaeger decision with the
probability of
sampling. For
example if the
value setis 0.1,
approximately 1
in 10 traces will
be sampled.
enableOutgoingH | Enabling for false true/false
ttps sending https
requests
oauthClientEnabl | Enable if oauth is | false true/false Enable based on

ed

required

Oauth
configuration

nrfAuthority

Nrf Authoriy
configuration

10.75.224.7:8085

Not Applicable

nflnstanceld

Nrf Instance Id

Not Applicable

consumerPImnM | pimnmnc 345 Not Applicable

NC

consumerPImnM | plmnmcc 567 Not Applicable

CC

service.customEx | Custom Labels null Not applicable This can be used

tension.labels that needs to be to add custom
added to egress- label(s) to
gateway specific ingress-gateway
Service. Service.

service.customEx | Custom null Not applicable This can be used

tension.annotatio | Annotations that to add custom

ns needs to be annotation(s) to

added to egress-
gateway specific
Services.

egress-gateway
Service.
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Parameter Description Default Value Range or Notes
Possible
Values(if
applicable)
deployment.custo | Custom Labels null Not applicable This can be used
mExtension.label | that needs to be to add custom
s added to egress- label(s) to
gateway specific egress-gateway
Deployment. Deployment.
deployment.custo | Custom null Not applicable This can be used
mExtension.anno | Annotations that to add custom
tations needs to be annotation(s) to

added to egress-
gateway specific
Deployment.

egress-gateway
Deployment.

Provisioning Gateway KPIs and Metrics

In this section, you will learn about KPIs and Metrics of Provisioning Gateway.

Ingress API Gateway Metrics

Responses

ay_http_respons
es_total

Metric Metric Details Service Response Code | Notes
Operation
Total Ingress oc_ingressgatew | All Not Applicable oc_ingressgatew
Requests ay_http_requests ay_http_requests
_total _total
Total Ingress oc_ingressgatew | All Not Applicable oc_ingressgatew

ay_http_respons
es_total

Request with 2xx
Responses

Total no of
success
response with
status code as
2XX

Get,Put & Delete
Operations

2XX

oc_ingressgatew
ay_http_respons
es_total{Status=~
"2.%"1}

(If you want
method specific
2xx response
count, then pass
the method value
as one of the
parameter.
Sample to get
2xx GET
response count
is:
oc_ingressgatew
ay_http_respons
es_total{Status=~
"2.*" Method="G
ET)
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Metric

Metric Details

Service
Operation

Response Code

Notes

Request with 4xx
Responses

Total no of
success
response with
status code as
4XX

Get,Put & Delete
Operations

4XX

oc_ingressgatew
ay_http_respons
es_total{Status=~
"4

(If you want
method specific
4xx response
count, then pass
the method value
as one of the
parameter.
Sample to get
4xx GET
response count
is:
oc_ingressgatew
ay_http_respons
es_total{Status=~
"4.*" Method="G
ET})

Request with 5xx
Responses

Total no of
success
response with
status code as
5xx

Get,Put & Delete
Operations

5xx

oc_ingressgatew
ay_http_respons
es_total{Status=~
"5.%"}

(If you want
method specific
4Axx response
count, then pass
the method value
as one of the
parameter.
Sample to get
4xx GET
response count
is:
oc_ingressgatew
ay_http_respons
es_total{Status=~
"5.*" Method="G
ET)

Egress APl Gateway Metrics

Metric

Metric details

service
operation

response code

notes

Total Egress
Requests

oc_egressgatewa
y_http_requests_
total

Total Egress
Responses

oc_egressgatewa
y_http_response
s_total
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Metric Metric details service response code | notes
operation
Number of Total number of | PutRequests 201 0oC_egressgatewa
Requests sent by | PUT requests y_http_requests_
Provgw with PUT [ sent by provgw total{Method="P
towards other uT"}
NF's
Number of Total number of | GetRequests 200 oC_egressgatewa
Requests sent by | GET requests y_http_requests_
provgw with GET | sent by provgw total{Method="G
towards other ET"}
NF's
Number of Total number of | DeleteRequests | 204 oc_egressgatewa
Requests sent by | DELETE y_http_requests_
provgw with requests sent by total{Method="D
DELETE towards | provgw ELETE"}
other NF's
PutRequests with | Total number of | PutRequests 2XX oc_egressgatewa
2XX success PUT y_http_response
response with s_total{Method="
status as 2xx PUT",Status=~"2.
*}
GetRequests Total number of | GetRequests 2XX oC_egressgatewa
with 2xx success GET y_http_response
response with s_total{Method="
status as 2xx GET",Status=~"2
>
DeleteRequests | Total number of | DeleteRequests | 2xx 0oC_egressgatewa
with 2xx success DELETE y_http_response
response with s_total{Method="
status as 2xx DELETE",Status
=~"2.*1
PutRequests with | Total number of | PutRequests Axx oC_egressgatewa
Axx failure PUT y_http_response
response with s_total{Method="
status as 4xx PUT",Status=~"4.
*}
GetRequests Total number of | GetRequests 4XX oC_egressgatewa
with 4xx failure GET y_http_response
response with s_total{Method="
status as 4xx GET",Status=~"4
>
DeleteRequests | Total number of | DeleteRequests | 4xx 0oC_egressgatewa

with 4xx

failure DELETE
response with
status as 4xx

y_http_response
s_total{Method="
DELETE",Status
=~"4*"

ORACLE
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Metric Metric details service response code | notes
operation
No of HTTP Total number of | All Not Applicable 0oC_egressgatewa
request sentby | HTTP requests y_http_requests_
provgw sent by provgw. If total{Scheme="H
you want a TTP"}
method specific,
then add a
method as one
more tag as a
comma-
separated.
Provisioning Gateway Metrics
Category Sub-Category Description Metrics Name Notes
Rest Controller Ingress provGwRestReq | provGw_rest_req | Gives total
uestTotal uest{Method=""} | number of

ProvGw

request received
by the ProvGw
when you pass
the Method value
as blank. If you
want to get the
total number of
GET or PUT or
DELETE request
recieved then
pass the same as
the value of the
Method.

Sample to check
total no. of GET
request:
provGw_rest_req
uest{Method="G
ET"}
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Category

Sub-Category

Description

Metrics Name

Notes

provGwRestResp
onseTotal

provGw_rest_res
ponse{Method=""

}

Gives total
number of
response send
from the ProvGw
when you pass
the Method value
as blank. If you
want to get the
total number of
GET or PUT or
DELETE
response sent
then you have to
pass the same as
the value of the
Method.

Sample to check
total no. of GET
request:
provGw_rest_res
ponse{Method="
GET"}

provGwRestSucc
essResponse

provGw_rest_suc
cessResponse{M
ethod=""}

Gives total
number of
successful
response send
from ProvGw
when you pass
the Method value
as blank. If you
want the total
number of GET
or PUT or
DELETE success
response then
pass the same as
the value of the
Method.

Sample to check
total number of
GET success
response is:
provGw_rest_suc
cessResponse{M
ethod="GET"}

5-36



ORACLE

Chapter 5

Provisioning Gateway KPIs and Metrics

Category

Sub-Category

Description

Metrics Name

Notes

provGwRestFailu
reResponse

provGw_rest_fail
ureResponse{Me
thod=""}

Gives total
number of failure
response send
from ProvGw
when you pass
the Method value
as blank. If you
want the total
number of GET
or PUT or
DELETE failure
response then
pass the same as
the value of the
Method.

Sample to check
the total number
of GET failure
response:
provGw_rest_fail
ureResponse{Me
thod="GET"}
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Category Sub-Category Description Metrics Name Notes
Egress udrRestRequestT | udr_rest_reques | Gives the total
otal t{Method="", number of
udrSegment="SE | request send to
G NAME"} the UDR

(segment-1)
when you pass
the Method value
as blank and the
udrSegment
value as- name
of UDR
segment-1.
Similarly if you
want to check the
same for UDR
segment-2, pass
the udrSegment
value as- name
of UDR
segment-2.

If you want to
check the total
number of GET
or PUT or
DELETE request
send to udr
segment-1 or udr
segment-2, then
pass the same as
the value of the
Method and
udrSegment as
SEG-1 NAME/
SEG-2 NAME.

Sample to check
total number of
GET request sent
to udr segment 1
is:
udr_rest_reques
t{Method="GET",
udrSegment="SE
G-1 NAME"}

Sample to check
total number of
GET request sent
to udr segment 2
is:
udr_rest_reques
t{Method="GET",
udrSegment="SE
G-2 NAME"}
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Category Sub-Category Description Metrics Name Notes
udrRestRespons | udr_rest_respons | Gives the total
eTotal e{Method="", number of

udrSegment = response
"SEG NAME"} received from

UDR(segment-1)
when you pass
the udrSgement
value as- name
of UDR
segment-1.
Similarly if you
want to check the
same for UDR
segment-2, then
pass the
udrSegment
value as- name
of UDR
segment-2.

If you want to
check the total
number of GET
or PUT or
DELETE
response
received from udr
segment-1 or udr
segment-2 , you
have to pass the
same, as the
value of the
Method and
udrSegment as
SEG-1 NAME/
SEG-2 NAME.

Sample to check
total number of
GET response
received from udr
segment 1:
udr_rest_respons
e{Method="GET",
udrSegment="SE
G-1 NAME"}

Sample to check
total number of
GET response
received from udr
segment 2:
udr_rest_respons
e{Method="GET",
udrSegment="SE
G-2 NAME"}
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Category Sub-Category Description Metrics Name Notes
udrRestSuccess | udr_rest_success| Gives the total
Response Response{Metho | number of
d="", success
udrSegment="SE | response
G NAME"} received from the

UDR (segment-1)
when you pass
the Method value
as blank and the
udrSegment
value as- name
of the udr
segment-1.
Similarly if you
want to check the
same for UDR
segment-2, pass
the udrSegment
value as- name
of udr segment-2.

If you want to
check the total
number of GET
or PUT or
DELETE success
response
received from udr
segment-1 or udr
segment-2, then
pass the same as
the value of the
Method and
udrSegment as
SEG-1 NAME/
SEG-2 NAME.

Sample to check
total number of
GET success
response
received from udr
segment 1 is:
udr_rest_success
Response{Metho
d="GET",
udrSegment="SE
G-1 NAME"}

Sample to check
the total number
of GET success
response
received from udr
segment 2 is:
udr_rest_success
Response{Metho
d="GET",
udrSegment="SE
G-2 NAME"}

5-40



ORACLE

Chapter 5

Provisioning Gateway KPIs and Metrics

Category

Sub-Category

Description

Metrics Name

Notes

udrRestFailureRe
sponse

udr_rest_failureR
esponse{Method
udrSegment="SE
G-1 NAME"}

Gives the total
number of failure
response
received from the
UDR
(segment-1),
when you pass
the Method value
as blank and the
udrSegment
value as name of
the udr
segment-1.
Similarly if you
want to check the
same for UDR
segment-2, you
have to pass the
udrSegment
value as name of
udr segment-2.

If you want to
check the total
number of GET
or PUT or
DELETE failure
response
received from udr
segment-1 or udr
segment-2 , then
pass the same as
the value of the
Method and
udrSegment as
SEG-1 NAME/
SEG-2 NAME.

Sample to check
total number of
GET failure
response
received from udr
segment 1 is:
udr_rest_failureR
esponse{Method
="GET",
udrSegment="SE
G-1 NAME"}

Sample to check
total number of
GET success
response
received from udr
segment 2 is:
udr_rest_failureR
esponse{Method
="GET",
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Category

Sub-Category

Description

Metrics Name

Notes

udrSegment="SE
G-2 NAME"}

Egress

Transient error
metrics

udr_rest_transien
t_error

Gives the total
number of
transient errors
received.
Currently, only
5xx errors are
considered as
transient errors.
This does not
need any
parameter.

Egress

Service not
available/
segment down

udr_rest_service
_Uunavailable

Gives the total
number of
messages that
have failed even
with retries to a
segment. This is
a potential
indication of a
segment
becoming
unavailable. This
does not need
any parameter.

Auditor Metrics

Category

Sub-Category

Description

Metrics Name

Notes

Egress

Successful audit
with same
content in both
segments

provgw_audit_su
ccess

Total number of
successful
auditing where
the responses
received from
both the SLFs
matches.

Successful audit
with different
content in both
segments

provgw_audit_re
sponsemismatch

Total number of
successful
auditing where
the responses
received from
both the SLFs
does not match.

total failure count

provgw_auditor_f
ailure

Total number of
audit failures
where auditor
failed to validate/
audit the
responses.
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Category

Sub-Category

Description

Metrics Name

Notes

total number of
subscriber
audited

provgw_audit_tot
al

Total number of
subscriber audits
carried out by
auditor
microservice.

Egress

Transient error
metrics

provgw_audit_tra
nsient_error

Gives the total
number of
transient errors
received.
currently. Only
5xx errors are
considered as
transient errors.
This does not
need any
parameter.

Egress

Service not
available/
segment down

provgw_audit_se
rvice_unavailable

Gives the total
number of
messages that
have failed even
with retries to a
segment. This is
a potential
indication of a
segment
becoming
unavailable. This
does not need
any parameter.

KPIs - provgw-ingress-gateway

KPI Details Service KPI Response Code | Notes
Operation

No of All ProvGw Ingress | Not Applicable sum(irate(oc_ingr

Requests/sec Request Rate essgateway_http
_requests_total[5
mJ)

No of All ProvGw Ingress | Not Applicable sum(irate(oc_ingr

Responses/sec Response Rate essgateway_http

_responses_tota

I5mD)
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KPI Details Service KPI Response Code | Notes

Operation
No of 2xx GET,PUT & rate of Requests | 200/201/204 sum(irate(oc_ingr
responses per DELETE with 2xx essgateway_http
second Request response code responses_tota

{Status=~"2.*"}
[5m])/
sum(irate(oc_ingr
essgateway_http
_responses_tota
I5m]))

(If you want
method specific
2Xxx response
rate, then pass it
as one of the
parameters,

Sample to check
the rate of GET
requests with 2xx
response is:
sum(irate(oc_ingr
essgateway _http
_responses_tota
KMethod="GET",
Status=~"2.*"}
[5m])/
sum(irate(oc_ingr
essgateway _http
responses_tota

I5m)))
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KPI Details Service KPI Response Code | Notes

Operation
No of 4xx GET,PUT & rate of Requests | 400/404 sum(irate(oc_ingr
responses per DELETE with 4xx essgateway _http
second Request response code responses_tota

{Status=~"4.*"}
[5m])/
sum(irate(oc_ingr
essgateway_http
_responses_tota
I5m]))

(If you want
method specific
4xx response
rate, then pass it
as one of the
parameters,

Sample to check
the rate of GET
requests with 4xx
response is:
sum(irate(oc_ingr
essgateway _http
_responses_tota
KMethod="GET",
Status=~"4.*"}
[5m])/
sum(irate(oc_ingr
essgateway_http
responses_tota

I5m)))
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KPI Details Service KPI Response Code | Notes

Operation
No of 5xx GET,PUT & rate of Requests | 500/503 sum(irate(oc_ingr
responses per DELETE with 5xx essgateway_http
second Request response code responses_tota

{Status=~"5.*"}
[5m])/
sum(irate(oc_ingr
essgateway_http
_responses_tota
I5m]))

(If you want
method specific
5xx response
rate, then pass it
as one of the
parameters,

Sample to check
the rate of GET
requests with 5xx
response is:
sum(irate(oc_ingr
essgateway _http
_responses_tota
KMethod="GET",
Status=~"5.*"}
[5m])/
sum(irate(oc_ingr
essgateway _http
responses_tota

I5m)))
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To configure Provisioning Gateway alerts on the Prometheus server:

" Note:

In the below procedure, _NAME._ is the Helm Chart Release Name and
_Namespace__is the Prometheus NameSpace.

Execute the following command to take the backup of current config map of
Prometheus.

kubect| get configmaps occne-promnet heus-server -o yam -n occne-infra
> [tmp/ tenpConfig. yam

Check and add provisioning gateway alert file name inside Prometheus config
map as shown below:

sed -i '/etc\/config\/alertsprovgw d /tnp/tenmpConfig.yan
sed -i '/rule files:/a\ \- /etc/config/alertsprovgw /tnp/
tempConfi g. yam

Execute the following command to update the config map with updated file nhame
of provgw alert file.

kubect| replace configmap occne-pronet heus-server -f /tnp/

tenpConfi g. yam

Execute the following command to add provgw alert rules in config map under file
name of provgw alert file.

kubect| patch configmap occne-pronet heus-server -n occne-infra --type
merge --patch "$(cat ~/ ProvgwAl ertrul es.yam )"

¢ Note:

Prometheus server takes updated config map, which reloads
automatically after sometime (~20 sec).

Provisioning Gateway Alert Config Details

This section shares the alert config details of the ProvgwAlertrules.yaml file.
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< Note:

The default nameSpace of Provisioning Gateway is provgw. Update it
according to the deployment.

api Version: vl
data
al ertsudr:
groups:
- nanme: ProvgwAl erts
rul es
- alert: ProvgwTrafficRateAboveM nor Threshol d
annot ati ons:
description: 'Ingress traffic Rate is above minor threshold
i.e. 800 requests
per second (current value is: {{ $value }})
sunmary: 'Traffic Rate is above 80 Percent of Max requests
per second(1000)
expr:
sun(rate(oc_ingressgateway http requests_total {app_kubernetes i o _name=
"i ngressgat eway", kuber net es_namespace="provgw'}[20n])) >= 800 <
900
| abel s:
severity: M nor
- alert: ProvgwTrafficRateAboveMj or Threshol d
annot ati ons:
description: 'Ingress traffic Rate is above major threshold
i.e. 900 requests
per second (current value is: {{ $value }})
sunmary: 'Traffic Rate is above 90 Percent of Max requests
per second(1000)
expr:
sun(rate(oc_ingressgateway http requests_total {app_kubernetes i o _name=
"i ngressgat eway", kuber net es_namespace="provgw'}[20n])) >= 900 <
950
| abel s:
severity: Mjor
- alert: ProvgwTrafficRateAboveCritical Threshol d
annot ati ons:
description: 'Ingress traffic Rate is above critica
threshold i.e. 950 requests
per second (current value is: {{ $value }})
sunmary: 'Traffic Rate is above 95 Percent of Max requests
per second(1000)
expr:
sun(rate(oc_ingressgateway http requests_total {app_kubernetes i o _name=
"i ngressgat eway", kuber net es_namespace="provgw'}[20n])) >= 950
| abel s:
severity: Critica
- alert: ProvgwTransacti onErrorRat eAbove0. 1Per cent
annot ati ons:
description: 'Transaction Error rate is above 0.1 Percent of
Total Transactions
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(current value is {{ $value }})
summary: 'Transaction Error Rate detected above 0.1 Percent
of Tota
Transacti ons
expr: (sun(rate(oc_ingressgateway http_responses_total {Status
~" x

app_kubernetes_i o_name="i ngr essgat eway", kuber net es_nanespace="provgw'}
[20m)

or (up * 0) ) )/
sun(rate(oc_ingressgateway_http_responses_total {

app_kubernetes_i o_name="i ngr essgat eway", kuber net es_nanespace="provgw'}
[20m))
* 100 >= 0.1 <1
| abel s:
severity: Warning
- alert: ProvgwTransacti onErrorRat eAbovelPer cent
annot at i ons:
description: 'Transaction Error rate is above 1 Percent of
Total Transactions
(current value is {{ $value }})
summary: 'Transaction Error Rate detected above 1 Percent of
Total Transactions
expr: (sun(rate(oc_ingressgateway http_responses_total {Status
~" x

app_kubernetes_i o_name="i ngr essgat eway", kuber net es_nanespace="provgw'}

[20n])

or (up * 0) ) )/sum(rate(oc_ingressgateway http_responses_tota

{app_kubernetes_i o_name="i ngressgat eway", kuber net es_namespace="provgw'}
[20m))
* 100 >= 1 < 10
| abel s:
severity: Warning
- alert: ProvgwTransacti onErrorRat eAbovelOPer cent
annot at i ons:
description: 'Transaction Error rate is above 10 Percent of
Total Transactions
(current value is {{ $value }})
summary: 'Transaction Error Rate detected above 10 Percent of
Tot al
Transacti ons
expr: (sun(rate(oc_ingressgateway http_responses_total {Status
~" x

app_kubernetes_i o_name="i ngr essgat eway", kuber net es_nanespace="provgw'}

[20m) or (up * 0) ) )/
sun(rate(oc_ingressgateway_http_responses_total

{app_kubernetes_i o_name="i ngr essgat eway", kuber net es_namespace="provgw'}

[20m))
* 100 >= 10 < 25

| abel s:
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severity: M nor
- alert: ProvgwTransacti onErrorRat eAbove25Per cent
annot at i ons:
description: 'Transaction Error Rate detected above 25
Percent of Total
Transactions (current value is {{ $value }})’
summary: 'Transaction Error Rate detected above 25 Percent of
Tot al
Transacti ons'
expr: (sun(rate(oc_ingressgateway http_responses_total {Status!
~" x

app_kubernetes_i o_name="i ngr essgat eway", kuber net es_nanespace="provgw'}

[20n])

or (up * 0) ) )/sumrate(oc_ingressgateway http_responses_total

{app_kubernetes_i o_name="i ngressgat eway", kuber net es_namespace="provgw'}
[20m)) *
100 >= 25 < 50
| abel s:
severity: Mjor
- alert: ProvgwTransacti onErrorRat eAbove50Per cent
annot at i ons:
description: 'Transaction Error Rate detected above 50
Percent of Total
Transactions (current value is {{ $value }})’
summary: 'Transaction Error Rate detected above 50 Percent of
Tot al
Transacti ons'
expr: (sun(rate(oc_ingressgateway http_responses_total {Status!
~" x

app_kubernetes_i o_name="i ngr essgat eway", kuber net es_nanespace="provgw'}

[20n]) or

(up * 0) ) )/sumrate(oc_ingressgateway http_responses_total

{app_kubernetes_i o_name="i ngressgat eway", kuber net es_namespace="provgw'}
[20m))
* 100 >= 50
| abel s:
severity: Critical
- alert: Provgwlransient Error AbovelPer cent
annot at i ons:
description: 'Total nunber of response if subscriber not
found is about 1% of
ingress traffic
sunmmary: 'Total number of response if subscriber not found is
about 1% of
ingress traffic
expr:
(sum(rate(udr_rest _transient_error{kubernetes_nanmespace="provgw'}[10n]))
/
sun(rate(oc_ingressgateway_http_requests_total {kubernetes_nanespace="pro
vgw'}
[10n])))*100 >= 1 < 10
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| abel s:
severity: Warning
- alert: Provgwlransient Error AbovelOPercent
annot at i ons:
description: 'Total nunber of response if subscriber not
found is about 10% of
ingress traffic
summary: 'Total number of response if subscriber not found is
about 10% of
ingress traffic
expr:
(sum(rate(udr_rest _transient_error{kubernetes_nanespace="provgw'}

[10m))/

sun(rate(oc_ingressgateway_http_requests_total {kubernetes_nanespace="pro
vgw'}
[10n])))*100 >= 10 < 25
| abel s:
severity: M nor
- alert: Provgwlransient Error Above25Per cent
annot at i ons:
description: 'Total nunber of response if subscriber not
found is about 25% of
ingress traffic
summary: 'Total number of response if subscriber not found is
about 25% of
ingress traffic
expr:
(sum(rate(udr_rest _transient_error{kubernetes_nanmespace="provgw'}[10n]))
/
sun(rate(oc_ingressgateway_http_requests_total {kubernetes_nanespace="pro
vgw'}
[10n])))*100 >= 25 < 50
| abel s:
severity: Mjor
- alert: Provgwlransient Error Above50Per cent
annot at i ons:
description: 'Total nunber of response if subscriber not
found is about 50% of
ingress traffic
sunmmary: ' Total number of response if subscriber not found is
about 50% of
ingress traffic
expr:
(sum(rate(udr_rest _transient_error{kubernetes_nanmespace="provgw'}[10n]))
/
sun(rate(oc_ingressgateway_http_requests_total {kubernetes_nanespace="pro
vgw'}
[10n)))*100 >= 50
| abel s:
severity: Critical
- alert: ProvgwSegment DownAbovelPer cent
annot at i ons:
description: 'Total nunber of response if subscriber not
found is about 50% of
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ingress traffic
sunmmary: 'Total number of response if subscriber not found is
about 50% of
ingress traffic
expr:
(sum(rate(udr_rest_service_unavail abl e{ kuber net es_namespace="provgw'}
[10m))/
sun(rate(oc_ingressgateway_http_requests_total {kubernetes_namespace=
"provgw'}[10n])))*100 >= 1 < 10
| abel s:
severity: Warning
- alert: ProvgwSegment DownAbovelOPer cent
annot at i ons:
description: 'Total nunber of response if subscriber not
found is about 50% of
ingress traffic
summary: 'Total number of response if subscriber not found is
about 50% of
ingress traffic
expr:
(sum(rate(udr_rest_service_unavail abl e{ kuber net es_namespace="provgw'}
[10m))
/
sun(rate(oc_ingressgateway_http_requests_total {kubernetes_nanespace="pro
vgw'}
[10n])))*100 >= 10 < 25
| abel s:
severity: M nor
- alert: ProvgwSegment DownAbove25Per cent
annot at i ons:
description: 'Total nunber of response if subscriber not
found is about 50% of
ingress traffic
sunmmary: 'Total number of response if subscriber not found is
about 50% of
ingress traffic
expr:
(sum(rate(udr_rest_service_unavail abl e{ kuber net es_namespace="provgw'}
[10m))/
sun(rate(oc_ingressgateway_http_requests_total {kubernetes_namespace=
"provgw'}[10n])))*100 >= 25 < 50
| abel s:
severity: Mjor
- alert: ProvgwSegment DownAbove50Per cent
annot at i ons:
description: 'Total nunber of response if subscriber not
found is about 50% of
ingress traffic
sunmmary: 'Total number of response if subscriber not found is
about 50% of
ingress traffic
expr:
(sum(rate(udr_rest_service_unavail abl e{ kuber net es_namespace="provgw'}
[10m))/

sun(rate(oc_ingressgateway_http_requests_total {kubernetes_namespace=
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"provgw'}[10n])))*100 >= 50
| abel s:
severity: Critical
- alert: ProvgwAudit M smat chAbovelPer cent
annot at i ons:
description: 'Total nunber of response if subscriber not
found is about 50% of
ingress traffic
summary: 'Total number of response if subscriber not found is
about 50% of
ingress traffic
expr:
(sum(rate(provgw audit _responseni smat ch{kuber net es_nanespace="provgw'}
[10m))/
sun(rate(provgw audit _total {kubernetes_nanespace="provgw'}[10ni)))*100
>> 1< 10
| abel s:
severity: Warning
- alert: ProvgwAudi t M smat chAbovelOPer cent
annot at i ons:
description: 'Total nunber of response if subscriber not
found is about 50% of
ingress traffic
sunmmary: 'Total number of response if subscriber not found is
about 50% of
ingress traffic
expr:
(sum(rate(provgw audit _responseni smat ch{kuber net es_nanespace="provgw'}
[10m))/
sun(rate(provgw audit _total {kubernetes_nanespace="provgw'}[10ni)))*100
>=
10 < 25
| abel s:
severity: M nor
- alert: ProvgwAudi t M smat chAbove25Per cent
annot at i ons:
description: 'Total nunber of response if subscriber not
found is about 50% of
ingress traffic
summary: ' Total number of response if subscriber not found is
about 50% of
ingress traffic
expr:
(sum(rate(provgw audit _responseni smat ch{kuber net es_nanespace="provgw'}
[10m))/
sun(rate(provgw audit _total {kubernetes_nanespace="provgw'}[10ni)))*100
>= 25 < 50
| abel s:
severity: Mjor
- alert: ProvgwAudi t M smat chAbove50Per cent
annot at i ons:
description: 'Total nunber of response if subscriber not
found is about 50% of
ingress traffic
sunmmary: 'Total number of response if subscriber not found is
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about 50% of
ingress traffic
expr:
(sum(rate(provgw audit _responseni smat ch{kuber net es_nanespace="provgw'}
[10m))/
sun(rate(provgw audit _total {kubernetes_nanespace="provgw'}[10ni)))*100
>= 50
| abel s:
severity: Critical
- alert: ProvgwAudit Transient Error AbovelPer cent
annot at i ons:
description: 'Total nunber of response if subscriber not
found is about 50% of
ingress traffic
summary: 'Total number of response if subscriber not found is
about 50% of
ingress traffic
expr:
(sum(rate(provgw audit _transient _error{kubernetes_namespace="provgw'}
[10m))/
sun(rate(provgw audit _total {kubernetes_nanespace="provgw'}[10ni)))*100
>> 1< 10
| abel s:
severity: Warning
- alert: ProvgwAudit Transient Error AbovelOPer cent
annot at i ons:
description: 'Total nunber of response if subscriber not
found is about 50% of
ingress traffic
sunmmary: 'Total number of response if subscriber not found is
about 50% of
ingress traffic
expr:
(sum(rate(provgw audit _transient _error{kubernetes_namespace="provgw'}
[10m))/
sun(rate(provgw audit _total {kubernetes_nanespace="provgw'}[10ni)))*100
>= 10 < 25
| abel s:
severity: M nor
- alert: ProvgwAudit Transient Error Above25Per cent
annot at i ons:
description: 'Total nunber of response if subscriber not
found is about 50% of
ingress traffic
sunmmary: 'Total number of response if subscriber not found is
about 50% of
ingress traffic
expr:
(sum(rate(provgw audit _transient _error{kubernetes_namespace="provgw'}

[10m))
/sun(rate(provgw audit_total {kubernetes_nanespace="provgw'}
[10n])))*100 >= 25 < 50
| abel s:
severity: Mjor
- alert: ProvgwAudit Transi ent Error Above50Per cent
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annot at i ons:
description: 'Total nunber of response if subscriber not
found is about 50% of
ingress traffic

sunmmary: 'Total number of response if subscriber not found is
about 50% of

ingress traffic
expr:
(sum(rate(provgw audit _transient _error{kubernetes_namespace="provgw'}

[10m))
/sun(rate(provgw audit_total {kubernetes_nanespace="provgw'}
[10n)))*100 >= 50
| abel s:
severity: Critical
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You can avoid most of the troubleshooting issues, if Provisioning Gateway is installed
properly. Follow the steps given below to verify its installation:

»  Execute the following command to verify the working condition of Provisioning
Gateway specific pods:
kubect| get pods -n <provw namespace>

A sampe output screen is shown below:

Figure 7-1 Provisioning Gateway Pod Status

NAME READY  STATUS RESTARTS  AGE
provgw-prov-egressgateway-86d8cdcdfd-p7xdt 1/1 Running 5m55s

provgw-prov-ingressgateway-944445d49-glm7r 1/1 Running 5m55s
provgw-provgw-service-69c5bb5bdc -ddxdz 1/1 Running 5m55s

< Note:

All the pods in the above screen are running. If not, refer to sections
below on possible reasons for pod creation failure.

Checking PROVGW-SERVICE Logs

The PROVGW-SERVICE has all the response status from both the UDRs. You can
check its logs to view the response from both the UDR’s. Execute the following
command to view the logs:

kubect| [ogs <provgw service pod> -n <provgw namespace>

Alternatively, you can check the logs directly on the pods using the following
command:

kubect| exec —it <provgw service pod> -n <provgw namespace> bash

A sample screenshot is given below:;

Figure 7-2 PROVGW-SERVICE Logs

[cloud-user@5g-udr-dev-2-bastion-1 provgw]$ kubectl exec -it provgw-provgw-service-69c5bb5bdc-fz6hj -n provgwtest bash
bash-4.2$ cd /home/provuser/
bash-4.2%$ 1s

app application.log
bash-4.2$ tail -f application.log

You can check the logs in the application.log file.
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Changing PROVGW-SERVICE Logging Level

< Note:

You need to redeploy the setup for the changes to take effect.

To change the PROVGW-SERVICE logging level using Helm:

1. Open the latest provgw_value.yaml file used during Provisioning Gateway
installation.

2. Under provgw-service, change the value of "logging level root" attribute to
"INFO"/"DEBUG".

Extract from provgw val ues. yam

provgw servi ce:

| oggi ng:
| evel :
root : " WARN'

Other logging level values are DEBUG, INFO, WARN, ERROR.

Debugging Pod Creation Failure

A pod creation may fail due to any one of the following reasons:

* Incorrect Pod Image: You need to check if any pod is in the ImagePullBackOff
state. If it is there, it means that the image name used for one of the pods is not
correct. You need to check the following values in the values.yaml file.

pr ovgw- servi ce:

i mge:
nanme: reg-1:5000/ provgw provgat eway
tag: 1.8.0

prov-ingressgat enay:
i mge:

nanme: reg-1: 5000/ provgw oci ngress_gat eway

tag: 1.8.0
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prov- egr essgat eway:

i mge:
name: reg-1: 5000/ provgw ocegress_gat eway

tag: 1.8.0

After updating the values.yaml file, execute the following command to install helm:
hel minstall —nane <rel ease-name> --nanespace <rel ease- namespace>

It helps you to purge the old setup and reinstall for the changes or upgrade the
helm instance.

Resource Allocation Failure: You need to check if any pod is in the Pending
state. If yes, then execute the following command for those pods:
kubect| describe <provgw service pod id> --n <provgw namespace>

In the output, check whether there is any warning for Insufficient CPU. If any
warning is found, it means there are not sufficient CPU resources to start the pod.

You can address this issue by either increasing the number of CPUs as a
hardware or reducing the number of CPUs allotted to a pod in the values.yaml
file.

pr ovgw servi ce:

resour ces:
limts:
cpu: 3
menory: 4G
requests:
cpu: 3
menory: 4G
prov-ingressgat eway:

resources:
limts:
cpu: 3
menory: 4G
requests:
cpu: 3
menory: 4G

After updating the values.yaml file, execute the following command to install helm:

helminstall —-nane <rel ease-nane> --nanespace <rel ease-nanespace>
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Debugging UDR Registration with ProvGw

Before deploying Provisioning Gateway, you need to ensure that UDR pods are in
running state and the FQDN of UDRs are correct.

In the helm charts, UDR FQDNSs information is available in below format:

Figure 7-3 UDR FQDN Info

segDetails
- name: SEG-1
fgdnValues: udrl-ingressgateway.udrl,udr2-ingressgateway.udr2
preferred: udrl-ingressgateway.udrl
- name: SEG-2
fgdnValues: udr3-ingressgateway.udr3,udr3-ingressgateway.udr4
preferred: udr3-ingressgateway.udr3

Initially, Provisioning Gateway registers with the preferred FQDN in each segment
irrespective of its active state and later, it internally verifies the status of other FQDNs
in each segment and updates, if the preferred FQDN is down.

Before deploying Provisioning Gateway, you need to ensure that:
e All the pods of UDR are in running state.
*  FQDN of the UDR is correctly mentioned.

* The preferred FQDN is considered as active when all the FQDN’s are down in one
segment.

* The active FQDN is checked every 15 seconds (This value is configurable).
In Provisioning Gateway (ProvGw),

* The get requests sent to UDR for updating the active FQDN, are not dumped in
the logs of ProvGw.

* There is only one provgw- servi ce that receives all the requests from Ingress
Gateway. If any request fails:

— With 500 status code without Problem Details information: It means the
flow ended in prov-ingressgateway service pod without route. To confirm
the same, you need to check the prov-ingressgateway pod logs for errors/
exception.

— With 503 status code with SERVICE_UNAVAILABLE in Problem Details: It
means the provgw-service pod is not reachable due to some reason.
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Figure 7-4 503 Status Code

You can confirm this error in the prov-ingressgateway pod logs for errors/
exception. Check the provgw-service pod status and fix the issue.

— Try to find the root cause using metrics as follows:

*  If the count of oc_ingressgateway_http_requests_total measurement
increases, then check the content of incoming requests. You need to
ensure that the incoming JSON data blob is as per specification.

*  If the udr_rest_request measurement increases more than one per
request then you need to ensure that UDR is working fine and the Ingress
Gateways of UDR are not down.

* To debug HTTPS related issues, refer to Unified Data Repository Installation
and Upgrade Guide.

Figure 7-5 ProvGw - HTTPS Port Exposure

AME TYPE CLUSTER-IP EXTERNAL-IP
rovgw-prov-egressgateway  ClusterIP 10.23 ] <none>

rovgwW-pr gressgateway  LoadBalancer 3 <pending>
rovgw-provgw-service ClusterIP <none>

* To debug HPA Issues, refer to Unified Data Repository Installation and
Upgrade Guide

Debugging Provisioning Gateway with Service Mesh Failures

There are some known failure scenarios that you may encounter while installing
provisioning gateway with service mesh. The scenarios along with their solutions are
as follows:

» Istio-Proxy side car container not attached to Pod: This particular failure arise
when istio injection is not enabled on the NF installed namespace. Execute the
following command to verify the same:
kubect| get namespace -L istio-injection
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Figure 7-6 Verifying Istio-Proxy

get namespace —-L istio—injection

ISTIO-INJECTION

19d enabl
4d12h enabled

To enable the istio injection, execute the following command:

kubect| |abel --overwite namespace <nf-nanespace> istio-
i nj ecti on=enabl ed

Other possible reason for this error could be that the below highlighted annotation
is missing from the deployment.

Figure 7-7 Global Section - Istio-Proxy Info

You need to add the highlighted annotation as shown above to the global section
for IbDeployments and nonlbDeployments parameters.

» If the provisioning system outside service mesh is not able to contact provgw
service through its ingress gateway, then you have to:
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— Exclude the HTTP container port traffic for prov-ingressgateway from istio side
car.

— Configure proper port as shown below under prov-ingressgateway section.

Figure 7-8 Annotation under prov-ingressgateway section

» If there are issues in viewing PROVGW metrics on OSO prometheus then you
have to add the annotation given below to all the deployments for the NF.

Figure 7-9 Annotation to View ProvGw Metrics

Troubleshooting provgw-service via Metrics

If provgw-service requests fail, you can try to find the root cause from metrics as well.
Some of the troubleshooting tips are as follows:

» If the count of oc_ingressgateway_http_requests_total measurement
increases, you should check the content of incoming request and make sure that
incoming json data blob is proper and as per the specification.

* If on one request, the udr_rest_request measurement increases more than once
then:
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— Make sure the UDR's are working fine

— Make sure the ingress gateways of UDR are not down.
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In this section, you will learn to upgrade an existing Provisioning Gateway
Deployment.

" Note:

You can upgrade from ProvGateway 1.7.1 to ProvGateway 1.8.0

Upgrading an existing deployment replaces the running containers and pods with new
ones. If there is no change in the pod configuration, the pods are not replaced. Unless
there is a change in the service configuration of a microservice, the service endpoints
remain unchanged (ClusterlP etc.).

¢ Note:

You should stop the provisioning traffic while upgrading the Provisioning
Gateway and then, perform the helm upgrade.

Helm Upgrade
To upgrade Provisioning Gateway via Helm:

* Follow the deployment instructions provided in the Installation Sequence section
for extracting the required Provisioning Gateway software components and if
required, re-tag and push the images to customer's repository.

* Take a backup of the provgw-custom-values-1.8.0.yaml file and modify the
parameters as per site requirement.

» Execute the following command to upgrade an existing Provisioning Gateway
deployment. For the parameters that are configurable, see Customizing
Provisioning Gateway.
$ hel m upgrade <rel ease> <hel m chart> [--version <Provgw version>] -f
<provgw cust om val ues-1. 8. 0. yam >

In the above command:
— <release> information is available in the output of 'helm list' command.

— <chart> is the name of the chart in the form of <repository/provgw> .
Example: reg-1/provgw or cne-repo/provgw

Rollback Instructions
Execute the following command to check whether pods are running successfully:

kubect| get pods -n <nanespace_nane>
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If there are issues that you cannot recover on checking logs and describe on pods,
then you have to do image rollback using Helm. The steps are as follows:

Use the backed up customized previous version's <provgw-values.yaml> file to roll
back to the previous version.

Execute the helm rollback command, hel m rol | back <hel m rel ease nane>
<revi si on_no>.

" Note:

To obtain the revision number, execute this command: hel m hi story
<hel m rel ease name>
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In this section, you will learn to uninstall Provisioning Gateway.

To uninstall or completely delete the provisioning gateway deployment, execute the
following command:

hel m del --purge <helmrel ease _nane_for_provgw>

" Note:

If helIm3 is used, then execute the following command:
hel muni nstal |l <hel mrel ease_name_for_provgw> --nanespace

<provgw_nanespace>
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ASM Specific Configuration

To configure ASM, you have to:

e Add the following annotation under Global section of UDR deployment.

# xxxxxx%% Guph-Section Start: Custom Extension d obal Paraneters

kkkkkkk%x

#*******************************************************************

kkkkkk*k

gl obal :
cust onExt ensi on:
al | Resour ces:
| abel s: {}
annot ati ons:
sidecar.istio.io/inject: "false"

| bServi ces
| abel s: {}
annotations: {}

| bDepl oynent s:
| abel s: {}
annot ati ons:
sidecar.istio.io/inject: "true"
oracle.com cnc: "true"
nonl bServi ces:
| abel s: {}
annotations: {}

nonl bDepl oyment s
| abel s: {}
annot ati ons:
sidecar.istio.io/inject: "true"
oracle.com cnc: "true"

# x¥xxxxx%% Gup- Section End: Custiom Extensions d obal Paraneters

kkkkkkk%x

#*******************************************************************

kkkkkk*k

» Enable Service Mesh Flag under ingressgateway section.
i ngressgat eway:

gl obal :
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# In case of ASPEN Service Mesh enabled, to support clear text
traffic
fromoutside of the cluster below flag needs to be true.

i stiolngressTlsSupport:
i ngressCGat eway: true

# Mandatory: This flag needs to set it "true" is Service Mesh
woul d be present
where UDR will be depl oyed

servi ceMeshCheck: true

Change Ingress Gateway Service Type to ClusterIP under ingressgateway
section.

i ngressgat eway:
gl obal :
# Service Type
type: CusterlP

Exclude actuator ports from Aspen Mesh to avoid traffic through side car.

These ports are used as actuator ports (used for readiness/liveness checks)

for Ingress Gateway and UDR microservices. The default actuator port
(service.port.management) used for UDR microservices is 9000 and Ingress/
Egress Gateway is 9090 (ingressgateway.ports.actuatorPort). If there is no change
in default ports, you can use the annotation given below.

nudr-nrf-client-service:

depl oyrent :
cust onExt ensi on:
| abels: {}

annot at i ons:
traffic.sidecar.istio.iolexcludeQutboundPorts: "9000, 9090"

Create a destination rule and service entry to enable MYSQL connectivity service
to establish a connection between UDR/SLF and NDB cluster. This is outside
ASM. The sample templates are as follows:

Creating a Service for External MySQL instance

api Version: vl
ki nd: Endpoints
met adat a:
nanme: mnysql-connectivity-service-headl ess
namespace: <ocudr-nanespace>
subset s:
- addresses:
- ip: <sqgl-nodel-ip>
- ip: <sql-node2-ip>

ports:
- port: 3306
protocol: TCP

api Version: vl
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kind: Service

met adat a:
nanme: mnysql-connectivity-service-headl ess
namespace: <ocudr-nanespace>

spec
clusterlP: None
ports:
- port: 3306
protocol: TCP

targetPort: 3306
sessionAffinity: None
type: CusterlP

api Version: vl
kind: Service
met adat a:
name: nysql -connectivity-service
namespace: <ocudr-nanespace>
spec
ext ernal Nane: nysql - connectivity-service-headl ess. <ocudr -
nanespace>. svc. cl uster. | oca
sessionAffinity: None
type: External Name

Creation of Service Entry and DestinationRule for External DB instance

api Version: networking.istio.io/vlal pha3
ki nd: ServiceEntry
met adat a:
nane: nysql -external -se
namespace: <ocudr-nanespace>
spec
host s:
- nysql - connecti vity-service- headl ess. <ocudr -
nanespace>. svc. cluster. | oca

ports:
- nunber: 3306
name: nysq

protocol : MySQL
[ ocation: MESH EXTERNAL

api Version: networking.istio.io/vlal pha3
kind: DestinationRule
met adat a:

name: nysql - external -dr

namespace: <ocudr-nanespace>
spec

host: mysql -connectivity-service-headl ess. <ocudr -
nanespace>. svc. cluster. | oca

trafficPolicy:

tls:
mode: DI SABLE
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