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What's New in This Guide
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This section shares the list of new features introduced in every ATS release. For more
release specific information, you can refer to release notes.

Release 1.3.2

Following new NF and features are added to ATS 1.3.2 release:

Table Features
. ___________________________|
Feature BSF
Service Mesh Support Yes
RBAC authorization Role Binding
Custom Folder Implementation Yes
New TestCases added to Jenkins Pipeline Yes

Number of new TestCases added to Jenkins Pipeline

Provides a total of 12 scenarios
clubbed together in 3 feature files of
BSF ATS - 1.6.0 New Feature pipeline.

Previous Release TestCases

Not Applicable

Release 1.3.1

Following new NF and features are added to ATS 1.3.1 release:

Table Features

- __________________________________________|
Feature SEPP Policy
Service Mesh Support Not Applicable Yes

Pipeline

RBAC authorization Role Binding Same as Previous Release
(Role Binding)

Custom Folder Implementation Yes Yes

New TestCases added to Jenkins Yes Yes

Number of new TestCases added to
Jenkins Pipeline

Provides a total of

24 scenarios clubbed
together in 23 feature files
of SEPP ATS - 1.4 New
Feature pipeline.

Provides a total of

44 scenarios clubbed
together in 10 feature files
of Policy ATS - 1.8.1 New
Feature pipeline.

Previous Release TestCases

Not Applicable

Provides total of

95 scenarios clubbed
together in 38 feature
files of Policy-Regression
pipeline.

Release 1.3.0

Following new features are added to ATS 1.3.0 release:
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Table Features

Feature NRF NSSF Policy SCP UDR
Service Mesh Support | Yes Not Yes Yes Yes
Applicable

RBAC authorization Same as Same as Same as Same as Same as
Previous Previous Previous Previous Previous
Release Release Release Release Release
(Role (Cluster (Role (Role (Role
Binding) Role Binding) Binding) Binding)

Binding)

Custom Folder Yes Not Yes Yes Yes

Implementation Applicable

New TestCases added | Yes Not Yes Yes Yes

to Jenkins Pipeline Applicable

Number of new Providesa | Not Provides a |Providesa |Provides a

TestCases added to total of 55 Applicable | total of 33 total of 75 total of 39

Jenkins Pipeline scenarios scenarios |scenarios |scenarios
clubbed clubbed clubbed clubbed
together in together in 7 | together in 3 | together in 5
21 feature feature files | feature files | feature files
files of NRF of Policy of SCP ATS | of ProvGw
ATS-1.8.0 ATS-1.8.0 |-1.8.0New |ATS-1.8.0
New Feature New Feature | Feature New Feature
pipeline. pipeline. pipeline. pipeline.

Previous Release Providesa | Not Provides Provides 25 | Provides 45

TestCases total of 572 | Applicable | total of 95 scenarios | scenarios
scenarios scenarios in 4 feature |in 4 feature
clubbed clubbed files. files of
together in together in UDR-
243 feature 38 feature Regression
files of NRF files of pipeline.
Regression Policy-
pipeline. Regression

pipeline.




Understanding Automated Testing Suite
(ATS)

In this chapter, you will get an overview about ATS, its need and its features.

Automated Testing Suite Overview

Automated Testing Suite (ATS) allows you to execute software test cases using an
automated testing tool and then, compares the actual results with the expected or
predicted results. In this process, there is no intervention from the user.

ATS for 5G Network Functions

For 5G Network Functions (NFs), ATS is built using Oracle Linux 7-slim as the base
image. Jenkins is a part of the ATS image and it provides a GUI interface to the users
to test either a single NF or multiple NFs independently in the same environment.

Along with the NF docker images, user are provided with the ATS image, simulator
images, and test cases for the specific NF. All these are handed over to the customer
as a fully automated suite so that they can directly perform Lab deployment and
testing. You can combine it with any other Continuous Integration (CI) pipeline with
minimal changes. Since, 5G ATS uses Jenkins as GUI.

Why Automated Testing Suite in 5G NFs?

Through Automated Testing Suite (ATS), Oracle Communications aims at providing an
end-to-end solution to its customers for deploying and testing its 5G-NFs.

This guide covers implementation of ATS for the following 5G NFs:
*  Network Repository Function (NRF)

* Network Slice Selection Function (NSSF)

* Policy

e Service Communication Proxy (SCP)

»  Security Edge Protection Proxy (SEPP)

* Unified Data Repository (UDR)

ATS Features

The ATS features are as follows:

* Provides an end-to-end solution to the customers for testing Oracle
Communications 5G-NFs. The ATS package includes:

— Test scripts and docker images of test container.

ORACLE 1-1



Chapter 1
Deployment Model (In-Cluster)

*  The docker images have complete framework and libraries installed,
which is common for all NFs working with BDD framework.

Docker image of HTTP Server simulator
Helm chart to deploy the ATS (delivered as a tar file)
Readme text file (.txt file)

* Enables all the NF teams with the basic environment, framework and a GUI
(Jenkins) to execute all the functional test cases.

Deployment Model (In-Cluster)

According to In-Cluster deployment model, ATS can co-exist in the same cluster
where the NFs are deployed. This deployment model is useful for In-Cluster testing.

# Note:

The ATS 1.3 package supports in-cluster deployment.

Figure 1-1 In-Cluster Deployment Model

ATS for 5G - Deployment Model- (In-Cluster Test Execution)

K8s Cluster

BDD

e

Behave using Python

| Grafana

Elastic Search

" Note:

GO Language is used to create stubs for Policy ATS and SCP ATS.
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NF ATS Installation Procedure

The following sections describe how to install ATS for the following network functions:

BSF
NRF
NSSF
Policy
SCP
SEPP
UDR

BSF ATS Installation Procedure

The BSF ATS installation procedure covers two steps:

ORACLE

1.
2.

Locating and downloading the ATS images.

Deploying ATS images.

This includes installation of stub, ATS in BSF's namespace (ocbsf).

Downloading ATS Image

To download the ATS Image from MOS:

1
2
3.
4

Login to My Oracle Support with your credentials.
Select Patches and Updates tab to locate the patch.
In Patch Search window, click Product or Family (Advanced).

Enter Oracle Communications Cloud Native Core - 5G in Product field, select
Oracle Communications Cloud Native Binding Support Function 1.6.0.0.0 from
Release drop-down.

Click on Search. The Patch Advanced Search Results displays a list of
releases.

Select the required patch from the search results. The Patch Details window
opens.

Click Download. File Download window appears.

Click the <p******** <release_number>_Tekelec>.zip file to downlaod the BSF
ATS package file.

Untar the zip file to access all the ATS Images.

2-1
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10. The ocats-policy-tools-1.6.0.0.0.tgz file has following images and charts

11.

packaged as tar files:

ocats-policy-tools-1.6.0.0.0.tgz

I

|_ _ _ocats-policy-pkg-1.6.0.0.0.tgz

| - __ ocats-policy-1.6.0.tgz (Helm Charts)

| l___ _ _ _ ocats-policy-images-1.6.0.tar (Docker Images)
_ _ocamf-pkg-1.1.0.0.0.tgz

| ______ ocamf-stub-1.1.0.tgz (Helm Charts)

| ______ ocamf-stub-image-1.1.0.tar (Docker Images)|

|_ _ _ocstub-pkg-1.1.0.0.0.tgz

| ____ __ ocstub-go-1.1.0.tgz(Helm Charts)

| - _ _ ocstub-go-image-1.1.0.tar (Docker Images)

|_ _ _ocdns-pkg-1.1.0.0.0.tgz
| - _ ocdns-bind-1.1.0.tgz(Helm Charts)
| - _ _ ocdns-bind-image-1.1.0.tar (Docker Images)

The user can copy the tar file from here to their Kubernetes cluster where, they
want to deploy ATS.

Deploying ATS in Kubernetes Cluster

To deploy ATS in Kubernetes Cluster:

1.

Execute the following command to extract the tar file content:
tar -zxvf ocats-policy-tools-1.6.0.0.0.tgz

The output of this command is:

ocats-policy-pkg-1.6.0.0.0.tgz
ocamf-pkg-1.1.0.0.0.tgz
ocstub-pkg-1.1.0.0.0.tgz
ocdns-pkg-1.1.0.0.0.tgz

Go to the ocats-policy-tools-1.6.0.0.0 folder and execute the following

command to extract the final helm charts and docker images of ATS.
tar -zxvf ocats-policy-pkg-1.6.0.0.0.tgz

2-2
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The output of this command is:

ocats-policy-1.6.0.tgz
ocats-policy-images-1.6.0.tar

3. Inyour cluster, execute the given command to load the ATS image.
docker load --input ocats-policy-images-1.6.0.tar
4. Execute the following commands to tag and push the ATS images

docker tag ocats-policy:1.6.0 <registry>/ocats-policy:1.6.0
docker push <registry>/ocats-policy:1.6.0

Example:

docker tag ocats-policy:1.6.0 localhost:5000/ocats-policy:1.6.0
docker push localhost:5000/ocats-policy:1.6.0

5. Untar the helm charts, ocats-policy-1.6.0.tgz
tar -zxvf ocats-policy-1.6.0.tgz

6. Update the registry name, image name and tag in the ocats-policy/values.yaml
file as required.
For this, you need to open the values.yaml file and update the image.repository
and image.tag

7. ATS supports static port. By default, this feature is not available. To enable this
feature:

* Inthe ocats-policylvalues.yaml file under service section, set the value
of staticNodePortEnabled parameter as true and provide a valid nodePort
value for staticNodePort.

e A sample screen is given below:

Figure 2-1 ocats-policy/values.yaml-service section

service:

customExtension:
labels: {}
annotations: {}

type: LoadBalancer

port: "8ese"
staticNodePortEnabled: false
staticNodePort: ""

8. To enable service mesh feature:

a. Under the service section of the values.yaml file, there is a parameter,
'serviceMeshCheck'. By default, this feature is set to false. To get ASM
support, set this parameter to true. A snippet of service section in the yaml file
is shown below:

ORACLE 2-3
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9.

10.

Chapter 2
BSF ATS Installation Procedure

Figure 2-2 Service Mesh Check Enabled

service:

customExtension:
labels: {}
annotations: {}

type: LoadBalancer

port: "8e8e"
staticNodePortEnabled: false
staticNodePort: ""

serviceMeshCheck: true

b. If you do not enable ASM at global level for the namespace, then execute the
following command to enable it before deploying the ATS.
kubectl label --overwrite namespace <namespace name> istio-
injection=enabled

Example: kubectl label --overwrite namespace ocBSF istio-
injection=enabled

Deploy ATS using the updated helm charts (refer to step 5 for helm charts).

# Note:

You need to ensure that all the four components, 'ATS, go-Stub, dns-bind
and CNPolicy are deployed in the same namespace.

Using Helm 2 helm install ocats-policy --name <release_name> --
namespace <namespace_name> -f ocats-policy/values.yanl

Example: helm install ocats-policy --name ocats --namespace ocBSF -f
ocats-policy/values._yaml

Using Helm 3 helm3 install -name <release_name> ocats-policy-1.8.1.tgz
--namespace <namespace_name> -f <values-yaml-file>

Example: helm3 install -name ocats ocats-policy-1.6.0.tgz --namespace
ocBSF -f ocats-policy/values.yaml

Execute the following command to verify ATS deployment.
helm status <release name>

You should see the status as Deployed if the deployment is successful.

Deploying Stub Pod in Kubernetes Cluster

To deploy Stub Pod in Kubernetes cluster:

1.

Go to the ocats-policy-tools-1.6.0.0.0 folder and execute the command to
extract the ocstub tar file content.
tar -zxvf ocstub-pkg-1.1.0.0.0.tgz

2-4
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The output of this command is:

ocstub-go-1.1.0.tgz
ocstub-go-images-1.1.0.tar

In your cluster, execute the following command to load the STUB image
docker load --input ocstub-go-image-1.1.0.tar

Execute the following commands to tag and push the STUB image

docker tag ocstub-go:1.1.0 <registry>/ocstub-go:1.1.0

docker push <registry>/ocstub-go:1.1.0

Untar the helm charts, ocstub-go-1.1.0.tgz.
tar -zxvf ocstub-go-1.1.0.tgz

Update the registry name, image name and tag (if required) in the ocstub-go/
values.yanml file as required.
Open the values.yaml file and update the image.repository and image.tag

If required, change the apiVersion to apps/vl in the ocstub-go/templates/
deployment.yaml file as shown below.
apiVersion: apps/vl

Deploy Stub.

Using Helm 2: helm install ocstub-go --set service.name=<service> --
name <name> --namespace <namespace_name> --set nameOverride=<App name>
-f ocstub-go/values.yanml

Example:

helm install ocstub-go --set service.name=nflstub --name nflstub --
namespace
ochsf --set nameOverride=nflstub -f ocstub-go/values.yaml

Using Helm 3:helm3 install -name <release_name> ocstub-go-1.1.0.tgz
--set service.name=<stub-service-name> --namespace <namespace_name> --
set nameOverride =<App name> -f <valuesyaml-file>

Example:
helm3 install -name nflstub ocstub-go-1.1.0.tgz --set
service.name=nflstub

--namespace ochsf --set nameOverride=nflstub -f ocstub-go/
values.yanml

Execute the following command to check the Stub deployment.
helm status <release_name>

You should see the status as Running and Ready for all the stubs if the
deployment is successful.
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NRF ATS Installation Procedure

The NRF ATS installation procedure covers three steps:

ORACLE

1.
2.
3.

Locating and downloading ATS and Simulator Images
Preparing to deploy ATS and Stub Pod in Kubernetes Cluster
Deploying ATS and Stub Pod in Kubernetes Cluster

Locating and Downloading ATS Images

The steps to locate and download ATS Images are as follows:

1.

The ATS Images are available on the OHC server. To download the ATS Images
from OHC:

a. Go tothe URL, docs.oracle.com.
b. Navigate to Industries > Communications > Cloud Native Core.

c. Click the Automated Testing Suite (ATS) Images link to download the zip
file.

d. Unzip the Images folder to access all the ATS Images.

The ocats-nrf directory has following files:

ocats-nrf-tools-pkg-1.8.0.0.0.tgz
ocats-nrf-tools-pkg-1.8.0.0.0-README. txt
ocats-nrf-tools-pkg-1.8.0.0.0.tgz.sha256
ocats-nrf-custom-configtemplates-1.8.0.0.0.zip
ocats-nrf-custom-configtemplates-1.8.0.0.0-README. txt

The ocats-nrf-tools-pkg-1.8.0.0.0-README. txt file contains all the information
required for the package.

The ocats-nrf-tools-pkg-1.8.0.0.0.tgz file has following images and charts
packaged as tar files:

ocats-nrf-tools-pkg-1.8.0.0.0.tgz
I
|_ _ _ocats-nrf-pkg-1.8.0.0.0.tgz
| ______ ocats-nrf-1.8.0.tgz (Helm Charts)

| - _ ocats-nrf-image-1.8.0.tar (Docker
Images)

| . OCATS-NRF-Readme . txt

| ____ ocats-nrf-1.8.0.tgz.sha256

| - _ ocats-nrf-image-1.8.0.tar.sha256

2-6
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| _ _ _ocstub-python-pkg-1.8.0.0.0.tgz
- _ ocstub-python-1.8_.0.tgz (Helm Charts)

- _ ocstub-python-image-1.8.0.tar (Docker
Images)

| OCSTUB-PYTHON-Readme . txt

- _ ocstub-python-1.8.0.tgz.sha256

- _ ocstub-python-image-1.8.0.tar.sha256

In addition to the above images and charts, the ocats-nrf-custom-
configtemplates-1.8.0.0.0.zip file is also there in the same location. The ocats-
nrf-custom-configtemplates-1.8.0.0.0-README.txt file contains the information
about the content of this zip file. The content of the zip file is as follows:

ocats-nrf-custom-configtemplates-1.8.0.0.0.zip

| __ _ocats-nrf-custom-values.yaml (Custom values file for
installation)

| _ _ocats-nrf-custom-serviceaccount.yaml (Template to
create custom service account)

| _ocstub-python-custom-values.yaml (Custom values file
for stub installation)

The user can copy the tar file from here to the OCCNE/OCI/Kubernetes cluster
where they want to deploy ATS.

Preparing to Deploy ATS and Stub Pod in Kubernetes Cluster

The steps to deploy ATS and Stub Pod in Kubernetes Cluster are as follows:

1.

Execute the following command to extract tar file content.
tar -xvf ocats-nrf-tools-pkg-1.8.0.0.0.tgz

The output of this command is:

ocats-nrf-pkg-1.8.0.0
ocstub-python-pkg-1.8

g

.0.tgz
.0.0.0.tgz
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Execute the following command to extract the final helm charts and docker images
of ATS.
tar -xvf ocats-nrf-pkg-1.8.0.0.0.tgz

The output of this command is:

ocats-nrf-image-1.8.0.tar
ocats-nrf-1.8.0.tgz
OCATS-NRF-Readme. txt

< Note:

The OCATS-NRF-Readme. txt file contains all the information required for
the package.

Execute the following command to untar the ocstub package.
tar -xvf ocstub-python-pkg-1.8.0.0.0.tgz

The output of this command is:

ocstub-python-image-1.8.0.tar
ocstub-python-1.8.0.tgz
OCSTUB-PYTHON-Readme . txt

Execute the following command to extract the content of the custom values file:
unzip ocats-nrf-custom-configtemplates-1.8.0.0.0.zip

The output of this command is:

ocats-nrf-custom-values.yaml (Custom yaml file for deployment of
OCATS-NRF)

ocats-nrf-custom-serviceaccount.yaml (Custom yaml file for service
account creation to help the customer if required)
ocstub-python-custom-values.yaml (Custom yaml file for deployment
of OCSTUB-PYTHON)

In your cluster, load the ATS docker image, ‘ocats-nrf-image-1.8.0.tar' and
Stub docker image, ‘ocstub-python-image-1.8.0.tar' and push it to your registry.

docker load -i ocats-nrf-image-1.8.0.tar

docker tag ocats/ocats-nrf:1.8.0 <local _registry>/ocats/ocats-
nrf:1.8.0

docker push <local_registry>/ocats/ocats-nrf:1.8.0

docker load -i ocstub-python-image-1.8.0.tar

docker tag ocats/ocstub-python:1.8.0 <local registry>/ocats/ocstub-
python:1.8.0

docker push <local_registry>/ocats/ocstub-python:1.8.0

Update the image name and tag in the ocats-nrf-custom-values.yaml and
ocstub-python-custom-values.yaml file as required.

For this, you need to open the ocats-nrf-custom-values.yaml and ocstub-
python-custom-values.yaml file and update the image.repository and
image.tag
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7. ATS supports static port. By default, this feature is not available. To enable this
feature:

* In the ocats-nrf-custom-values.yaml file under service section, set the
staticNodePortEnabled parameter value to 'true' and staticNodePort
parameter value with valid nodePort.

* A sample screen is given below:

Figure 2-3 ocats-nrf-custom-values.yaml - service section

Enabling Service Mesh for ATS

# Note:

This procedure is applicable only if you want to enable service mesh.

To enable service mesh for ATS, perform the following steps:

1. Under the service section of the ocats-nrf-custom-values.yaml file, set the
serviceMeshCheck parameter true. By default, this parameter is set to false. A
shippet of service section in the yaml file is given below:

Figure 2-4 Enabling Service Mesh

2. If the service mesh is not enabled at the global level for the namespace, execute
the following command to enable it before deploying ATS.

kubectl label --overwrite namespace <namespace_name> istio-
injection=enabled

ORACLE 2-9
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Example

kubectl label --overwrite namespace ocnrf istio-injection=enabled

Add the following annotation under the IbDeployments parameter of the global
section in ocats-nrf-custom-values.yaml file. Sample is as follows:
traffic.sidecar.istio.io/excludelnboundPorts: "8080"

Figure 2-5 Sample Annotation

Enabling NF FQDN Authentication Feature

# Note:

Perform below steps only if the NF FQDN Authentication feature is
tested. Or, else proceed to the "Deploying ATS and Stub pod in K8s
cluster"” section.

You must enable this feature while deploying Service Mesh. However, there is some
change in the ATS deployment process, which is as follows:

1.

2

Use previously unzipped file "ocats-nrf-custom-serviceaccount.yaml" to create
a service account. Add the following annotation in the service-account file.
"certificate.aspenmesh.io/customFields™: "{ "SAN": { "DNS": [ "<NF-

FQDN>" 1 } }*

Figure 2-6 Sample: Service Account File - Annotation

# Note:

"AMF.d5g.oracle.com” is the NF FQDN that you must provide in the
serviceaccount DNS field.

Execute the following command to create a service account:
kubectl apply -f ocats-nrf-custom-serviceaccount.yaml
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3. After creating the service account, update the service account name in the ocats-
nrf-custom-values.yaml file as shown below:

Figure 2-7 Updating Service Account Name

4. Deploy ATS using helm2 or helm3 commands shared in the Deploying ATS and
Stub Pod in Kubernetes Cluster section.

Deploying ATS and Stub Pod in Kubernetes Cluster

# Note:

It is important to ensure that all the three components; ATS, Stub and
NRF are in the same namespace.

You need two Stubs for the NRF tests to be executed. The service name for the stubs
should be notify-stub-service and notify-stub-service02.

ATS and Stub supports Helm2 and Helm3 for deployment.

If the namespace does not exists, execute the following command to create a
namespace:

kubectl create namespace ocnrf

Using Helm 2 for ATS:

helm install ocats-nrf-1.8.0.tgz --name <release name> --namespace
<namespace_name> -f <values-yaml-file>

Exanpl e:
helm install ocats-nrf-1.8.0.tgz --name ocats --namespace ocnrf -f
ocats-nrf-custom-values.yaml

Using Helm 2 for Stubs:

helm install ocstub-python-1.8.0.tgz --set service.name=<stub-service-
name>
--name <release_name> --namespace <namespace_name> -f <values-yaml-file>

Exanpl e:

helm install ocstub-python-1.8.0.tgz --set service.name=notify-stub-
service --name

ocstub --namespace ocnrf -f ocstub-python-custom-values.yaml

helm install ocstub-python-1.8.0.tgz --set service.name=notify-stub-
service02 --name

ocstubl --namespace ocnrf -f ocstub-python-custom-values.yaml
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Using Helm 3 for ATS:

helm3 install -name <release name> ocats-nrf-1.8.0.tgz --namespace
<namespace_name> -f <values-yaml-file>

Exanpl e:
helm3 install -name ocats ocats-nrf-1.8.0.tgz --namespace ocnrf -f
ocats-nrf-custom-values.yaml

Using Helm 3 for Stubs:

helm3 install -name <release name> ocstub-python-1.8.0.tgz --set
service.name=<stub-service-name> --namespace <namespace_name> -Ff
<values-yaml-file>

Exanpl e:

helm3 install -name ocstub ocstub-python-1.8.0.tgz --set
service.name=notify-stub-service --namespace ocnrf -f ocstub-python-
custom-values.yanml

helm3 install -name ocstubl ocstub-python-1.8.0.tgz --set
service.name=notify-stub-service02 --namespace ocnrf -f ocstub-python-
custom-values.yanml

Execute the following command to verify ATS deployment.
helm status <release_name>

Once ATS and Stub are deployed, execute the following command to check the pod
and service deployment.

Checki ng Pod Depl oynent:
kubectl get pod -n ocnrf
Checki ng Service Depl oynment:
kubectl get service -n ocnrf
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Figure 2-8 Checking Pod and Service Deployment without Service Mesh

If ATS is deployed with side car of service mesh, you need to ensure that both ATS
and Stub pods have 2 containers in ready state and shows "2/2". A sample screen is
shown below:

Figure 2-9 ATS and Stub Deployed with Service Mesh

NSSF ATS Installation Procedure

The NSSF ATS installation procedure covers two steps:
1. Locating and downloading ATS and Simulator Images

2. Deploying ATS and Stub Pod in Kubernetes Cluster as per NSSF

Locating and Downloading ATS Images

1. The ATS Images are available on the OHC server. To download the ATS Images
from OHC:
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a. Goto the URL, docs.oracle.com
b. Navigate to Industries > Communications > Cloud Native Core

c. Click the Automated Testing Suite (ATS) Images link to download the zip
file.

d. Unzip the Images folder to access all the ATS Images.
The ocats-nssT directory has the following files:

e ocats-nssf-tools-pkg-1.4.0.0.tgz

* ocats-nssf-tools-pkg-1.4.0.0-README. txt

< Note:

The ocats-nssf-tools-pkg-1.4.0.0-README. txt file contains all
the information required for the package.

The ocats-nssf-tools-pkg-1.4.0.0-README. txt file contains all the information
required for the package.

The ocats-nssf-tools-pkg-1.4.0.0.tgz file has the following images and charts
packaged as tar files:

ocats-nssf-tools-pkg-1.4.0.0.tgz

| _ _ _ocats-nssf-pkg-1.4.0.0.tgz

- ___ _ _ ocats-nssf-1.4_tgz (Helm Charts)

11 ocats-nssf-image-1.4.tar (Docker Images)
11 Readme.txt

The user can copy the tar file from here and copy in their OCCNE/OCI/Kubernetes
cluster where they want to deploy ATS.

Deploying ATS in Kubernetes Cluster

The steps to deploy ATS in Kubernetes Cluster are as follows:

1.

Execute the following command to extract tar file content:
tar -xvf ocats-nssf-tools-pkg-1.4.0.0.tgz

The output of this command is:
ocats-nssf-pkg-1.4.0.0.tgz

Execute the following command to extract final helm charts and docker images of
ATS:
tar -xvf ocats-nssf-pkg-1.4.0.0.tgz

The output of this command is:
ocats-nssf-image-1.4.tar ocats-nssf-1.4.tgz
Readme . txt

In your cluster, load the ATS image, 'ocats-nssf-image-<version>.tar' and push
to your registry.
docker load -i ocats-nssf-image-<version>.tar
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a. Execute the following command to grep the image.
docker images | grep ocats-nssf

b. Copy the Image ID from the output of the grep command and change the tag
to your registry.
Example:

docker tag <Image ID> <your-registry-name/ocats-nssf:<tag>>
docker push <your-registry-name/ocats-nssf:<tag>>

4. Untar the helm charts, ocats-nssf-<version>.tgz
tar -xvf ocats-nssf-<version>.tgz

5. Update the image name and tag in the ocats-nssf/values.yanml file as required.
For this, you need to open the values.yaml file and update the image.repository
and image.tag.

6. ATS supports static port. By default, this feature is not available. To enable this
feature:

* In the ocats-nssflvalues.yaml file under service section, set the value of
staticNodePortEnabled parameter as true and provide a valid nodePort
value for staticNodePort.

e A sample screen is given below:

Figure 2-10 ocats-nssflvalues.yaml - service section

7. Deploy ATS using the updated helm charts after performing the previous step 5.
helm install ocats-nssf --name <release name> --namespace
<namespace_name> -f ocats-nssf/values.yaml

Example: helm install ocats-nssf --name ocats --namespace ocnssf -T
ocats-nssf/values.yanml

If this command returns an error like, <Error: validation failed: unable
to recognize ""': no matches for kind "Deployment™ in version "apps/
vlbeta2"> then, open the template/deployment._yml file and change the
apiVersoin to apiVersion: appsi/v1l.

8. Execute the following command to verify the ATS deployment:
helm status <release_ name>

A sample screen showing ATS Helm release is given below:
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Figure 2-11 ATS Helm Release

[root@master ~]# helm status ocatsl
LAST DEPLOYED: Mon Jun 8 07:46:51 2020
NAMESPACE: ocatsl

STATUS: DEPLOYED

RESOURCES:

==> y1l/ClusterRole

NAME
ocatsl-ocatsl-ocatsl-ocats-nssf-clusterrole

==> vl/Pod(related)
NAME AGE
ocatsl-ocats-nssf-675c¢6c4967-gbkvt 4d3h

==> yl/Service
NAME AGE
ocatsl-ocats-nssf 4d3h

==> yl/ServiceAccount
NAME AGE
ocatsl-ocatsl-ocatsl-ocats-nssf-serviceaccount 4d3h

==> vlbetal/ClusterRoleBinding
NAME
ocatsl-ocatsl-ocatsl-ocats-nssf-clusterrolebinding

==> vlbeta2/Deployment

NAME AGE
ocatsl-ocats-nssf 4d3h

NOTES:
# Copyright 2018 (C), Oracle and/or its affiliates. All rights reserved.
Thank you for installing ocats-nssf.

Your release is named ocatsl , Release Revision: 1.
To learn more about the release, try:

$ helm status ocatsl
$ helm get ocatsl

[root@master ~]# kubectl get po -n ocatsl

NAME READY STATUS RESTARTS AGE
ocatsl-ocats-nssf-675c6c4967-qgbkvt 1/1 Running 1 4d3h

[root@master ~]# kubectl get svc -n ocatsl

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
ocatsl-ocats-nssf LoadBalancer <pending> 8080:32013/TCP 4d3h
[root@master ~]#

Policy ATS Installation Procedure

The Policy ATS installation procedure covers two steps:

1. Locating and downloading the ATS images.
2. Deploying ATS images.

This includes installation of nine stubs (nflstub, nfllstub, nfl12stub, nf2stub,
nf21stub, nf22stub, nf3stub, nf31stub, nf32stub), ATS, and ocdns-bind stub in Policy's
namespace (ocpcf). The release of ATS supports incluster deployment of Policy and
ATS with both TLS (server side) enabled and disabled mode.

" Note:

Restart the Nrf-client pod of Policy for UDR and CHF discovery as part of
each test case.
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Downloading ATS Image

To download the ATS Image from MOS:

1
2
3.
4

10.

11.

Login to My Oracle Support with your credentials.
Select Patches and Updates tab to locate the patch.
In Patch Search window, click Product or Family (Advanced).

Enter Oracle Communications Cloud Native Core - 5G in Product field, select
Oracle Communications Cloud Native Core Policy 1.8.0.0.0 from Release drop-
down.

Click on Search. The Patch Advanced Search Results displays a list of
releases.

Select the required patch from the search results. The Patch Details window
opens.

Click Download. File Download window appears.

Click the <p******** <release_number>_Tekelec>.zip file to downlaod the CNC
Policy ATS package file.

Untar the zip file to access all the ATS Images.

The ocats-policy-tools-1.8.1.0.0.tgz file has following images and charts
packaged as tar files:

ocats-policy-tools-1.8.1.0.0.tgz

I

| _ _ _ocats-policy-pkg-1.8.1.0.0.tgz

| - __ _ __ ocats-policy-1.8.1.tgz (Helm Charts)

| 1l ocats-policy-images-1.8.1.tar (Docker Images)

| _ _ _ocstub-pkg-1.1.0.0.0.tgz
| 1l ocstub-go-1.1.0.tgz(Helm Charts)

| 1l ocstub-go-image-1.1.0.tar (Docker Images)

| _ _ _ocdns-pkg-1.1.0.0.0.tgz
| 1l ocdns-bind-1.1.0.tgz(Helm Charts)
| 1l ocdns-bind-image-1.1.0.tar (Docker Images)

The user can copy the tar file from here to their Kubernetes cluster where, they
want to deploy ATS.
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Deploying ATS in Kubernetes Cluster

To deploy ATS in Kubernetes Cluster:

1. Execute the following command to extract the tar file content:
tar -zxvf ocats-policy-tools-1.8.1.0.0.tgz

The output of this command is:
ocats-policy-pkg-1.8.1.0.0.tgz
1

ocstub-pkg-1.1.0.0.0.tgz
ocdns-pkg-1.1.0.0.0.tgz

g-
0.

2. Go to the ocats-policy-tools-1.8.1.0.0 folder and execute the following
command to extract the final helm charts and docker images of ATS.
tar -zxvf ocats-policy-pkg-1.8.1.0.0.tgz

The output of this command is:

ocats-policy-1.8.1.tgz
ocats-policy-images-1.8.1.tar

3. Inyour cluster, execute the given command to load the ATS image.
docker load --input ocats-policy-images-1.8.1.tar
4. Execute the following commands to tag and push the ATS images

docker tag ocats-policy:1.8.1 <registry>/ocats-policy:1.8.1
docker push <registry>/ocats-policy:1.8.1

Example:

docker tag ocats-policy:1.8.1 localhost:5000/0cats-policy:1.8.1
docker push localhost:5000/ocats-policy:1.8.1

5. Untar the helm charts, ocats-policy-1.8.1.tgz
tar -zxvf ocats-policy-1.8.1.tgz

6. Update the registry name, image name and tag in the ocats-policy/values.yanl
file as required.
For this, you need to open the values.yaml file and update the image.repository
and image.tag

7. ATS supports static port. By default, this feature is not available. To enable this
feature:

* Inthe ocats-policylvalues.yaml file under service section, set the value
of staticNodePortEnabled parameter as true and provide a valid nodePort
value for staticNodePort.

e A sample screen is given below:
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Figure 2-12 ocats-policylvalues.yaml-service section

service:

customExtension:
labels: {}
annotations: {}

type: LoadBalancer

port: "8680"
staticNodePortEnabled: false
staticNodePort: ""

8. To enable service mesh feature:

9.

a.

Under the service section of the values.yaml file, there is a parameter,
'serviceMeshCheck'. By default, this feature is set to false. To get ASM
support, set this parameter to true. A snippet of service section in the yaml file
is shown below:

Figure 2-13 Service Mesh Check Enabled

service:
customExtension:
labels: {}
annotations: {}

type: LoadBalancer

port: "8880"
staticNodePortEnabled: false
staticNodePort: ""

serviceMeshCheck: true

If you do not enable ASM at global level for the namespace, then execute the
following command to enable it before deploying the ATS.

kubectl label --overwrite namespace <namespace name> istio-
injection=enabled

Example: kubectl label --overwrite namespace ocpcf istio-
injection=enabled

Deploy ATS using the updated helm charts (refer to step 5 for helm charts).

# Note:

You need to ensure that all the four components, 'ATS, go-Stub, dns-bind
and CNPolicy are deployed in the same namespace.

Using Helm 2 helm install ocats-policy --name <release_name> --

namespace <namespace_name> -f ocats-policy/values._yaml
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Example: helm install ocats-policy --name ocats --namespace ocpcf -f
ocats-policy/values.yanml

Using Helm 3 helm3 install -name <release_name> ocats-policy-1.8.1.tgz
--namespace <namespace_name> -f <values-yaml-file>

Example: helm3 install -name ocats ocats-policy-1.8.1.tgz --namespace
ocpcf -f ocats-policy/values.yaml

10. Execute the following command to verify ATS deployment.
helm status <release_name>

Figure 2-14 Verifying ATS Deployment in Policy Namespace

[cloud-user@platform-bastion-1 ocstub-pkg-1.1.8.0.0]$ helm 1s
NAME REVISION UPDATED STATUS CHART APP VERSION NAMESPACE

ocats 1 Mon Sep 14 14:56:11 2020 DEPLOYED ocats-policy-1.8.0 1.0 ocpcf

Deploying Stub Pod in Kubernetes Cluster
To deploy Stub Pod in Kubernetes cluster:

1. Go to the ocats-policy-tools-1.8.1.0.0 folder and execute the command to
extract the ocstub tar file content.
tar -zxvf ocstub-pkg-1.1.0.0.0.tgz

The output of this command is:

ocstub-go-1.1.0.tgz
ocstub-go-images-1.1.0.tar

¢ Note:
To deploy additional stubs required for session, retry feature validation:
e nfllstub, nfl2stub - Alternate FQDN for nflstub
e nf2lstub, nf22stub - Alternate FQDN for nf2stub
e nf3lstub, nf32stub - Alternate FQDN for nf3stub

2. Inyour cluster, execute the following command to load the STUB image
docker load --input ocstub-go-image-1.1.0.tar

3. Execute the following commands to tag and push the STUB image

docker tag ocstub-go:1.1.0 <registry>/ocstub-go:1.1.0

docker push <registry>/ocstub-go:1.1.0

4. Untar the helm charts, ocstub-go-1.1.0.tgz.
tar -zxvf ocstub-go-1.1.0.tgz
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Update the registry name, image name and tag (if required) in the ocstub-go/
values.yaml file as required.
Open the values.yaml file and update the image.repository and image.tag

If required, change the apiVersion to apps/vl in the ocstub-go/templates/
deployment.yaml file as shown below.
apiVersion: apps/vl

Deploy Stub.
Using Helm 2: helm install ocstub-go --set service.name=<service> --
name <name> --namespace <namespace name> -f ocstub-go/values.yaml

Example:

helm install ocstub-go --set service.name=nflstub --name nflstub --
namespace
ocpcf -f ocstub-go/values.yaml

helm install ocstub-go --set service.name=nf2stub --name nf2stub --
namespace ocpcf -f
ocstub-go/values.yanml

helm install ocstub-go --set service.name=nf3stub --name nf3stub --
namespace ocpcf -f
ocstub-go/values.yanml

helm install ocstub-go --set service.name=nfllstub --name nfllstub
--namespace ocpcf -f
ocstub-go/values.yanml

helm install ocstub-go --set service.name=nfl2stub --name nfl2stub
--namespace ocpcf -f
ocstub-go/values.yanml

helm install ocstub-go --set service.name=nf2lstub --name nf2lstub
--namespace ocpcf -f
ocstub-go/values.yanml

helm install ocstub-go --set service.name=nf22stub --name nf22stub
--namespace ocpcf -f
ocstub-go/values.yanml

helm install ocstub-go --set service.name=nf3lstub --name nf31lstub
--namespace ocpcf -f
ocstub-go/values.yanml

helm install ocstub-go --set service.name=nf32stub --name nf32stub
--namespace ocpcf -f
ocstub-go/values.yanml

Using Helm 3:helm3 install -name <release_name> ocstub-go-1.1.0.tgz
--set service.name=<stub-service-name> --namespace <namespace_name> -f
<valuesyaml-file>
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Example:

helm3 install -name nflstub ocstub-go-1.1.0.tgz --set
service.name=nflstub
--namespace ocpcf -f ocstub-go/values.yaml

helm3 install -name nf2stub ocstub-go-1.1.0.tgz --set
service.name=nf2stub --namespace
ocpcf -f ocstub-go/values.yaml

helm3 install -name nf3stub ocstub-go-1.1.0.tgz --set
service.name=nf3stub --namespace
ocpcf -f ocstub-go/values.yaml

helm3 install -name nf3stub ocstub-go-1.1.0.tgz --set
service.name=nfllstub --namespace
ocpcf -f ocstub-go/values.yaml

helm3 install -name nf3stub ocstub-go-1.1.0.tgz --set
service.name=nfl2stub --namespace
ocpcf -f ocstub-go/values.yaml

helm3 install -name nf3stub ocstub-go-1.1.0.tgz --set
service.name=nf2lstub --namespace
ocpcf -f ocstub-go/values.yaml

helm3 install -name nf3stub ocstub-go-1.1.0.tgz --set
service.name=nf22stub --namespace
ocpcf -f ocstub-go/values.yaml

helm3 install -name nf3stub ocstub-go-1.1.0.tgz --set
service.name=nf31lstub --namespace
ocpcf -f ocstub-go/values.yaml

helm3 install -name nf3stub ocstub-go-1.1.0.tgz --set
service.name=nf32stub --namespace
ocpcf -f ocstub-go/values.yaml

Figure 2-15 Stub - Checking Helm Status

[cloud-user@platform-bastion-1 ocstub-pkg-1.1.8.0.0]$ helm 1s

NAME REVISION UPDATED STATUS CHART APP VERSION NAMESPACE
nfllstub 1 Tue Sep 15 10:85:59 2020 DEPLOYED ocstub-go-1.1.0 . ocpcf
nfl2stub Tue Sep 15 1@:06: DEPLOYED ocstub-go-1.1.8 . ocpcf
nflstub Tue Sep 15 10:05: DEPLOYED ocstub-go-1.1.0 . ocpcf

nf2lstub Tue Sep 15 10:06: DEPLOYED ocstub-go-1.1.8 . ocpcf
nf22stub Tue Sep 15 10:06: DEPLOYED ocstub-go-1.1.0 . ocpcf
nf2stub Tue Sep 15 1@:05: DEPLOYED ocstub-go-1.1.8 . ocpcf
nf31stub Tue Sep 15 10:06: DEPLOYED ocstub-go-1.1.0 . ocpcf
nf32stub Tue Sep 15 10:06: DEPLOYED ocstub-go-1.1.8 . ocpcf
nf3stub Tue Sep 15 10:85:59 2020 DEPLOYED ocstub-go-1.1.0 . ocpcf

8. Similarly, install all other stubs.

9. Execute the following command to check the Stub deployment.
helm status <release_name>

A sample screen showing stubs deployment is given below:
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Figure 2-16 Stubs After Installation

[cloud-user@platform-bastion-1 ocstub-pkg-1.1.0.0.0]% kubectl get po -n ocpcf

NAME READY STATUS RESTARTS
nfllstub-ocstub-go-66449ddb94-qg2j9 1/1 Running
nfl2stub-ocstub-go-6b8575487-18pxv 1/1 Running
nflstub-ocstub-go-5ff485954c-prc2x 1/1 Running

nf2lstub-ocstub-go-56cf5b77fc-x8wkr 1/1 Running
nf22stub-ocstub-go-547dfdf476-4j2sn 1/1 Running
nf2stub-ocstub-go-6fb6f786d6-bcofr 1/1 Running
nf31stub-ocstub-go-c6c6d5584-5ma8z 1/1 Running
nf32stub-ocstub-go-848dfc7757-q797z 1/1 Running
nf3stub-ocstub-go-6cb769ccd9-4fvob 1/1 Running

00 0 0 0 0 0O @ ®

Figure 2-17 Policy Namespace

[cloud-user@platform-bastion-1 ocstub-pkg-1.1.8.8.8]% kubectl get po -n ocpcf

NAME READY STATUS RESTARTS AGE
funocats-ocats-policy-54f9469654-8kggc 1/1 Running 3h34m
ocpcf-appinfo-6659cb6bbf-w86pv 1/1 Running 2d1h
ocpcf-oc-binding-7c99dccdcf-4z5s6 1/1 Running 2d1h
22h
119m
124m
2d1h
2d1h
2d1h
2d1h
36m
2d1h
2d1h
2d1h
2d1h
2d1h
2d1h
2d1h
2d1h
2d1h
2d1h
2d1h
2d1h
1%h
1%h
19h
19h
19h
19h
19h
19h
19h
19h

ocpcf-oc-diam-gateway-@ 1/1 Running
ocpcf-occnp-alternate-route-77f587fdb6-18w2b 1/1 Running
ocpcf-occnp-alternate-route-77f587fdb6-zd96s 1/1 Running
ocpcf-occnp-config-server-74747fd78c-54f2h 1/1 Running
ocpcf-occnp-egress-gateway-65df684f99-rts71 1/1 Running
ocpcf-occnp-ingress-gateway-5c6f4dd876-2xwnp 1/1 Running
ocpcf-occnp-nrf-client-nfdiscovery-85f5b8cfff-28sqw 1/1 Running
ocpcf-occnp-nrf-client-nfmanagement-5¢54974655-1t29jd 1/1 Running
ocpcf-ocpm-audit-service-5f96785f4d-6bbkm 1/1 Running
ocpcf-ocpm-cm-service-69cdff54cc-bd928 1/1 Running
ocpcf-ocpm-pre-5f6f447c47-6zw42 1/1 Running
ocpcf-ocpm-pre-test-567c5fc84c-8sprm 1/1 Running
ocpcf-ocpm-queryservice-84c4487c99-4qrpd 1/1 Running
ocpcf-pcf-amservice-d45c7ff67-7gme9 1/1 Running
ocpcf-pcf-diam-connector-744654759¢c-vrgkt 1/1 Running
ocpcf-pcf-smservice-7f9c5f58db-22wp8 1/1 Running
ocpcf-pcf-ueservice-6546Ff54ccf-1pkf4d 1/1 Running
ocpcf-pcf-userservice-55956bc5b9-7vwjr 1/1 Running
ocpcf-perf-core-7cd8b688bc-j6q28 1/1 Running
ocpcf-performance-5f49787486-29gqg 1/1 Running
nfllstub-ocstub-go-66449ddb94-qg23j9 1/1 Running
nfl2stub-ocstub-go-6b8575487-18pxv 1/1 Running
nflstub-ocstub-go-5ff485954c-prc2x 1/1 Running
nf21stub-ocstub-go-56cf5b77fc-x8wkr 1/1 Running
nf22stub-ocstub-go-547dfdf476-4j2sn 1/1 Running
nf2stub-ocstub-go-6fb6f786d6-bcofr 1/1 Running
nf31lstub-ocstub-go-c6c6d5584-5m48z 1/1 Running
nf32stub-ocstub-go-848dfc7757-q797z 1/1 Running
nf3stub-ocstub-go-6cb769ccd9-4fvob 1/1 Running
ocdns-ocdns-bind-86888f75cf-kv6dw 1/1 Running

O 0 0 0 0@ @ 0 ® 0 00 O 0 0 0 ® @ @ ® @ ® @ @ @ @ @ @ ©® ©® ® ®@ @

®
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Deploying DNS Stub in Kubernetes Cluster

< Note:

Please make sure that the sufficient resource requests and limit is configured
for DNS Stub. Set the resource request and limit values in the resources
section in the values.yaml file as follows:

resources: {}

# We usually recommend not to specify default resources and
to leave this as a conscious

# choice for the user. This also increases chances charts
run on environments with little

# resources, such as Minikube. If you do want to specify
resources, uncomment the following

# lines, adjust them as necessary, and remove the curly
braces after "resources:". # limits:

# cpu: 1000m

# memory: 1024Mi

# requests:

# cpu: 500m

# memory: 500Mi

To deploy DNS stub in Kubernetes cluster:

1.

Go to the ocats-policy-tools-1.8.1.0.0 folder and execute the following command:
tar -zxvf ocdns-pkg-1.1.0.0.0.tgz

The output is shown below:

Figure 2-18 Untar DNS Package

[cloud-user@platform-bastion-1 ocdns-pkg-1.1.0.0.8]% 1s -1ltrh
total 211M

. 1 cloud-user cloud-user 211M Sep 14 14:49 ocdns-bind-image-1.1.8.tar
-rw-r--r--. 1 cloud-user cloud-user 2.9K Sep 14 14:49 ocdns-bind-1.1.8.tgz

In your cluster, execute the following command to load the DNS Stub image:
docker load --input ocdns-bind-image-1.1.0.tar

Execute the following command to tag and push the DNS stub to the registry:
docker tag ocdns-bind:1.1.0 localhost:5000/ocdns-bind:1.1.0

docker push localhost:5000/0ocdns-bind:1.1.0

Execute the following command to untar the helm charts (ocdns-bind-1.1.0.tgz):
tar -zxvf ocdns-bind-1.1.0.tgz

Update the registry name, image name and tag (if required) in the ocdns-
bind/values.yaml file as required. Open the values.yaml file and update the
image.repository and image.tag
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6. Execute the following command to install DNS Stub:

helm2 :

[cloud-user@platform-bastion-1 ocdns-bind]$ helm install ocdns-
bind-1.1.0.tgz --name

ocdns --namespace ocpcf -f ocdns-bind/values.yaml

helm3 :

[cloud-user@platform-bastion-1 ocdns-bind]$ helm3 install -name
ocdns

ocdns-bind-1.1.0.tgz --namespace ocpcf -f ocdns-bind/values.yaml

7. Execute the following command to capture the cluster name of the pcf

deployment, namespace where nfstubs are deployed and cluster IP of DNS Stub.
kubectl get svc -n ocpcf | grep dns

Figure 2-19 DNS Stub Cluster IP

[cloud-user@platform-bastion-1 ocdns-pkg-1.1.8.8.0]% kubectl get svc -n ocpcf | grep dns

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
ocdns ClusterIP 16.233.11.45 <none> 53/UDP,6236/TCP 19h

< Note:

This information is required to configure DNS stub.

Figure 2-20 Cluster Name

[cloud-user@platform-bastion-1 ocdns-pkg-1.1.0.8.8]$ kubectl -n kube-system get configmap kubeadm-config -o yaml | grep clusterName

clusterName: platform

Replacing PCF Service Ports in ATS

# Note:

After starting/restarting the ATS Pod, you have to execute the same script to
update the ports.

To replace the PCF Service Ports:

1. Create a script called replace_port.sh on the server from where you are
executing the kubectl commands.

2. Add the following content to the script:

#1/bin/bash

NAMESPACE=${NAMESPACE}

atspod=$(kubectl get pod -n ${NAMESPACE} | grep ocats | awk

“{ print $1 }°)

config_mgmt_svc=$(kubectl get svc -n ${NAMESPACE} | grep config-
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mgmt | awk "{ print $1 })
config_mgmt_port=$(kubectl get svc -n ${NAMESPACE} $
{config_mgmt_svc} -o jsonpath={.spec.ports[].port})

config_server_svc=$(kubectl get svc -n ${NAMESPACE} | grep config-
server | awk "{ print $1 }")

config_server_port=$(kubectl get svc -n ${NAMESPACE} $
{config_server_svc} -0 jsonpath={.spec.ports[]-.port})

echo -e "Please see below Environment variables”
echo -e "NAMESPACE: ${NAMESPACE}"

echo -e "ATS pod: ${atspod}"

echo -e "config-mgmt port: ${config_mgmt_port}"
echo -e "config-server port: ${config_server_port}"

# This Step will login to ATS pod and dynamically replace the port
for “config-mgmt”

and "config-server® services

kubectl exec -it ${atspod} -n ${NAMESPACE} -- bash -c "egrep -1RZ
"config-mgmt"”

/var/lib/jenkins/ocpcf_tests/features/ | xargs -0 -1 sed -i -e "s/
config-mgmt.
*$/config-mgmt
server”
/var/lib/jenkins/ocpcf_tests/features/ | xargs -0 -1 sed -i -e
"s/config-server.*$/config-server ""$config_server_port""/g""

echo -e "Successfully updated config-mgmt port to $
{config_mgmt_port} and config-server port to ${config_server_port}
in all the feature files”

$config_mgmt_port"*/g" && \egrep -IRZ "config-

3. Provide execute permission as follows:
chmod +x replace_port.sh

4. Execute the following command to replace the PCF Service Port:
NAMESPACE=<PCF Namespace> ./replace_port.sh

Example: NAMESPACE=ocpcf ./replace_port.sh

SCP ATS Installation Procedure

ORACLE

The SCP ATS installation procedure covers two steps:
1. Locating and downloading the ATS images.

2. Deploying ATS images.

Locating and Downloading ATS Images

To locate and download ATS Images:

1. Download the ATS Images that are available on the OHC server:
a. Gotothe URL, docs.oracle.com
b. Navigate to Industries > Communications > Cloud Native Core

c. Click the Automated Testing Suite (ATS) Images link to download the zip
file.
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d. Unzip the Images folder to access all the ATS Images.

2. The ocats-scp directory has a following files:

ocats-scp-pkg-1.8.0.0.0.tgz
ocats-scp-pkg-1.8.0.0.0-readme.txt
ocats-scp-custom-configtemplates-1.8.

0.0.0.zip
ocats-scp-custom-configtemplates-1.8.0.

0
0.0-readme.txt

# Note:

The ocats-scp-custom-configtemplates-1.8.0.0.0-readme.txt file
contains all the information required for the package.

The ocats-scp-pkg-1.8.0.0.0.tgz file has following images and charts
packaged as tar files:

ocats-scp-pkg-1.8.0.0.0.tgz
|
| _ _ _ocats-scp-pkg-1.8.0.0.0.tgz
| ______ ocats-scp-1.8.0.tgz (Helm Charts)

| - __ _ __ ocats-scp-images-1.8.0.tar (Docker
Images)

| | Readme. txt

The ocats-scp-custom-configtemplates-1.8.0.0.0.zip file has following
images and charts packaged as tar files:

ocats-scp-custom-configtemplates-1.8.0.0.0.zip

1l ocats-scp-custom-serviceaccount-1.8.0._yaml
(Template to create custom service account)

1l ocats-scp-values-1.8.0_.yaml (Custom
values file for installation)

The user can copy the tar file from here to their kubernetes cluster where, they
want to deploy ATS.

Deploying ATS in Kuberbetes Cluster
To deploy ATS in Kubernetes Cluster:
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< Note:

Deploy ATS and SCP in the same namespace.

# Note:

ATS is deployed with role binding by default instead of cluster role binding.

1. Execute the following command to extract the tar file content.
tar -xvf ocats-scp-pkg-1.8.0.0.0.tgz

The output of this command is:
ocats-scp-1.8.0.tgz

ocats-scp-images-1.8.0.tar
Readme. txt

The ocats-scp-images-1.8.0.tar file contains ocats-scp:1.8.0 (ATS Image) and
ocats-gostub:1.8.0 (stub image).

2. Inyour cluster, execute the given command to load the ATS image and then, push
it to your registry.
docker load --input ocats-scp-images-1.8.0.tar

3. Execute the following command to extract the zip file content.

Unzip "ocats-scp-custom-configtemplates-1.8.0.0.0.zip"

The output of this command is:

ocats-scp-values-1.8.0.yaml
ocats-scp-custom-serviceaccount-1.8.0.yaml

4. Update the image name and tag in the ocats-scp-values-1.8.0.yaml file as
required.
For this, you need to open the ocats-scp-values-1.8.0.yaml file and update the
image.repository and image.tag

5. ATS supports static port. By default, this feature is not available. To enable this
feature:

* Inthe ocats-scp-values-1.8.0.yaml file under service section, set the value
of staticNodePortEnabled parameter as true and provide a valid nodePort
value for staticNodePort.

e A sample screen is given below:
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Figure 2-21 ocats-scp-values-1.8.0.yaml- service section

# Note:
You can enable static node port at the time of deployment.
e Add an appropriate value for the serviceMeshCheck parameter. Its value
depends on whether ATS needs to be executed with aspen mesh or not.

6. Update the IbDeployments section of the helm deployment file in SCP ATS with
the following annotations, wherein

e 8091 port is added to fetch soothsayer pod metrics
traffic.sidecar.istio.io/excludeOutboundPorts: "8091"

# Note:

This point is applicable only if you are planning to test ATS with
service mesh. Also, do not modify this port.

7. Execute the following command to deploy ATS.
Using Helm 2: helm install ocats-scp-1.8.0.tgz --name <release_name>
--namespace <namespace_name> -f ocats-scp-values-1.8.0.yaml

Example: helm install ocats-scp-1.8.0.tgz --name ocats-scp --namespace
scpsve-T ocats-scp-values-1.8.0.yaml

Using Helm 3: helm3 install <release name> ocats-scp-1.8.0.tgz -n
<namespace_name> -f ocats-scp-values-1.8.0.yaml

Example: helm3 install ocscp-ats ocats-scp-1.8.0.tgz -n scpsvc -f
ocats-scp-values-1.8.0.yaml

¢ Note:

If there are two Helm versions on your system then, specify the version
number in the Helm commands. If there is only one Helm version then
there is no need to mention the version number.

8. Verify ATS deployment by executing the given command.
helm3 status <release_name> -n <namespace_nhame>

The following sample screen checks ATS helm release.
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# Note:

If ATS is deployed in service mesh environment, the Ready field for pods
shows 2/2.

Figure 2-22 Checking ATS Helm Release

Figure 2-23 Helm Status Image

NAME: ocscpats

LAST DEPLOYED: Thu Sep 3 12:45:09 2020

NAMESPACE: oracle-scp-namespace

STATUS: deployed

REVISION: 1

TEST SUITE: None

NOTES :

# Copyright 2018 (C), Oracle and/or its affiliates. All rights reserved.

Thank you for installing ocats-scp.

Your release is named ocscpats , Release Revision: 1.

To learn more about the release, try:

$ helm status ocscpats

& halm gat ncscpate
root@astion-1-puma:/var/lib/asm_deployment/ats-scp/1.7.3_Tobedelete/ocats-scp-custom-configtemplates-1.7.3 $ ks get svc | grep oc
scpats
ocscpats-ocats-scp LoadBalancer 1 51 <pending>

8080:31745/TCP 19

root@astion-1-puma:/var/lib/asm_deployment/ats-scp/1.7.3_Tobedelete/ocats-scp-custom-configtemplates-1.7.3 $ ks get pods | grep o
cscpats
ocscpats-ocats-scp-74bf844b9f-stx97 2/2 Running ©

SEPP ATS Installation Procedure

The SEPP ATS installation procedure covers two steps:
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Locating and downloading ATS and Simulator Images

Deploying ATS and Stub Pod in Kubernetes Cluster as per SEPP

Locating and Downloading ATS Images

1.

The ATS Images are available on the OHC server. To download the ATS Images
from OHC:

a. Gotothe URL, docs.oracle.com
b. Navigate to Industries > Communications > Cloud Native Core

c. Click the Automated Testing Suite (ATS) Images link to download the zip
file.

d. Unzip the Images folder to access all the ATS Images.
The ocats-sepp directory has the following files:

e ocats-sepp-pkg-1.4.0.0.0.tgz

e ocats-sepp-pkg-1.4.0.0.0-readme.txt

e ocats-sepp-custom-configtemplates-1.4.0.0.0.zip

e ocats-sepp-custom-configtemplates-1.4.0.0.0-readme.txt

# Note:

The ocats-sepp-pkg-1.4.0.0.0-readme. txt file contains all the
information required for the package.

The ocats-sepp-pkg-1.4.0.0.0.tgz file has the following images and charts
packaged as tar files:

ocats-sepp-pkg-1.4.0.0.0.tgz

| _ _ _ocats-sepp-pkg-1.4.0.0.tgz

I - __ _ _ _ ocats-sepp-1.4.0.tgz (Helm Charts)

I - __ _ _ _ ocats-sepp-image-1.4.tar (Docker Images)

I - __ _ _ _ Readme.txt

List of contents in ocats-sepp-custom-configtemplates-1.4.0.0.0.zip:
ocats-sepp-custom-configtemplates-1.4.0.0.0.zip

. ocats-sepp-custom-serviceaccount-1.4.0.yaml (Template to create
custom service account)

- ocats-sepp-values-1.4.0.yaml (Custom values file for installation)

The user can copy the tar file from here and copy in their OCCNE/OCI/Kubernetes
cluster where they want to deploy ATS.

Deploying ATS in Kubernetes Cluster

1.

The steps to deploy ATS in Kubernetes Cluster are as follows:

Execute the following command to extract tar file content:
tar -xvf ocats-sepp-pkg-1.4.0.0.tgz
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The output of this command is:

° ocats-sepp-1.4.0.tgz

e ocats-sepp-images-1.4.0.tar

e Readme.txt

ocats-sepp-images-1.4.0.tar contains ATS Image (ocats-sepp:1.4.0) and stub
image (seppstub:1.4.0).

Load images and push to the registry.

Create Kubernetes secret with certificates for ats client and stub server.
Execute following command to create secret:

kubectl create secret generic {secret-name} --from-
file={private_key file}

--from-file={trust store password file) --from-file={key store
pasword fie}

--from-file={private_certificate} --from-file={ca root
certificate} -n {namespace}

Example:

kubectl create secret generic ocsepp-secret --from-
file=rsa_private_key pkcsl.pem

--from-file=trust.txt --from-file=key.txt --from-file=ocsepp.cer --
from-file=caroot.cer -n default

# Note:

Subject Alternative Name in certificate must be {ats-helm-release-
name}-stubserver.{ats-namespace} and signing CA must be part of
trusted CA of deployed SEPP.

Unzip "ocats-sepp-custom-configtemplates-1.4.0.0.0.zip". The output of this
command is:

e ocats-sepp-values-1.4.0.yaml

e ocats-sepp-custom-serviceaccount-1.4.0.yaml

Update image name and tag in ocats-sepp-values-1.4_0.yaml file as required.
Update Kubernetes secret and certificates details.

Execute the below command to deploy ATS :

helm install ocats-sepp-1.4.0.tgz --name <release_name>
--namespace <namespace_name> -f ocats-sepp-values-1.4.0.yaml

Example:

helm install ocats-sepp-1.4.0.tgz --name ocats-sepp --namespace
seppsvc-T ocats-sepp-values-1.4.0.yaml
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8. Execute the following command to verify the ATS deployment:
helm status <release name>

A sample screen showing ATS Helm release is given below:

Figure 2-24 ATS Helm Release

SLF ATS Installation Procedure

ORACLE

The SLF ATS installation procedure covers two steps:
1. Locating and downloading the ATS images.
2. Deploying ATS images.
Locating and Downloading ATS Images
To locate and download the ATS Images:
1. Download the ATS Images from OHC:
a. Gotothe URL, docs.oracle.com

b. Navigate to Industries > Communications > Cloud Native Core

c. Click the Automated Testing Suite (ATS) Images link to download the zip
file.

d. Unzip the Images folder to access all the ATS Images.

2. The ocats_slIf directory has a following files:
ocats-udr-slf-pkg-1.8.0.0.0.tgz
1l ocats-udr-sIf-1.8.0.tgz (Helm Charts)

1l ocats-udr-slf-images-1.8.0:1.8.0.tar.tgz (Docker
Images)
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The user can copy the tar file from here to their kubernetes cluster where they
want to deploy ATS.

Preparing to Deploy ATS in Kuberbetes Cluster

To deploy ATS in Kubernetes Cluster:

# Note:

Deploy ATS and SLF in the same namespace.

Execute the following command to extract the tar file content.
tar -xvf ocats-udr-slf-pkg-1.8.0.0.0.tgz

The output of this command is:

ocats-udr-slf-1.8.0.tgz
ocats-udr-slf-images-1.8.0:1.8.0.tar.tgz

The ocats-udr-slf-images-1.8.0:1.8.0.tar.tgz file contains ocats-udr-slf-
images-1.8.0 (ATS Image).

In your cluster, execute the given command to load the ATS image.
docker load --input ocats-udr-slf-images-1.8.0:1.8.0.tar.tgz

Execute the following command to tag and push the ATS image to your registry.

docker tag ocats-udr-slf-images-1.8.0:1.8.0 <registry>/ocats-udr-
slf-images-1.8.0:1.8.0
docker push <registry>/ocats-udr-slf-images-1.8.0:1.8.0

Example:

docker tag ocats-udr-slf-images-1.8.0:1.8.0 localhost:5000/0cats-
udr-slf-images-1.8.0:1.8.0
docker push localhost:5000/ocats-udr-slf-images-1.8.0:1.8.0

Execute the following command to untar the helm charts (ocats-udr-sIf-1.8.0.tgz)
and update the registry name, image name and tag (if required) in the ocats-udr-
slflvalues.yaml file.

tar -xvf ocats-udr-sif-1.8.0.tgz

The list of content in ocats-slif is:

ocats-slf
—— Chart.yaml
—— destination-rule-ats.yaml
—— templates
—— deployment.yanl
—— _helpers.tpl
—— ingress.yanl
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| —— NOTES. txt

| —— serviceaccount.yaml
| L— service.yanl

L—— values.yanl

5. ATS supports static port. By default, this feature is not available. To enable this
feature:

* In the ocats-udr-slfivalues.yaml file under service section, add the
staticNodePortEnabled parameter as true and staticNodePort parameter
with valid nodePort value. A sample screen is given below:

Figure 2-25 ocats-udr-sifivalues.yaml - service section

Enabling Service Mesh

To enable service mesh, set the serviceMeshCheck parameter to 'true'. This
parameter is available under service section of the values.yaml file. A snippet of
service section in the yaml file is shown below:

Figure 2-26 Service Mesh Check Enabled

If service mesh is not enabled at the global level for the namespace then, execute the
following command to enable service mesh at the namespace level before deploying
ATS.

ORACLE 2-35



ORACLE

Chapter 2
SLF ATS Installation Procedure

kubectl label --overwrite namespace <namespace_name> istio-
injection=enabled

Example:

kubectl label --overwrite namespace ocudr istio-injection=enabled

# Note:

Execute this command only if you are planning to deploy ATS on service
mesh enabled system.

Deploying ATS Pod in Kubernetes Cluster

You can deploy ATS Pod in Kubernetes cluster using Helm 2 or Helm 3 commands.
Using Helm 2

Execute the following command to deploy ATS.

helm install --name <release _name> --namespace <namespace_name> -f
<values-yaml-file> ocats-udr-sif

Example: helm install --name ocats-udr-slf --namespace ocudr -f ocats-udr-
slf/values.yaml ocats-udr-slf

Using Helm 3
Execute the following command to deploy ATS.

helm3 install -name <release_name> --namespace <namespace_name> -f
<values-yaml-file> ocats-udr-sif

Example: helm3 install -name ocats-udr-sIf --namespace ocudr -f ocats-udr-
slf/values.yaml ocats-udr-sIf

To verify ATS deployment, execute the following command:

helm status <release name>

Figure 2-27 Verifying ATS Deployment

Below is a sample screen showing UDR and ATS installed in the SLF namespace:
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Figure 2-28 ATS and SLF Deployed in Same Namespace

If the ATS deployment is done with side car of service mesh, you need to ensure that
the ATS shows 2 containers in ready state as "2/2". A sample output of the command
is given below:

Figure 2-29 ATS Deployed with Side Car of Service Mesh

Creating a Policy and Destination Rule

Following steps to create a policy are applicable only if a service mesh is enabled at
the namespace level:

1. Edit the policy.yaml file as follows:
* Change the spec.targets.name to ocats-udr-slf svc name.

* Change the namespace in which ocats-udr-slf is deployed.
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The policy.yaml file snippet is given below:

apiVersion: "authentication.istio.io/vlalphal”
kind: Policy
metadata:

name: ocats-udr-slf

namespace: myudr
spec:

targets:

- name: ocats-udr-slf

peers:

- mtls:

mode: PERMISSIVE

Execute the following command to create a policy:
kubectl create -f policy.yaml

Output: policy.authentication.istio.io/ocats-udr-slf is created.

Following steps to create a destination rule are applicable only if a service mesh is
enabled at the namespace level:

1.

If Service Mesh check is enabled, you need to create a destination rule to

fetch the metrics from the Prometheus. This is so because in most of the
deployments, Prometheus is kept outside of the service mesh and a destination
rule is required to communicate between TLS enabled entity (ATS) and non-TLS
entity (Prometheus). To create a destination rule:

kubectl apply -f - <<EOF
apiVersion:networking.istio.io/vlalpha3
kind:DestinationRule
metadata:
name:prometheus-dr
namespace :myudr
spec:
host:oso-prometheus-server._myudr.svc.cluster.local
trafficPolicy:
tls:
mode :DISABLE
EOF

In the above rule,
 name indicates the name of destination rule.
* namespace indicates where the ATS (ocats-udr-slf) is deployed.

* host indicates the hostname of the prometheus server. Change the spec.host
value to fqdn of Prometheus server.

Execute the following command to create a destination rule:
kubectl create -f destination-rule-ats.yaml

Output: destinationrule.networking.istio.io/ocats-udr-slf-dr is created.
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This section describes how to execute NF (NRF ,NSSF, Policy, SCP, SEPP and UDR)
Test Cases using ATS.

Executing BSF Test Cases using ATS

This ATS-BSF release is a converged release comprising of scenarios (test cases)
from BSF. ATS 1.3.2 is compatible with BSF 1.6.0.

To execute BSF test cases, you need to ensure that following prerequisites are
fulfilled.

Prerequisites

ORACLE

Deploy OCBSF.
Install Go-STUB in the same namespace where ocbsf is installed.

ATS Prometheus Metrics validation works only when the installation has a single
pod for each microservice in the BSF deployment.

Users can customize test cases in the custom test case folders (cust_newfeatures,
cust_regression and cust_performance). They can add new test cases, remove
unwanted test cases and modify existing test cases. It does not impact the

original product packaged test cases available in the newfeatures, regression

and performance folders. For more details, you can refer to Custom Folder
Implementation.

In the application-config configmap, configure the following parameters with the
respective values:

— primaryNrfApiRoot=http://
nflstub.<namespace_gostubs_are deployed in>.svc:8080
Example: primaryNrfApiRoot=http://nflstub.ocats.svc:8080 #

— secondaryNrfApiRoot=http://nflstub.ocats.svc:8080 (comment out the
secondaryNrfApiRoot)

— nrfClientSubscribe Types=BSF

# Note:

To get all configmaps in your namespace execute:
kubectl get configmaps -n <Policy_ namespace>

Diameter Log Level Configuration

— Setthe Log level to Debug in Diam-GW POD:
kubectl edit statefulset <diam-gw pod name> -n <namespace>

- name: LOGGING_LEVEL_APP
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value: DEBUG

— Ensure that the setting for default peer configuration is taken from the config
server:
kubectl edit statefulset <diam-gw pod name> -n <namespace>

- name: USE_CFG_SVC
value: "true"
*  Prometheus server should be installed in cluster.

e Database cluster should be in a running state with all the required tables. You
need to ensure that there are no previous entries in database before executing
test cases.

e User MUST NOT initiate a job in two different pipelines at the same time.

« If Service Mesh check is enabled, then you need to create a destination rule
for fetching the metrics from the Prometheus. In most of the deployments,
Prometheus is kept outside the service mesh so you need a destination
rule to communicate between TLS enabled entity (ATS) and non-TLS entity
(Prometheus). You can create a destination rule as follows:

kubectl apply -f - <<EOF

apiVersion:networking.istio.io/vlalpha3
kind:DestinationRule
metadata:
name:prometheus-dr
namespace:ocats
spec:
host:oso-prometheus-server._pcf.svc.cluster.local
trafficPolicy:
tils:
mode :DISABLE
EOF

In the destination rule:

— name indicates the name of destination rule.

— namespace indicates where the ATS is deployed.

— host indicates the hostname of the prometheus server.

Logging into ATS

Before logging into ATS Jenkins GUI, it is important to get the Worker Node External
IP and nodeport of the service, 'ocats-Policy'.

Execute the following command to get the Worker Node External IP:

Example: kubectl get nodes -owide

Figure 3-1 Worker Node External IP

ocbsf-k8s-node-1 Ready <none> 111d v1.16.7 192.168.208.26 10.75.152.111 Oracle Linux Server

3-2



Chapter 3
Executing BSF Test Cases using ATS

Execute the following command to get the nodeport:
kubectl get svc -n <BSF_namespace>
Example: kubectl get svc -n ocbsf

In the below screenshot, 31944 is the nodeport.

Figure 3-2 BSF Nodeport

ocbsf-ocats-ocats-policy LoadBalancer 18.233.53.144 18.75.225.49 8080:31944/TCP

To login to Jenkins, open the Web Browser and type the URL.: http://<Worker-Node-
IP>:<Node-Port-of-ATS>. In the above screen, 31944 is the nodeport. Example: http://
10.75.225.49:31944

" Note:

For more information on ATS deployment in PCF, refer to Policy ATS
Installation Procedure.

Executing ATS
To execute ATS:

1. Enter the username as "bsfuser" and password as "bsfpasswd". Click Sign in.

# Note:

If you want to modify your default login password, refer to Modifying
Login Password

The following screen appears showing BSF pre-configured pipelines:

* BSF-NewFeatures: This pipeline has all the test cases, which are delivered
as part of BSF ATS.

* BSF-Performance: This pipeline is not operational as of now. It is reserved for
future releases of ATS.

* BSF-Regression: This pipeline is not operational as of now. It is reserved for
future releases of ATS.
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Figure 3-3 Pre-Configured Pipelines

Jenkins
& People Al
o Build History s w Name | Last Success Last Failure Last Duration
& My views
BSF_NewFeatures N/A N/A N/A 2
X . 7 Y ®
Build Queue = BSE_Performance N/A N/A N/A 3
No builds in the queue. BSF_Regression N/A N/A N/A 2
Icon: SML
Build Executor Status = Legend [ Atom feed forall [ Atom feed for failures ) Atom feed for just latest builds
1 1die
2 e N
3 dle

The pre-configured pipelines are explained below:

BSF-New Features Pipeline

This is a pre-configured pipeline where all the BSF new test cases are executed. To
configure its parameters, which is a one time activity:

1.

Click BSF-NewFeatures in the Name column and then, click Configure in the left
navigation pane as shown below:

Figure 3-4 BSF-NewFeatures Configure

Jenkins BSF_NewFeatures

# Back to Dashboard

status Pipeline BSF_NewFeatures
Zadd description
= Changes
:
f2) Build with Parameters
% Configure —
oo 2 Recent Changes
Full Stage View -
» Rename

Stage View

© Pipeline syntax

No data available. This Pipeline has not yet run.
Build History trend =

Permalinks

) Atom feed for all [ Atom feed for failures

The BSF-NewFeatures, General tab appears. Make sure that the screen loads
completely.

Scroll-down to the end. The control moves from General tab to the Pipeline tab as
shown below:
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Figure 3-5 BSF - Pipeline Script

Jenkins BSF_NewFeatures

Pipeline

Use Groovy Sandbox o

Pipeline Syntax

“ fad

In the Script area of the Pipeline section, you can change value of the following
parameters:

b: Change this parameter to update the namespace where BSF was deployed
in your bastion.

d: Change this parameter to update the namespace where your gostubs are
deployed in your bastion.

e: Set this parameter as 'unsecure’, if you intend to run ATS in TLS disabled
mode. Else, set this parameter as 'secure’.

g: Set this parameter to more than 35 secs. The default wait time for the pod
is 35 secs. Every TC requires restart of the nrf-client-management pod.

h: Set this parameter to more than 60 secs. The default wait time to add a
configurations to the database is 60 secs.

i: Set this parameter to more than 140 secs. The default wait time for
Nf_Notification Test Cases is given as 140 secs.

k: Use this parameter to set the waiting time to initialize Test Suite.
I: Use this parameter to set the waiting time to get response from Stub.
m: Use this parameter to set the waiting time after adding BSF Configuration.

n: Use this parameter to set the waiting time for Peer connection
establishment.

o: Use this parameter to set the waiting time before sending next message.
p: Use this parameter to set Prometheus Server IP.

g: Use this parameter to set Prometheus Server Port.

# Note:

DO NOT MODIFY ANYTHING OTHER THAN THESE PARAMETER
VALUES.
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Click Save after updating the parameters value. The Policy-NewFeatures
Pipeline screen appears.
¢ Note:

It is advisable to save the pipeline script in your local machine that
you can refer at the time of ATS pod restart.

Executing BSF Test Cases

To execute BSF test cases:
1. Click the Build with Parameters link available in the left navigation pane of the
BSF-NewFeatures Pipeline screen. The following screen appears.

Figure 3-6 BSF - Build with Parameters

Jenkins BSF_NewFeatures
# Back to Dashboard . .
e Pipeline BSF_NewFeatures
= Changes This build requires parameters
#) Build with Paramets . . .
D o Oracle Communications Automated Test Suite - BSF
Configure
- TestSuite NewFeatures
. Full Stage View

= Select_Option ® All
= Rename

) Single/MultipleFeatures

© Pipeline syntax TestCases
«  AF_PCF_Interactions N
* XFCC_Verification

Build History trend =

) Atom feed for all £ Atom feed for failures

« PCFBinding_Management

Go to Build - Console Output to view the test result output as shown below:

Figure 3-7 Sample: Test Result Output in Console

Jenkins © BSF_NewFeatures @ #1
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Figure 3-8 Sample Output of Build Status

‘g, Jenkins searc [@) = bstuser Sliogout

Jenkins BSF_NewFeatures

# Backto Dashboard

Pipeline BSF_NewFeatures

~ Z2dd description
= changes

Disable Project

Status

f2) Build with Parameters

a
Configure & Recent Changes

Full Stage View

f@ Documentation

Stage View
> Rename
© Pipeline syntax . . . Declarative:
Preparation Execute-Tests Archive logs Post Actions
Build History trend — 430ms. 5min 9s 270ms 469ms
-
n oaz
22 e - 5min 9s
) Atom feed for all ) Atom feed for failures
Permalinks
® Last build

NewFeatures - Documentation

To view Policy functionalities, go to Policy-NewFeatures pipeline and click
Documentation link in the left navigation pane.

Figure 3-9 BSF-NewFeatures Feature List

My Project
Co—

Related Pages

Here is a list of all related documentation pages:

FEATURE - AF_PCF _Interactions
PCFBinding_Management
FEATURE - XFCC_Verification

Generated by GOBYEIE 185

You can click any functionality to view its test cases and scenarios of each test case.
For example, on click of AF_PCF_Interactions, the following test description appears:
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Figure 3-10 Test Cases and Scenarios of Feature-AF_PCF_Interactions

My Project

Related Pages CY

FEATURE - AF_PCF_Interactions

#This feature validates that the binding is discovered by the BSF Management service when an AAR message s received
#Also the feature verifies that the AAR and STR messages are routed by the BSF to the correct PCF.

PRE-CONDITIONS

#Create Test setup

#Create a new PCFBinding for the user at the BSF
#Start the PCF Simulator and AF simulator

#Run R traffic from the AF simulator to the BSF

#Verity that the Rx traffic is routed by BSF to the PCF Simulator

SCENARIO - This scenario verifies that an IPv4 Rx session can be i illy when a exists for the user

#Verify the AAR message to create the IPv4 Rx session in BSF Diameter Gateway logs
SCENARIO - This scenario verifies the termination of the IPv4 Rx session using STR message

#Verify the STR message to terminate the IPv4 Rx session in BSF Diameter Gateway logs

SCENARIO - This scenario verifies that an IPv6 Rx session can be i illy when a g exists for the user

#Verify the AAR message to create the IPv6 Rx session in BSF Diameter Gateway logs
SCENARIO - This scenario verifies the termination of the IPv6 Rx session using STR message

#Verify the STR message to terminate the IPv6 Rx session in BSF Diameter Gateway logs

Based on the functionalities covered under Documentation, the Build Requires
Parameters screen displays test cases. To navigate back to the Pipeline BSF-
NewFeatures screen, click Back to BSF-NewFeatures link available on top left corner
of the screen.

Executing NRF Test Cases using ATS

ORACLE

Prerequisite

To execute NRF Test Cases using NRF ATS 1.8.0, you need to ensure that following
prerequisites are fulfilled.

* To execute NF-FQDN-Authentication-Feature test cases, you need to deploy NRF
and NRF ATS, both separately with certain changes.

* To execute Geo-Redundancy test cases, you need to deploy two NRF-1.8.0 with
replication enabled. These test cases are executed separately as it requires two
different NRFs.

» Users can customize test cases in the custom test case folders (cust_newfeatures,
cust_regression and cust_performance). They can add new test cases, remove
unwanted test cases and modify existing test cases. It does not impact the
original product packaged test cases available in the newfeatures, regression
and performance folders. For more details, you can refer to Custom Folder
Implementation.

* The user should create certificates/keys (public and private) for AccessToken
micro-service before deploying NRF.

* Deploy NRF 1.8.0 with default helm configurations using helm charts to execute all
cases test except NF-FQDN-Authentication-Featurecases.

* All micro-services of NRF should be up and running including Accesstoken micro-
service.

* Deploy ATS using helm charts.

e The user MUST copy the public keys (RSA and ECDSA) created in the above step
to the ATS pod at the Ivarllibljenkins/ocnrf_tests/public_keys location.
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Deploy Stub using helm charts.

For NRF ATS 1.8.0, you need to deploy two stub servers for executing SLF and
Forwarding functionality test cases. The service name for both the STUB servers
should be notify-stub-service and notify-stub-service02.

Ensure Prometheus service is up and running.

Deploy ATS and Stubs in the same namespace as NRF, as default ATS
deployment is with role binding. In addition, deploy test stubs in the same
namespace as NRF.

User MUST not initiate a job in two different pipelines at the same time.

If Service Mesh check is enabled, you need to create a destination rule to

fetch the metrics from the Prometheus. This is so because in most of the
deployments, Prometheus is kept outside the service mesh and a destination rule
is required to communicate between TLS enabled entity (ATS) and non-TLS entity
(Prometheus). To create a rule:

kubectl apply -f - <<EOF
apiVersion:networking. istio.io/vlalpha3
kind:DestinationRule
metadata:
name:prometheus-dr
namespace:ocnrf
spec:
host:oso-prometheus-server.ocnrf.svc.cluster.local
trafficPolicy:
tils:
mode :DISABLE
EOF

In the above rule,
— name indicates the name of destination rule.
— namespace indicates where the ATS is deployed.

— host indicates the hostname of the prometheus server.

Logging into ATS

Before logging into ATS, you need to ensure that ATS is deployed successfully using
HELM charts. A sample screen is given below:
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Figure 3-11 Verifying ATS Pod

You can use the external IP of the worker node and nodeport of the ATS service as
<Worker-Node-1P>:<Node-Port-of-ATS>

# Note:

In the Verifying ATS Pod screen, slave2 is the node where ATS is
deployed, 30348 is the ATS nodeport and 10.75.225.227 is the worker node
IP, highlighed in red. For more details on ATS deployment, refer to NRF ATS
Installation Procedure.

To login to ATS, open a browser and provide the IP Address and port
details as <Worker-Node-1P>:<Node-Port-of-ATS>. As per above screen, it is
10.75.225.227:30348. The following screen appears:
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Figure 3-12 ATS Login

Welcome to Jenkins!

LJSC‘I'HE!FI“E‘ ‘

Password

Keep me signed in

Executing ATS

To execute ATS:

1. Enter the username as 'nrfuser' and password as 'nrfpasswd'. Click Sign in. The
following screen appears.

Figure 3-13 NRF Pre-Configured Pipelines

s W Name ! Last Success Last Failure Last Duration

[* ] NRF-NewFeatures 18 hr - #3 With-NF-FQDN-Authentication-Feature N/A 5 min 4 sec 9]

Build Queue - NRE-Performance N/A N/A N/A )

No builds i the queve. (* ] NRF-Regression 17 hr - #2 GEO-Cases N/A 6 min 24 sec 9]

Build Executor Status = Legend [ Atom feed forall ) Atom feed for failures ) Atom feed for just latest builds

NRF ATS has three pre-configured pipelines.

* NRF-NewFeatures: This pipeline has all the test cases, which are delivered
as part of NRF ATS - 1.8.0

* NRF-Performance: This pipeline is not operational as of now. It is reserved
for future releases of ATS.

* NRF-Regression: This pipeline has all the test cases delivered so far in the
previous releases.
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NRF-NewFeatures Pipeline

After identifying the NRF pipelines, the user needs to do one-time configuration in ATS
as per NRF deployment. In this pipeline, all the new testcases related to NRF are
executed. To configure its parameters:

1. Click NRF-NewFeatures in the Name column. Following screen appears:

Figure 3-14 Configuring NRF-New Features

N

Jenkins NRF-NewFeatures

ack to Dashboard

Pipeline NRF-NewFeatures

2 Recent Changes

Stage View

4min 56s

@ #2 AlLWithout:NF-FQDN-Authentication-Feature ’“: 10min 28s

In the above screen:

»  Click Configure to navigate to the screen where configuration needs to be
done.

e Click Documentation to view the documented test cases, which are part of
this NRF release.

e Click the blue dots inside Build History box to view the success console logs
of the "Sanity", "All-Without-NF-FQDN-Authentication-Feature" and "With-NF-
FQDN-Authentication-Feature" respectively.

* The Stage View represents the already executed pipeline for the customer
reference.

2. Click Configure. User MUST wait for the page to load completely. Once the page
loads completely, click the Pipeline tab as shown below:
MAKE SURE THAT THE SCREEN SHOWN BELOW LOADS COMPLETELY
BEFORE YOU PERFORM ANY ACTION ON IT. ALSO, DO NOT MODIFY ANY
CONFIGURATION OTHER THAN DISCUSSED BELOW.
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Figure 3-15 Pipeline Option

General

Description

[Plain text] Praview

Enable project-based security

Inheritance Strateqy N not inherit permission arants from other ACls

This object will not inherit the global security security settings, or any permissions

from its ancestors. Only permissions explicitly enabled here will be granted. To
ensure that users are not inadvertently locked out from Jenkins, an exception is

made for the Overall/Administer permission: Administiators of Jenkins will stil

have access to this object even if not explicitly granted here.

al

Credantials Job Run SCM
e
'é -
Liser/group o g 4 £ = = D s =2 z o P £ =
& &5 o o & = 3 F b g & T & B
T ¥ ¢ § =T T B € &® ] T 2 7
g o
2

BN -

The Pipeline section of the configuration page appears as shown below:

Figure 3-16 Pipeline Section

Jenkins NRF-NewFeatures
Bl Trige Advanced Praject Options  Pipeline
Pipeline
Definition Pipeline script 2
S(.le j' node ( wa:i%"‘){r‘ - o
E]
2
5 )
6
7 sh
8
9
1
1
12
13
14
15
16
17 b
[ Use Groovy Sandbox [}
Pipeline Syntax
“ Anely

In the above screen, you can change the values of the 'Pipeline script'
content of the pipeline script is as follows:

ORACLE"
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Figure 3-17 Pipeline Script

1 node ('master'){
2 //a = SELECTED_NF b = NF_NAMESPACE ¢ = FT_ENDPOINT
3 //d = NRF1_GATEWAY_IP,NRF2_GATEWAY_IP e = NRF1_GATEWAY_PORT,NRF2_GATEWAY_PORT
4 //€ = NRF1_CONFIG_IP,NRF2_CONFIG_IP g = NRF1_CONFIG_PORT,NRF2_CONFIG_PORT
5 //h = STUB_IP 1 = STUB_PORT J = NFINSTANCEID k = PROMETHEUS_IP 1 = PROMETHEUS_PORT
6 //m = RERUN_COUNT
7 sh "'
8 sh /var/lib/jenkins/ocnrf_tests/preTestConfig.sh \
9 -a NRF \
10 -b ocnrf \
11 -c ocnrf-ingressgateway.ocnrf.svc.cluster.local:80 \
12 -d ocnrf-ingressgateway.ocnrf,1.1.1.1 \
13 -e 80,31000 \
14 -f ocnrf-nrfconfiguration.ocnrf,1.1.1.1 \
15 -g 8080,31001 \
16 -h notify-stub-service.ocnrf \
17 -i 8ese \
18 -j 6faflbbc-6ed4a-4454-a567-aldef8elbcSc \
19 -k occne-prometheus-server.occne-infra \
20 -1 86 \
21 -m e
22
23 load "/var/lib/jenkins/ocnrf_tests/jenkinsData/Jenkinsfile-NewFeatures"
24| }
\J
# Note:

The User MUST NOT change any other value apart from line number 9
to line 21.

You can change the parameter values from "a" - to - "m" as per user requirement.
The parameter details are available as comments from line number 2 - to - 6.

a: Name of the NF to be tested in capital (NRF).

b: Namespace in which the NRF is deployed.

c: endPointlP:endPointPort value used while deploying NRF with the
help of helm chart.

d: Comma separated values of NRF1 and NRF2 ingress gateway service
(ocnrf-ingressgateway.ocnrf,1.1.1.1). It is also known as as
cluster_domain. A dummy value

of NRF2 ingress gateway (1.1.1.1) is provided for the reference.
e: Comma separated values of NRF1 and NRF2 port of ingressgateway
service (80,31000).
A dummy value of NRF2 ingress gateway port (31000) is provided for
the reference.
f: Comma separated values of NRF1 and NRF2 configuration service
(ocnrf-nrfconfiguration.ocnrf,1.1.1.1). It is also known as as
cluster_domain.
A dummy value of NRF2 configuration service (1.1.1.1) is provided
for the reference.

g: Comma separated values of NRF1 and NRF2 port of configuration
service (8080,31001).
A dummy value of NRF2 configuration microservice port (31001) is
provided for the

reference.

h: Name_of stub_service.namespace (nhotify-stub-service.ocnrf).
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i: Port of stub service (8080).
j: NRF_Instance ID (6faflbbc-6e4a-4454-a507-al4ef8elbche).
k: Name_of Prometheus_service.namespace (occne-prometheus-
server.occne-infra).

| : Port of Prometheus service (80).
m Number of times the re-run of failed case is allowed (default as

0).

# Note:

You need not to change any value if
¢ OCCNE cluster is used

Chapter 3
Executing NRF Test Cases using ATS

« NRF, ATS and Stub are deployed in the ocnrf namespace

If any GEO-Redundancy case is executed, you have to provide pipeline
script values for NRF-2 in d, e, f and g options as per deployment.

4. Click Save after making neccesary changes. The NRF-NewFeatures screen
appears. Click Build with Parameters. Following screen appears:

Figure 3-18

§ Back to Dashboard
Status
> Changes
£) Build with Parameters
M Configure

Full Sta

iew
@ Documentatio
> Rename

© Pipeline Syntax

Build History trend =

@ #3 With-NF-FQDN-Authentication-Feature
7 J

@ #2 All:Without-NF-FQDN-Authentication-Feature

@ #1sanity

Pipeline NRF-NewFeatures

Pipeline NRF-NewFeatures

This build requires parameters:

Oracle Communication Automated Test Suite - 5SGNRF

TestSuite  NewFeatures
Execute Suite. @ All-Without-NF-FQDN-Authentication-Feature  ~
O With-NF-FQDN-Authentication-Feature v
Select Option ® Al
O Sanity
D Single/MultipleFeatures
TestCases
« AccessTokenAuth01_logical AND_operator
© AccessTokenAuth03_validate_accessTokenReq_against config
 AccessTokenAuth09_requesterPimn_auth enabled
« AccessTokenAuth14_requesterNf_not registered
o SystemOptions48 | 1 heck

 HBTimerEnhancement01_HBTimer_lesser_than_configured_minvalue

 HBTimerEnhancement03_NF_Registers_without_HBTimer
« HBTimerEnhancement09_multiple_ Nitype_HBtimer_config
o Sanity

o AccessTokenAuth02_logical OR operator

. _allowedNfType

o AccessTokenAuth13_aud_Nitype

« SystemOptions47_HBTimerEnhancement_MinHBRangeCheck

© SystemOptions49_HBTimerEnhancement_DefaultHBRangeCheck

* HETimerEnhancement02_HBTimer_greater.than_configured_maxHBtimer

o HBTimerEnhancement05_update_configured_maxHBtimer

o HeTimerEnhancement16._aud_suspension

In the above screen, you have Execute_Suite options to execute NRF test cases

either:

*  All-Without-NF-FQDN-Authentication-Feature: This is the default option. It
executes all the test cases except NF-FQDN-Authentication-Feature.

*  With-NF-FQDN-Authentication-Feature: It executes all NF-FQDN-
Authentication-Feature test cases.

In the above screen, there are three Select_Option(s), which are:

* All: This is the default option. It executes all the NRF test cases. User just
need to scroll down and click Build to execute all the test cases.

* Sanity: It is recommended to execute Sanity before executing any test case.
This helps to ensure that all the deployments are done properly. When you
select Sanity, the following screen appears:
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Figure 3-19 Build Requires Parameters - Sanity

This build requires parameters:

Oracle Communication Automated Test Suite - SGNRF

TestSuite NewFeatures
Select_Option () 4y

® sanity
O single/MultipleFeatures

TestCases
= Sanity
N

Click Build to execute all the sanity test cases.

# Note:

Sanity option is not available when Execute_Suite is set to With-NF-
FQDN-Authentication-Feature.

* Single/MultipleFeatures: This option allows you to select any number of test
cases that you want to execute from the list of total test cases available for
execution. After selecting the test cases, scroll-down and click Build. The
selected NRF test cases are executed.

The NRF testcases are divided into following NRF Service operations:

* NRF Sanity - This feature file contains all the basic sanity test cases of NRF ATS
to validate whether the deployment is correct or not. It is advisable to execute
these test cases before starting a complete suite.

» Configuration - These feature files are listed with a prefix as "SystemOptions™.

* Registration - These feature files are listed with a prefix as
"HBTimerEnhancement01".

* AccessToken - These feature files are listed with a prefix as
"AccessTokenAuth".

* NF-FQDN-Authentication - These feature files are listed with a prefix as
"NfAuthentication”.

The following screen shows successful execution of Sanity, All-Without-NF-FQDN-
Authentication-Feature and With-NF-FQDN-Authentication-Feature test cases.
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Figure 3-20 Sample Screen: NRF-ATS Full Execution

Stage View
Declarative:
P ti Execute-Tests Archive | .
reparation ecute rchive logs PostAciione
410ms 5min 38s 204ms 420ms
L #3 With-NF-FQDN-Authentication-Feature
Sep 14 .
= 454ms 4min 56s 205ms 461ms
22:40
280ms 10min 28s 199ms 339ms
21:54
L 21 Sanity_
Sep 14 No . -
Changes 497ms 1min 29s 209ms 462ms
21:18 -

The following screens show the results for Sanity, All-Without-NF-FQDN-
Authentication-Feature and With-NF-FQDN-Authentication-Feature test cases in
the same order as they are executed.

Figure 3-21 Test Cases Result - Sanity

1 feature passed, 0 failed, 0 skipped

11 scenarios passed, 0 failed, 0 skipped

209 steps passed, 0 failed, 0 skipped, 0 undefined
Took OmS5S8.426s

+ cd /var/lib/jenkins/ocnrf tests

++ cat /var/lib/jenkins/ocnrf tests/environ.sh
++ grep RERUN

++ cut -d= -f2

++ cut '-d;*' -fl1

+ rerun=0

+ sh re-run.sh 0

0

Success
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Figure 3-22 Test Cases Result - All-Without-NF-FQDN-Authentication-Feature

17 features passed, 0 failed, 0 skipped

46 scenarios passed, 0 failed, 0 skipped

746 steps passed, 0 failed, 0 skipped, 0 undefined
Took 7ml10.187s

+ cd /var/lib/jenkins/ocnrf tests

++ cat /var/lib/jenkins/ocnrf tests/environ.sh
++ grep RERUN

++ cut -d= -f2

++ cut '-d;' -f1

+ rerun=0

+ sh re-run.sh 0

0

Success

Figure 3-23 Test Cases Result - All-With-NF-FQDN-Authentication-Feature

5 features passed, 0 failed, 0 skipped

20 scenarios passed, 0 failed, 0 skipped

340 steps passed, 0 failed, 0 skipped, 0 undefined
Tock 3m9.773s

+ cd /var/lib/jenkins/ocnrf tests

++ cat /var/lib/jenkins/ocnrf tests/environ.sh
++ grep RERUN

++ cut -d= -f2

T B s * ~El

+ rerun=0

+ sh re-run.sh 0

0

Success

NRF-NewFeatures Documentation

To view NRF test cases, go to NRF-NewFeatures pipeline and click Documentation
link in the left navigation pane. It shows all the test cases provided as part of NRF
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ATS -1.8.0 along with sanity cases. The following screen shows all the documentation
features:

Figure 3-24 NRF-NewFeatures Documentation

Back to NRF-NewFeatures | ...

NRF 150

FeatureTC's

Related Pages

Here is a list of all related documentation pages:

NF_BASIC_SANITY_CASES
NF_CONFIGURATION_CASES
NF_FQDN_AUTHENTICATION_FT_CASES
NF_OAUTH_CASES
NF_REGISTRATION_CASES

Click any functionality to view its test cases and scenarios of each test case. A sample
screen is as follows:

Figure 3-25 Sample Feature: NF_BASIC_SANITY_CASES

NRF 130

FeatureTC's

NF_BASIC_SANITY_CASES

Sanity.feature

Description : This feature file validates successful scenarios for all the basic operations performed by NRF
Scenario-1 : PImn Configuration

Objective : Validate the successful configuration of nrfPimnList

Pre-requisite : NRF is already deployed with |atest images and ATS client is up and running.

Procedure Expected Result

1.) Send a configuration request to NRF to set nifPLmnList with valid value | 1.) Configuration is successful with response code 200

2.) Validate the response body. 2.) Response body should have the configured plmn.

Scenario-2 : Registration
Objective : Validate the successful registration of an NF with mandatory and conditional parameters

Pre-requisite : NRF is already deployed with |atest images and ATS client is up and running.

Based on the functionalities covered under Documentation, the Build Requires
Parameters screen displays test cases. To navigate back to the Pipeline NRF-
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NewFeatures screen, click Back to NRF-NewFeatures link available on top left corner
of the screen.

NRF-Regression Pipeline

This pre-configured pipeline contains all the test cases that are delivered till NRF ATS
1.7.0. However, some test cases are updated as per new implementation of NRF.

The configuration method and parameters are same as the NewFeatures pipeline.
Only difference in this pipeline is that it does not have Sanity option. Thus to configure
this pipeline, you have to provide NRF2 details.

From this release onwards, GEO will be part of Regression, so please correct it. NRF2
details are required to be provided while configuring the Regression pipeline.

The NRF-Regression test cases are divided into following service operations:

* AccessToken - These feature files are listed with a prefix as "oAuth".

» Configuration - These feature files are listed with a prefix as "Config".

» Discovery - These feature files are listed with a prefix as "Disc".

* NRF Forwarding - These feature files are listed with a prefix as "Forwarding".
* NRF Functional - These feature files are listed with a prefix as "Feat".

* Registration - These feature files are listed with a prefix as "Reg" and "Upd".
These are related to update operation of registered profiles.

* NRF SLF - These feature files are listed with a prefix as "SLF".
*  Subscription - These feature files are listed with a prefix as "Subs".

* Geo Redundancy - These feature files are listed with a prefix as "Geo".

. # Note:

You need not to change any value if any GEO-Redundancy case is
not executed. If any GEO-Redundancy case is executed, you have to
provide pipeline script values for NRF-2 in d, e, f and g options as per
deployment.

Figure 3-26 NRF-Regression

Jenkins NRF-Regression

§ Back to Dashboard

Pipeline NRF-Regression

Status

Stage View

Declarative:
Post Actions

6min 16s

32min 55s
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The following screen shows full successful execution as part of ATS image.
Figure 3-27 NRF-Regression - All-Without-GEO

237 features passed, 0 failed, 0 skipped

557 scenarios passed, 0 failed, 0 skipped

8991 steps passed, 0 failed, 0 skipped, 0 undefined
Took 24m50.625s

[Pipeline] sh

+ cd /var/lib/jenkins/ocnrf tests

++ cat /var/lib/jenkins/ocnrf tests/environ.sh
+ cut *'-d;"' -1f1

++ grep RERUN

++ cut -d= -f2

+ rerun=0

+ sh re-run.sh 0

0

Success

Figure 3-28 NRF-Regression - GEO Cases

6 features passed, 0 failed, 0 skipped

15 scenarios passed, 0 failed, 0 skipped

418 steps passed, 0 failed, 0 skipped, 0 undefined
Took 3m39.979s

+ cd /var/lib/jenkins/ocnrf tests

++ cat /var/lib/jenkins/ocnrf tests/environ.sh
++ grep RERUN

++ cut -d= -f2

++ cut '-d;' -fl1

+ rerun=0

+ sh re-run.sh 0

0

Success

ORACLE"
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NRF-Regression Documentation

Click Documentation in the left navigation pane of the NRF-Regression pipeline to
view all the test cases provided till NRF ATS 1.7.0.

The NRF test cases are divided into multiple groups based on following functionalities:

NF_CONFIGURATION_CASES - Lists the cases related to NRF configuration.
NF_DISCOVERY_CASES - Lists all the discovery microservice related cases.
NF_FORWARDING_FEATURE_CASES - Lists all the forwarding related cases.
NF_FUNCTIONAL_CASES - Lists all the functional cases.

NF_GEO_REDUNDANCY_FEATURE_CASES - Lists all the Geo-Redundancy
related cases.

NF_OAUTH_CASES - Lists all the accesstoken related cases.
NF_REGISTRATION_CASES - Lists all the registration related cases.
NF_SLF_FEATURE_CASES - Lists all the SLF related cases.
NF_SUBSCRIPTION_CASES - Lists all subscription related cases.

Following screen appears:

Figure 3-29 NRF-Regression Documentation

Back to NRF-Regression

NRF 150

pages

FeatureTC's

Related Pages

Here is a list of all related documentation pages:

NF_CONFIGURATION_CASES
NF_DISCOVERY_CASES
NF_FORWARDING_FEATURE_CASES
NF_FUNCTIONAL_CASES
NF_GEO_REDUNDANCY_FEATURE_CASES
NF_OAUTH_CASES
NF_REGISTRATION FT CASES
NF_SLF_FEATURE_CASES
NF_SUBSCRIPTION_CASES

A sample screen showing documentation of Regression pipeline for NRF ATS - 1.8.0
is given below:
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Figure 3-30 Sample Screen: NRF-Regression Documentation

Back to NRF Regression [, .o
NRF 150
FeatureTC's

NF_CONFIGURATION_CASES

Config01_NfCallBackUri.feature

Description : This feature file validates the NRF configurations with CALLBACK_URI
Scenario-1 : With correct fqdn

Objective : Validate the configuration request for CALLBACK_URI with correct fqdn

Pre-requisite : NRF is already deployed with latest images and ATS client is up and running.

Procedure Expected Result

1.) Send a request to NRF to GET existing configuration 1.) Configuration GET request should be successful

2.) Send a request to NRF to set configuration with correct fqdn for callback uri | 2.) Configuration request should be successful with response code 200

3.) Send a request to NRF to GET configuration 3.) Configuration GET request should successfully return updated information

Executing NSSF Test Cases using ATS

To execute NSSF Test Cases using NRF ATS 1.4, you need to ensure that following
prerequisites are fulfilled.

- Before deploying NSSF, the user must create certificates/keys (public and private)
for AccessToken microservice. The public keys (RSA and ECDSA) must be copied
to the ATS pod at Ivarllibljenkins/ocnssf_tests/public_keys location.

e User must deploy NSSF 1.4 with default helm configurations using helm charts.

e Al NSSF micro-services should be up and running including AccessToken
microservice.

Logging into ATS

Before logging into ATS, you need to ensure that ATS is deployed successfully using
HELM charts. A sample screen is given below:
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Figure 3-31 Verifying ATS Deployment

[root@master ~]# helm status ocatsl
LAST DEPLOYED: Mon Jun 8 07:46:51 2020
NAMESPACE: ocatsl

STATUS: DEPLOYED

RESOURCES:

==> y1/ClusterRole

NAME AGE
ocatsl-ocatsl-ocatsl-ocats-nssf-clusterrole 4d3h

/Pod(related)
AGE
-ocats-nssf-675¢6c4967-gbkvt 4d3h

/Service
AGE
-ocats-nssf 4d3h

==> vl/ServiceAccount
NAME AGE
ocatsl-ocatsl-ocatsl-ocats-nssf-serviceaccount 4d3h

==> vlbetal/ClusterRoleBinding
NAME AGE
ocatsl-ocatsl-ocatsl-ocats-nssf-clusterrolebinding 4d3h

> vlbeta2/Deployment

NAME AGE
ocatsl-ocats-nssf 4d3h

NOTES:
# Copyright 2018 (C), Oracle and/or its affiliates. A1l rights reserved.
Thank you for installing ocats-nssf.

Your release is named ocatsl , Release Revision: 1.
To learn more about the release, try:

$ helm status ocatsl
$ helm get ocatsl

[root@master ~]# kubectl get po -n gcatsl

NAME READY STATUS RESTARTS AGE
ocatsl-ocats-nssf-675¢6¢c4967-gbkvt 1/1 Running 1 4d3h

[root@master ~]# kubectl get svc -n OTATSI

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
ocatsl-ocats-nssf LoadBalancer <pending> 8080:32013/TCP 4d3h
[root@master ~]# |}

There are two ways to login to ATS Jenkins GUI.

*  When an external load balancer (metalLB in case of OCCNE) is available and an
external IP is provided to the ATS service, the user can login to ATS GUI using
<External-1P>:8080.

*  When an external IP is not provided to the ATS service, the user can open the
browser and provide the external IP of the worker node and nodeport of the ATS
service to login to ATS GUIL.
<Worker-Node-1P>:<Node-Port-of-ATS>
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# Note:

In the Verifying ATS Deployment screen, ATS nodeport is highlighted in
red as 32013. For more details on ATS deployment, refer to NSSF ATS
Installation Procedure.

Open a browser and provide IP and port details as <Worker-Node-IP>:<NodePort-
of-ATS> (As per the above example: 10.98.101.171:32013). The ATS login screen
appears.

Executing ATS

To execute ATS:

1. Enter the username as 'nssfuser' and password as 'nssfpasswd'. Click Sign in.

" Note:

If you want to modify your default login password, refer to Modifying
Login Password

The following screen appears showing pre-configured pipelines for NSSF
individually (3 Pipelines).

* NSSF-New-Features: This pipeline has all the test cases that are delivered as
part of NSSF ATS - 1.4.

* NSSF-Performance: This pipeline is not operational as of now. It is reserved
for future releases of ATS.

* NSSF-Regression: This pipleine has all the test cases of previous releases.
As this is the first release of NSSF-ATS, this pipeline does not show any
previous release test cases.

Figure 3-32 Pre-Configured Pipelines

Jenkins All

& People Al
= Build History 7 :
ficl Fstoy s W Name ! Last Success Last Failure Last Duration
My Views
& - 16 hr-#2 N/A 2min 24 sec )
Build Queue L W A R
No builds in the queue N/A N/A N/A (53]

Build Executor Status = Legend [ Atom feed for all [) Atom feed for failures [ Atom feed

Idle

Each one of this pipeline is explained below:

* NSSF-NewFeatures Pipeline: After identifying the NSSF pipelines, the user
needs to do one-time configuration in ATS as per their SUT deployment. In
this pipeline, all the new testcases related to NSSF are executed. To configure
its parameters:
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Click NSSF-NewFeatures in the Name column. The following screen

appears:

Figure 3-33 NSSF-NewFeatures Pipeline

Jenkins All INSSF-NewFeatures

= Changes

S Recens Changes

Stage View

Preparation

trend = 1

In the above screen:

Padd descriptior

Declarative:

ExccuteTests  Archive logs
» Post Actions

2min 16s

2min 35s

— Click Configure to navigate to a screen where configuration needs to

be done.

— Click Documentation to view the documented test cases.

—  Click blue dots inside Build History box to view the success console

logs of the "All" and "Sanity" respectively.

— The Stage View represents already executed pipeline for the

customer reference.

Click Configure. Users MUST wait for the page to load completely. Once
the page loads completely, click the Pipeline tab to reach the Pipeline

configuration as shown below:

MAKE SURE THAT THE SCREEN SHOWN ABOVE LOADS
COMPLETELY BEFORE YOU PERFORM ANY ACTION ON IT. ALSO,
DO NOT MODIFY ANY CONFIGURATION OTHER THAN DISCUSSED

BELOW.

Figure 3-34 NSSF Configure

Pipeline

Pipeline

n ooy

3-26



ORACLE

Chapter 3
Executing NSSF Test Cases using ATS

In the above screen, the values of the 'Pipeline script' needs to be
changed. The content of the pipeline script is as follows:

node ("master®){
//a = SELECTED NF b = NF_NAMESPACE c

FT_ENDPOINT d = GATEWAY_IP

//e = GATEWAY_PORT f = CONFIG_IP g =
CONFIG_PORT h = STUB_IP

//1 = STUB_PORT J = NFINSTANCEID k =

PROMETHEUS_IP I = PROMETHEUS PORT
//m = RERUN_COUNT
sh "~
sh /var/lib/jenkins/ocnssf_tests/preTestConfig.sh \
-a NSSF \
-b ocnssf \
-c ocnssf-ingressgateway.ocnssf.svc.cluster.local:80

-d ocnssf-ingressgateway.ocnssf \

-e 80 \

-f ocnssf-nssfconfiguration.ocnssf \

-g 8080 \

-h notify-stub-service.ocnssf \

-i 8080 \

-j 6faflbbc-6ed4a-4454-a507-aldef8elbc5¢c \

-k occne-prometheus-server.occne-infra \

-1 80 \

-m 2

load "/var/lib/jenkins/ocnssf_tests/jenkinsData/

Jenkinsfile-NewFeatures"

}

" Note:

The User MUST NOT change any other value apart from line
number 8 to line 20.

You can change only those parameters that are marked as "a" to "m" as
per your requirement.

— a-Name of the NF to be tested in capital (NSSF).
— b - Namespace in which the NSSF is deployed

— ¢ - endPointIP:endPointPort value used while deploying the NSSF
using the helm chart

— d-Name_of NSSF_ingressgateway_service.namespace (ocnssf-
nssfconfiguration.ocnssf) - this is also known as as cluster_domain.

— e - Port of ingressgateway service (80)

— f-Name_of NSSF_configuration_service.namespace (ocnssf-
nssfconfiguration.ocnssf)

— g - Port of configuration service (8080)
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— h-Name_of stub_service.namespace (notify-stub-service.ocnssf)
— i- Port of stub service (8080)
— j- NSSF_Instance ID (6faflbbc-6e4a-4454-a507-al4ef8elbc5c)

— k- Name_of Prometheus_service.namespace (occne-prometheus-
server.occne-infra)

— |- Port of Prometheus service (80)

— m - Number of times the re-run of failed case is allowed (default as 2).

# Note:

You do not have to change any value if OCCNE cluster is used
and NSSF, ATS and STUB are deployed in ocnssf namespace.

Click Save after making necessary changes. You are navigated back to
the Pipeline NSSF-NewFeatures screen. Click Build with Parameters
as shown below:

Figure 3-35 Build with Parameters

Jenkins All INSSF-NewFeatures

Fadd descriptior

| Recent Changes

Stage View

Declarative:

Preparation Bxccute-Tests  Archive logs
» = Post Actions

=
£
&
Y
g
£
2

1s 2min 255 s 1s

2min 16s

stom feed for all () Atom feed for failures

2min 35s

The following screen appears:

Figure 3-36 Build with Parameters Options

£ Jenkins

Oracle C: i Test Suite - SGNSSF

om
om
om
oms
one
om

m
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Executing NSSF Test Cases

To execute NSSF test cases:

1. Click the Schedule a Build with parameters icon present on the NSSF-
NewFeatures screen in the extreme right column corresponding to NSSF-
NewFeatures row as shown below:

Figure 3-37 Schedule a Build with Parameters

# Jenkins A
NSSF
‘.,
- S w Name | Last Success Last Failure Last Duration
&
4 €

2. The following screen appears:

Figure 3-38 Build Screen

& Jenkins

Oracle C. ication Auts ted Test Suite - SGNSSF

In the above screen, there are three Select_Option(s), which are:

« All: By default, all the NSSF test cases are selected for execution. User just
needs to scroll down and click Build to execute all the test cases.

* Sanity: It is recommended to execute Sanity before executing any test case.
This helps to ensure that all the deployments are done properly or not. When
you select Sanity, the following screen appears.
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Figure 3-39 Select_Option(s) - Sanity

Oracle Ci i Test Suite - SGNSSF

Click Build to execute all the sanity test cases.

* Single/MultipleFeature: This option allows you to select any humber of test
cases that you want to execute from the list of total test cases available for
execution. After selecting the test cases, scroll-down and click Build. The
selected NSSF test cases are executed.

The NSSF test cases are divided into NSSF Service operations as follows:
* Availability Update: These feature files are listed with a prefix as "Update".
» Configuration: These feature files are listed with a prefix as "failure".

* Registration: These feature files are listed with a prefix as
"NsSelection_Registration".

» PDU Session: These feature files are listed with a prefix as
"NsSelection_PDU".

* NSSF Sanity: This feature file contains all the basic sanity cases for NSSF
ATS 1.6.1.

* Subscription: These feature files are listed with a prefix as "Subscribe".

NewFeatures - Documentation

To view NSSF functionalities, go to NSSF-NewFeatures pipeline and click the
Documentation link in the left navigation pane. The following screen appears:

Figure 3-40 NSSF - Documentation

My Project

Related Pages

pages

GATIVE_GASES

Each one of the documentation features is described below:

* NSSF_BASIC_SANITY_CASES - Lists all the sanity cases, which are useful to
identify whether all the NSSF functionality works fine.
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* NSSF_CONFIG_CASES - Lists all the test cases related to NSSF configuration.

» NSSF_BASIC_UPDATE_CASES - Lists all the test cases relaed to Availability
Update.

* NSSF_AVAILABILITY_PATCH_AND_NEGATIVE_CASES - Lists all the test
cases related to Availability Patch and other negative scenarios.

* NSSF_NsSelection_ REGISTRATION_CASES - Lists all the test cases related to
NsSelection registration.

» NSSF_NsSelection_ PDU_CASES - Lists all the test cases related to NsSelection
PDU related cases.

« NSSF BASIC _SUBSCRIBE_CASES - Lists all the test cases related to
subscription.

You can click any functionality to view its test cases and scenarios of each test case. A
sample screen is given below:

Figure 3-41 NSSF_BASIC_SANITY_CASES

fackro 217 0

SSF_BASIC_SANITY_CASES

Banity.feature

escription

This feature file validates successful scenarios for all the basic operations performed by NSSF
cenario-1 : NSSAI Availability information of the NF{AMF) using PUT method.

bjective  Validate OCNSSF io create the NSSAI Availabily information of the NFAMF) using PUT method

re-requisite - NSSF Is alieay cepioyed wilh ates! IMages 2nd ATS Clien! s up and runming

[1.) Pertorm POST operanan for COMMQUTANoNS of le:SNSSa-AUM FEspECtively

1) GOnN S10U bE SUCCESSTUI 2t NS:

responge 200 with content

cenario-2 : NSSAI Availability information of the NF(AMF) using PUT method multiple times.
bjective  Validate OCNSS fo create the NSSAI Avaiabilty information of the NF(AMF) using BUT method

re-requisite - NSSF Is alieaty depioyed wilh ales! images and ATS clien!is up 2nd running

11 Perform POST operation for Comigurations of rule:snssa-2uth respectively 1o nss! 1) Config shouid be successful at NSSF wilh response code 201 for e and snssai-auth

e T2 yvery s

2 et \

e e p—— e —T Ty p— P —

coaan |

cenario-3 : Validate NSSF supports PATCH request with add operation on NS-Availability update and reponds with Authenticatated NSSAI

bjsctive - Valaate e successiUl respo rizenNSsAAVaIaDITyinto Tor PATCH Request

re-requisite . NSSF s alteadly depioyed with latest images and ATS clien! is up nd running

Expeeted Result
[1.) Perfonm POST operation for Configurations of ule snssai-auth respectively fo nsst | 1.) Config should be successful at NSSF with response code 201 for rule and snssai-auth

Figure 3-42 NSSF_BASIC_SUBSCRIBE_CASES

Back to #11

My Project

NSSF_BASIC_SUBSCRIBE_CASES

Subscribe_availability.feature

Description - This !

ure fle valldates the scenario for ns-avallabiity Subscription operation with diferent configs

Scenario-01 : Validate Subscription message for a valid snssai with grant ALLOWED

‘Objective . valate Ine SUCCESs fesponse 200, il response content

Pre-requisite  NSSF & aiready deploye wilh lest images and ATS chient s up and running

Expected Result

igurations of e snssai-auth respectively fo nssf | 1 h response code 201 for wie and snssar-aulh

b service operation message for valld snssal

200 with respanse cantent

Scenario-02 : Validate Subscription message for a valid snssai with grant RESTRICTED_PLMN

Objective . vaicals

onse 200 wilhoul any snssai Pre-requisite . NSSF i alteady depioyed wih faies! images and ATS client s up and running,

1) Perform POST operation for Configurations of ule,snssal-aulh respectively to nss! 1.) Config should be successhul at ih response code 201 for rle and snssai-auth

2) Send NS-Avaiiabity Subscribe service operation message for arani=RESTRICTED_PLMN | 2 | Ve success fesponse with Cor

Scenario-03 ; Validate Subscription message for a valid snssai with grant RESTRICTED_TA

OBjéctive  Valate he SUCTESS FESPONSE 200 WIMBUT 37y SNSSal Pre-requisite - NSSF s ATEaty Gepioyen Wi latest ITA0es and ATS Clent IS up and rumning.

1.) Feform FOST operalion for ConfQUIalions of Ule,Snssal-auln respectively o nss” 1.) ConMig Snouks be suceessTul 2l NSSF wilh response code 201 101 fule and Snssal-aum

-Avallabilly Subscribe service opesation message for grani=RESTRICTED_TA | 2] Verlly suocess respense wih code 200

WWhen Create NSSF Client nssf ocnss ingress o<nsst suc clusterlocal 80
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Figure 3-43 NSSF_NsSelection_Registration_CASES

My Project

NSSF_NsSelection_Registration_CASES

#1is Selecion_Regisiration feaure Description - This feature Tl vai dales (e Scenard for ns-selection auing fegistration with alieast cne of e Condilional paramelers missing or iNvalid vaiue

Scenario-01 : Nssf i without IE

Objective - Validate the s

Pre-requisite - NSSF 5 already depioyed wi latest mages and 115 Up and running.

| 1) Send Configurations for different nsi-prafile snssai-aut 1.) Config should be successful af NS e 201

25500 GeT st secoon eapes cug v egsranon e 34553 7 1 A T NSST | 2)Ver et espons v e 0 e g oy o

Scenario-02 : Nssf_Nsselection registration without |E defaultConfiguredSnssailnd

Objective Val

Pre-requisite  NSSF & 3

T T ——y—————

| 2)seng GET

jon reques! qung e regsst

Pra-requisite - NSSF & 2

nouid be successiul al NSSF with respanse code 201

sponse with cotle 200 win proper content having both alowedNssaiL St a1d configured nssa.

Scenario-04 : Nssf_Nsselection registration invalid subscribedSnssailE but defaultCenfiguredSnssailnd set to false

Policy Test Cases using ATS

This ATS-Policy release is a converged release comprising of scenarios (test cases)
from PCF, CN-PCRF and Converged Policy modes. ATS 1.3.1 is compatible with
Policy 1.8.1 with TLS Enabled (server side) and Disabled Mode, CN-PCRF and
Converged policy.

To execute Policy test cases, you need to ensure that following prerequisites are
fulfilled.

Prerequisites
*  Deploy OCCNP.
* Install Go-STUB and DNS-Bind stub for PCF and Converged Policy mode.

* ATS Prometheus Metrics validation works only when the installation has a single
pod for each microservice in the CN Policy deployment.

» Users can customize test cases in the custom test case folders (cust_newfeatures,
cust_regression and cust_performance). They can add new test cases, remove
unwanted test cases and modify existing test cases. It does not impact the
original product packaged test cases available in the newfeatures, regression
and performance folders. For more details, you can refer to Custom Folder
Implementation.

* Inthe -application-config configmap, configure the following parameters with the
respective values:

— primaryNrfApiRoot=http://
nflstub.<namespace_gostubs are deployed in>.svc:8080
Example: primaryNrfApiRoot=http://nflstub.ocats.svc:8080 #

— secondaryNrfApiRoot=http://nflstub.ocats.svc:8080 (comment out the
secondaryNrfApiRoot)

— nrfClientSubscribe Types=UDR,CHF
— #supportedDataSetld=POLICY (comment out the supportedDataSetld )
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# Note:

You can configure these values at the time of Policy deployment.

# Note:

To get all configmaps in your namespace execute:
kubectl get configmaps -n <Policy_ namespace>

» Configure DNS Stub for session retry feature validation. The steps are as follows:
1. Login to DNS Stub.

# Note:

You can refer to the Policy ATS Installation Procedure chapter to
learn the process to install DNS Stub.

Example: kubectl exec -it ocdns-ocdns-bind-86888f75cf-kv64w -n
ocpcf bash

2. Edit the named.conf.local file present in /etc/bind location.

a.
b.

C.

Replace occnel5-ocpcf-ats with cluster name where ocpcf is deployed.
Replace ocats with the namespace where stubs are deployed.

Replace 10.233.0.3 with the core DNS server IP address in your
deployment. If the core DNS server IP address is not known, you can use
the next available forwarder IP address. Execute the following command
inside DNS stub pod to know the next available forwarder:

cat /etc/resolv.conf

Figure 3-44 Editing named.conf.local

bindldnssim-ocdns-bind-69fd86c7dB-tvgex:/§ cat /etc/bind/named.conf.local
.bccnel5-ocpef-ats)" {
/pe forward;

forward fi ;
forwarders { 10.2 }:

"nflstub.ocats,.sv
type ma | 3]
i "/etc/bind/

zone '"mf2stub.ocats)s
type master;
file "/etc/bind/
B
zone "nf3stub.ocats.
type master;
file "/ete/bind/zones/db.smf";
}

bindédnssim-ocdns-bind-69fd86c7dB-tvgex:/$ l
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d. Go to letc/bind/zones and edit each of these files; db.udr, db.chf and
db.smf. Replace ocats with the namespace where stubs are deployed.

Figure 3-45 Editing db.udr, db.chf and db.smf files

3. After making all the changes, execute the following command to restart the
bind service:
/etc/init.d/bind9 restart

- Edit the Alternate Route Service deployment that points toward DNS Stub. By
default, it points to CoreDNS with following settings in deployment file:

Figure 3-46 Alternate Route Service Deployment File

— Execute the following command to add the given content in alternate service
to query DNS stub:
kubectl edit deployment ocpcf-occnp-alternate-route -n ocpcf

— Add the IP Address of the nameservers that you have recorded after installing
the DNS stub (cluster IP Address of DNS Stub).

— Add the search function based on cluster name and namespace where you
have deployed PCF:
occnel5-ocpcf-ats - cluster name

ocpcf - namespace where pcf deployed

— Set dnsPolicy to "None".
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Figure 3-47 Policy Alternate Service - DNS Config Info

terminationMessagePath: /dev/termination-log
terminationMessagePolicy: - File

EnsConfig:
nameservers:

- 10.233.56.104
searches:

- ocpcf.svc.occnelS5-ocpcf-ats
- svc.occnelb5-ocpcf-ats
- occnel5-ocpcf-ats
dnsPolicy: None
restartPolicy: Always
schedulerName: default-scheduler
securityContext: {}

Once the DNS stub is configured, login to alternate service pod and execute the
following commands to verify if the stubs are correctly configured:

[cloud-user@pcf-occl5-vcne-bastion-1 ~]$ kubectl exec -it ocpcf-
occnp-alternate-route-9cd8558c5-2vwnh -n ocpcf bash

[dnssrv@ocpcf-occnp-alternate-route-9cd8558c5-2vwnh
oracle]$ curl "http://10.233.48.21:8000/lookup?
fgdn=nflstub.ocpcf.svcé&scheme=http" -X GET

[dnssrv@ocpcf-occnp-alternate-route-9cd8558c5-2vwnh
oracle]$ curl "http://10.233.48.21:8000/lookup?
fgdn=nf2stub.ocpcf.svcé&scheme=http" -X GET

[dnssrv@ocpcf-occnp-alternate-route-9cd8558c5-2vwnh
oracle]$ curl "http://10.233.48.21:8000/lookup?
fgdn=nf3stub.ocpcf.svcé&scheme=http" -X GET

where, 10.233.48.21 is an alternate service cluster IP.

Output of this command should be displayed as follows showing that the target
information for the anchor FQDN is associated for the different stubs:

[{"'target":"nfllstub.ocpcf.svc", " port":8080,"ttl":86400, " type":""SRV"
,'dclass™:"IN","priority":20,"weight":20}

{"target":"nflstub.ocpcf.svc", "port™:8080,"ttl":86400," type":""SRV","
dclass":"IN","priority":1,"weight":60}

{""target":"nfl2stub.ocpcf.svc","port™”:8080, " ttl":86400, type":"SRV",
"dclass™:"IN","priority":10,"weight":20}]

- PCF
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PCF with TLS not available: In the PCF's custom values file, check if the
following parameters are configured with the respective values:

ingress-gateway:
enablelncomingHttps: false
egress-gateway:
enableOutgoingHttps: false

PCF with TLS Enabled: In the PCF's custom values file, check if the following
parameters are configured with the respective values:

ingress-gateway:

enablelncomingHttps: true
egress-gateway:

enableQutgoingHttps: true/false

You also need to ensure that PCF is deployed with corresponding certificates.
This scenario has two options:

*  Client without TLS Enabled: In this case, PCF is deployed with TLS
enabled without generating any certificate in the ATS pod.

*  Client with TLS Security Enabled: In this case, PCF and ATS both
have required certificates. For more details, refer to the Enabling Https
support for Egress and Ingress Gateway section in this topic.

In the -application-config configmap, configure the following parameters with
the respective values:

*  primaryNrfApiRoot=http://
nflstub.<namespace_gostubs_are deployed in>.svc:8080
Example: primaryNrfApiRoot=http://nflstub.ocats.svc:8080

*  nrfClientSubscribeTypes=UDR,CHF
*  supportedDataSetld=POLICY (Comment out the supportedDataSetld )

< Note:

You can configure these values at the time of Policy deployment
also.

# Note:

Execute the following command to get all configmaps in your
namespace.
kubectl get configmaps -n <Policy_ namespace>

CN-PCRF
Execute the following command to set the Log level to Debug in Diam-GW POD:

kubectl edit statefulset <diam-gw pod name> -n <namespace>

Execute the following command to set the default peer in the configuration map:
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kubectl edit statefulset <diam-gw pod name> -n <namespace>
- name: USE_CFG_SVC
value: "false"

Execute the following command to edit and set the default configuration of
Diameter peer in the diam configuration map and set the responseOnly
parameter to true.

kubectl edit cm oc-diam-gateway-config-peers -n <namespace>

Figure 3-48 Setting Diameter Log Level Configuration

nodes:
- name: ‘'ocpcf-occnp-pcrf-core’
type: 'perf’
responseOnly: true
host: ocpcf-occnp-pcrf-core-headless
port: 3868

realm:

identity:

Converged Policy: It is same as PCF and CN-PCRF. You can refer to explanation
given above.

Prometheus server should be installed in cluster.

Database cluster should be in a running state with all the required tables. You
need to ensure that there are no previous entries in database before executing
test cases.

Deploy ATS in the same namespace as Policy using Helm Charts.
User MUST NOT initiate a job in two different pipelines at the same time.

The installation should have only one pod for each microservice related to ATS
Prometheus Metrics validation to work in the CN Policy deployment.

If you enable Service Mesh check, then you need to create a destination rule
for fetching the metrics from the Prometheus. In most of the deployments,
Prometheus is kept outside the service mesh so you need a destination

rule to communicate between TLS enabled entity (ATS) and non-TLS entity
(Prometheus). You can create a destination rule as follows:

kubectl apply -f - <<EOF

apiVersion:networking. istio.io/vlalpha3
kind:DestinationRule
metadata:
name:prometheus-dr
namespace:ocats
spec:
host:oso-prometheus-server.pcf.svc.cluster.local
trafficPolicy:
tils:
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mode :DISABLE
EOF

In the destination rule:

— name indicates the name of destination rule.

— namespace indicates where the ATS is deployed.

— host indicates the hostname of the prometheus server.

Enabling TLS in ATS Pod

You can enable TLS in ATS pod after successful deployment of PCF (TLS enabled
server side) and ATS. To enable TLS in ATS Pod:

1. Execute the following command to copy the caroot.cer generated while PCF
deployment to ATS pod in "cert" directory.

kubectl cp <path_to_file>/caroot.cer <namespace>/<ATS-Pod-name>:
/var/lib/jenkins/cert/ -n <namespace>

Example:

kubcetl cp cert/caroot.cer ocpcf/ocpcf-ocats-pcf-56754b9568-rkj8z:
/var/lib/jenkins/cert/

2. Execute the following command to login to your ATS Pod.
kubectl exec -it <ATS-Pod-name> bash -n <namespace>

3. Execute the following commands from cert directory to create private key and
certificates:

a. openssl req -x509 -nodes -sha256 -days 365 -newkey rsa:2048
-keyout
rsa_private_key client -out rsa_certificate _client.crt

Figure 3-49 Command 1

# Note:

You need to provide appropriate values and specify
fqdn of PCF Ingress Gateway service i.e. <ingress-
servicename>.<pcf_namespace>.svc in Common Name.
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b. openssl rsa -in rsa_private key client -outform PEM -out
rsa_private_key pkcsl client.pem

Figure 3-50 Command 2

c. openssl req -new -key rsa_private key client -out
ocegress_client.csr -config
ssl.conf

< Note:

You can either use or copy the ssl.conf file, which was used while
deploying PCF to ATS pod for this step.

Figure 3-51 Command 3

4. Execute the following command to copy the ocegress_client.csr to the bastion.

openssl x509 -CA caroot.cer -CAkey cakey.pem -CAserial serial.txt
-req
-in ocegress_client.csr -out ocegress_client.cer -days 365
-extfile
ssl.conf -extensions req_ext

Figure 3-52 Copying ocegress_client.csr to bastion

5. Copy the ocegress_client.cer from Bastion to the ATS Pod.

6. Restart the ingress and egress gateway pods from the Bastion.
Logging into ATS

Before logging into ATS Jenkins GUI, it is important to get the nodeport of the service,
‘ocats-Policy'. Execute the following command to get the nodeport:

ORACLE 3-39



ORACLE

Chapter 3
Executing Policy Test Cases using ATS

kubectl get svc -n <Policy_namespace>

Example: kubectl get svc -n ocpcf

Figure 3-53 Policy Nodeport

ocats-ocats-pcf LoadBalancer 10.233.56.56 10.75.225.49 8080:32471/TCP

To login to Jenkins, open the Web Browser and type the URL: http://<Worker-Node-
IP>:<Node-Port-of-ATS>. In the above screen, 32471 is the nodeport. Example: http://
10.75.225.49:32471

¢ Note:

For more information on ATS deployment in PCF, refer to Policy ATS
Installation Procedure.

Executing ATS
To execute ATS:

1. Enter the username as "policyuser" and password as "policypasswd". Click Sign
in.

" Note:

If you want to modify your default login password, refer to Modifying
Login Password

The following screen appears showing policy pre-configured pipelines:

* Policy-NewFeatures: This pipeline has all the test cases, which are delivered
as part of Policy ATS.

* Policy-Performance: This pipeline is not operational as of now. It is reserved
for future releases of ATS.

* Policy-Regression: This pipleine has all the test cases, which were delivered
in Policy ATS - 1.7.4

Figure 3-54 Pre-Configured Pipelines

® Jenkins PyS———

Build Executor Status = Legend [ Atom feed forall [ Atom feed for failures [ Atom feed for just Iatest builds

The pre-configured pipelines are explained below:
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Policy-New Features Pipeline

This is a pre-configured pipeline where all the Policy new test cases are executed. To
configure its parameters, which is a one time activity:

1. Click Policy-NewFeatures in the Name column and then, click Configure in the
left navigation pane as shown below:

Figure 3-55 Policy-NewFeatures Configure

T - I

Jenkins Policy-NewFeatures

# Back to Dashboard

Pipeline Policy-NewFeatures

Status

#add description

Stage View

Declarative:

P i B te-Tests Archive |
reparation et Yo siaisakc Post Actions

Build History trend = 433ms 3h 4min 251ms 489ms

en : Aug 19

3h 4min

) Atom feed for all £ Atom feed for failures

2. The Policy-NewFeatures, General tab appears. Make sure that the screen loads
completely.

3. Scroll-down to the end. The control moves from General tab to the Pipeline tab as
shown below:

Figure 3-56 Policy - Pipeline Script

Jenkins Policy-NewFeatures
Pipeline
Pipeline
Definition Pipeline script v

Script

Use Groovy Sandbox o

ne Syntax

Pipeline Syntax

n i

In the Script area of the Pipeline section, you can change value of the following
parameters:

* b: Change this parameter to update the namespace where Policy was
deployed in your bastion.

ORACLE 3-41



Chapter 3
Executing Policy Test Cases using ATS

» d: Change this parameter to update the namespace where your gostubs are
deployed in your bastion.

* e: Set this parameter as 'unsecure’, if you intend to run ATS in TLS disabled
mode. Else, set this parameter as 'secure’.

* @g: Set this parameter to more than 35 secs. The default wait time for the pod
is 35 secs. Every TC requires restart of the nrf-client-management pod.

* h: Set this parameter to more than 60 secs. The default wait time to add a
configured policy to the database is 60 secs.

* iz Set this parameter to more than 140 secs. The default wait time for
Nf_Notification Test Cases is given as 140 secs.

*  k: Use this parameter to set the waiting time to initialize Test Suite.
* I: Use this parameter to set the waiting time to get response from Stub.

* m: Use this parameter to set the waiting time after adding Policy
Configuration.

* n: Use this parameter to set the waiting time after adding Policy.
: Use this parameter to set the waiting time before sending next message.

: Use this parameter to set Prometheus Server IP.

L]
2 T O

: Use this parameter to set Prometheus Server Port.

# Note:

DO NOT MODIFY ANYTHING OTHER THAN THESE PARAMETER
VALUES.

» Click Save after updating the parameters value. The Policy-NewFeatures
Pipeline screen appears.

# Note:
It is advisable to save the pipeline script in your local machine that
you can refer at the time of ATS pod restart.
Executing Policy Test Cases

To execute Policy test cases:

1. Click the Build with Parameters link available in the left navigation pane of the
Policy-NewFeatures Pipeline screen. The following screen appears.
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Figure 3-57 Policy - Build with Parameters

® Jenkins 48 2 puiinin Elogen

Jenkins Policy-NewFeatures

§ Backt board

Pipeline Policy-NewFeatures

Oracle Communications Automated Test Suite - POLICY

¥ €

TestSute  NewFeatures

sut ¢ v

Select Option @ All
single/MultipleFeatures

© Pipeline Synt TestCases

" Note:

Jenkins display empty TestCases list as it is referring to the custom
folder for Policy NewFeatures.

Copy the required test cases that are available in the PCF/PCRF/Common folder
and place them in the appropriately within custom folder for Policy-NewFeatures.
Reload the Jenkins page to view the cases available in the custom NewFeatures
folder.

Figure 3-58 Policy - Viewing Custom test Cases

T B i o]

Jenkins * Policy-NewFeatures

»

Pipeline Policy-NewFeatures

- St Oracle Communications Automated Test Suite - POLICY
Lo

TestSuite NewfFeatures
Select Option @ Al
) Pectoe S Single/MultipleFeatures

TestCases

Build History — = Condition_Data_For_Session_Rule = Custom_Jsons

= Custom_Jsons_Update * Import_Export Policy_RestAP!

* OverrideDefaultPCCRule * SM_policy audit

= Spending_Limit_Pending_Counter = Subscriber_Activity Logging
- - * Variant2

In the above screen, you can select SUT as either PCF, CN-PCRF or Converged
Policy. It also has two Select_Option(s), which are:

e All: By default, all the Policy test cases are selected for execution. Scroll down
and click Build to execute all the test cases.

* Single/MultipleFeatures: This option allows you to select any number of test
cases that you want to execute from the list of total test cases available for
execution. After selecting the test cases, scroll-down and click Build. The
selected Policy test cases are executed.
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Figure 3-59 SUT Options

Pipeline Policy-NewFeatures

This build requires paramelers:

Oracle Comm

TestSuite MNewFeatures
SUT [cr ]
Select_Option

CN-PCRF

Converged Policy  Faiures

TestCases

+  OverideDefaultPCCRule

Based on your selection, related TestCases appeatr.

Figure 3-60 Test Cases based on SUT

Jenkins © Policy-NewFeatures

Pipeline Policy-NewFeatures

- : Oracle Communications Automated Test Suite - POLICY

© Pocine s O singemunipiFeatures
TestCases
« IMS_Emergency.Call « Operators
Lo Seondd - « Policy_Conditions_And_Actions o saniy

» Time_Of.Day

2

Pipeline Policy-NewFeatures

. " Oracle Communications Automated Test Suite - POLICY

TestSute _ NewFeatures

sur

.
¢’ Note
»

Converged Policy Test cases are combination of PCF and CN-PCRF
TestCases.

Go to Build - Console Output to view the test result output as shown below:
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Figure 3-61 Sample: Test Result Output in Console

Jenkins + Policy-NewFeatures | #4

Figure 3-62 Sample Output of Build Status

T - N

Jenkins Policy-NewFeatures

# Back to Dashboard

Pipeline Policy-NewFeatures

Status

~ #add description
> Changes

Disable Projs

M Configure —

2# Recent Changes

Full Stage View

@ Documentation

=S Stage View
© Pipeline Syntax . » ——— Py Declarative:
reparation xecute-Tes rehive logs
» 2 Post Actions
Build History trend = 433ms 3h 4min 251ms 489ms
t
@n i 12 PA '} Aug 19
3h 4min

) Atom feed for all ) Atom feed for failures

NewFeatures - Documentation

To view Policy functionalities, go to Policy-NewFeatures pipeline and click
Documentation link in the left navigation pane.

Figure 3-63 Policy-NewFeatures Feature List

My Project

Main Page = Related Pages

Related Pages

Here is a list of all related documentation pages:

IMS_Emergency_Call_001
IMS_Emergency_Call_002
IMS_Emergency_Call_006
IMS_Emergency_Call_007
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You can click any functionality to view its test cases and scenarios of each test case.
For example, on click of IMS_Emergency_Call_001, the following test description
appears:

Figure 3-64 IMS_Emergency_Call_001

Back to #4

pages

'Vly Project

IMS_Emergency_Call_001

#Set the PPI object for CM Service
#Set the config object for config service

Policy:

#If {[request type is create] AND [APN matches one of specified APN value 'Emergency’]}. install 'Emergency_S01_default_pcc’
#For Each AF Flow, If [the Service-URN is one of specified value 'sos.police], install 'Emergency_S01_dedicated_pcc'

Configurations and POLICY

Based on the functionalities covered under Documentation, the Build Requires
Parameters screen displays test cases. To navigate back to the Pipeline Policy-
NewFeatures screen, click Back to Policy-NewFeatures link available on top left
corner of the screen.

PCF-Regression Pipeline

This pre-configured pipeline has all the test cases of previous releases. For example,
as part of Release 1.8.0, this pipeline has all the test cases that were released as part
of release 1.7.4

To view Regression pipeline details, click Build with Parameters in the left navigation
pane. The following screen appears:

Figure 3-65 Policy-Regression

2 Jenkins 2B 2omne Eluges

Jenkins Policy-Regression
T Pipeline Policy-Regression
g : Oracle Communications Automated Test Suite - POLICY

e TestSuite  Regression
sut CF v
Select_Optien ® Al
Single/MultipleFeatures

© Piseine syntas TestCases
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< Note:
Jenkins display empty TestCases list as it is referring to the custom folder

for Policy-Regression pipeline.

Copy the required test cases that are available in the PCF/PCRF/Common folder and
place them in the appropriately within custom folder for Policy-Regression. Reload the
Jenkins page to view the cases available in the custom Regression folder.

Figure 3-66 Policy - Regression - Viewing Custom Test Cases

Jenkins Pulicy-Regression
* C . - - B
Pipeline Policy-Regression
T build requires parameters:
aild T 7
- ‘ Oracle Communications Automated Test Suite - POLICY
. TestSuite  Regression
SuT PCF ~
Select Option @ All
@ Fiosson Sy Single/MultipleFeatures
Build History R e * CHF_Capacity * Multiple_SM_Multiple UDR.
«  Nf_Notification_CHF_Load_Change «  Nf_Notification_CHF_removed
* Nf Notification UDR_Load_Change * Nf_Notification_UDR_removed
* SM_CHF _Prigrity * SM_CHF_Update_Notify_SLA_PCCRule
Atom feed for all 3 Afom feed for failures «  SM_CHF_Update. Notify SLA_SessionRule * SM_Policy Create Dynamic PCCRule
© SM_Policy_Create PRA * SM_Policy_Create_Sess PCCRule
*  SM_Policy_Terminate » SM_Policy_Update_Event_Trigger_APP_STA
*  SM_Policy_Update_Event_Trigger_APP_STO * SM_Policy_Update_Event_Trigger_DEF_QOS_CH
« SM_Policy_Update_Event Trigger_RES MO_RE *  SM_Policy_Update_Event_Trigger SUCC_RES_ALLO
«  SM_Policy_Update_Event_Trigger_US_RE * SM_Policy_Update_PRA
* SM_UDR Capacity * SM_UDR_Priority
 $M_Update Ev_Trig SE AMBR CH and_DEF QOS_CH * SM_Update Ev_Trig SE_AMER CH_or DEF QOS CH
* SM_Update_Notify UDR Data_Changed * SM_Update Notify UDR Data_Changed_Dnn1
* SM_Update_Notify UDR_Data_Delete * SM_Update_Notify UDR_Subs_Remove

 UDR_notDiscovered_intially

Click Build. The build output appears as shown below:

Figure 3-67 Policy-Regression Build Output

# Jenkins

Jenkins  Policy-Regression

Pipeline Policy-Regression

T
Stage View

@ Docunentst

T . Declarative:
B reasi Propartion  BaomsToms  Ambbalogs Lo

501 E
Buia History 1rend =
1h 9min

CL ]
e

L1} 1h Smin

The console output is as follows:
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Figure 3-68 Policy-Regression Console Output

Jenkins + Policy-Regression - #4

< Note:

The regression pipeline does not have any sanity option. However, you
should perform all the steps as performed in NewFeatures pipeline.
Configure the pipeline script changes to provide environment variables.

Regression - Documentation

Click Documentation in the left navigation pane of the Policy-Regression pipeline.
Following screen appears:
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Figure 3-69 Policy-Regression Documentation

Back to Policy-Reqgression

My Project

Related Pages

pages

Here 15 & ist of all related documentation pages

FEATURE - CHF_Capacity

FEATURE - Multiple_SM_Multiple_UDR

FEATURE - Nf_Notification_CHF_Load_Change

FEATURE - Nf_Notification_CHF _removed

FEATURE - Nf_Notification_UDR_Load_Change

FEATURE - Nf_Notification_UDR_removed

FEATURE - SM_CHF_Prierity

FEATURE - SM_CHF_Update_Notify_SLA_PCCRule

FEATURE - SM_CHF_Update_ Notify_SLA_SessionRule
FEATURE - 8M_Policy_Create_Dynamic_PCCRule

FEATURE - SM_Policy_Create_PRA

FEATURE - SM_Policy_Create_Sess_PCCRule

FEATURE - SM_Policy_Terminate

FEATURE - SM_Policy_Update_Event_Trigger_APP_STA
FEATURE - 3M_Policy_Update_Event_Trigger_APF_STO
FEATURE - 5M_Policy_Update_Event_Trigger_DEF_QOS_CH
FEATURE - 5M_Policy_Update_Event_Trigger RES_MO_RE
FEATURE - SM_Policy_Update_Event_Tripger_SUCC_RES_ALLO
FEATURE - 3M_Policy_Update_Event_Trigger_US_RE

FEATURE - 5M_Policy_Update_PRA

FEATURE - SM_UDR_Capacity

FEATURE - SM_UDR_Priority

FEATURE - SM_Update_Ev_Trig_SE_AMBR_CH_and_DEF_QOS_CH
FEATURE - SM_Update_Ev_Trig_SE_AMBR_CH_or_DEF_QOS_CH
FEATURE - 5M_Update_Notify_UDR_Data_Changed

FEATURE - SM_Update_Motify_UDR_Data_Changed_Dnn1
FEATURE - SM_Update_Notify_UDR_Data_Delete

FEATURE - 5M_Update_MNotify_UDR_Subs_Remove

Figure 3-70 Sample: Regression Documentation - Feature

FEATURE - SM_Policy_Update_PRA

#This feature aims too install multiple PRAs when an update request is sent

PRE-CONDITIONS

#Bringing up Gostubs to simulate NRF,CHF,UDR,SMF

#Register these PCF,CHF,UDR with NRF

#Send a disover UDR Request from PCF to NRF and receive response
#Send a discover CHF Request from PCF to NRF and receive response
#Send a subscribe UDR Request from PCF to NRF and receive response
#Send a subscribe CHF Request from PCF te NRF and receive response

#Set the PPl and PCF object for CM Service
#Set the config object for config service

#Set the HTTP response for NRF simulator when it receives request from nrf-client for UDR
#Set the HTTP response for NRF simulator when it receives request from nrf-client for CHF

SCENARIO

#Send Npcf_SMPolicyConirol_Update request message to PCF, and verify the prainfos structure is downloaded in the response message to SMF,
#also check requests_total metric incremented in the PCF

POLICY

#If the Request Type is Create, install PCC rule, session rule, and policy event triggers.
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This screen shows functionalities of only those test cases that are released in previous
releases.

Executing SCP Test Cases using ATS

To execute SCP Test Cases, you need to ensure that following prerequisites are

ORACLE

fulfilled.

Prerequisites

e Deploy SCP 1.8.0 with following custom values in deployment file.

As you can provide NRF information only at the time of deployment,

Stub NRF details like nrflsvc and nrf2svc should also be provided at

the time of deployment before executing these cases. For Example: If
teststub namespace is scpsvc then SCP should have been deployed with
primary nrf as nrflsvc.scpsvc.sve.<clusterDomain> and secondary nrf as
nrf2svc.scpsve.sve.<clusterDomain> for NRF test cases to work.

Deploy NRF stubs with port 8080. Thus, NRF details of SCP should
specify ipEndPoints port as 8080 without any ipv4Address field. Example:
ipEndPoints: [{"port": "8080"}]).

In the SCP deployment file, servingScope should be 'Regl’,
servingLocalities should have 'USEast' and ‘'Loc9'. In addition, the
recommended auditinterval is '120' and guardTime is '10'".

For ATS execution, you should deploy SCP with SCP-Worker replicas set to 1.

e Users can customize test cases in the custom test case folders (cust_newfeatures,
cust_regression and cust_performance). They can add new test cases, remove
unwanted test cases and modify existing test cases. It does not impact the
original product packaged test cases available in the newfeatures, regression
and performance folders. For more details, you can refer to Custom Folder
Implementation.

e Deploy ATS using helm charts.

e As you can deploy default ATS with role binding, it is important to deploy ATS and
test stubs in the same namespace as SCP.

Logging into ATS

Before logging into ATS, you need to ensure that ATS is deployed successfully using
HELM charts. A sample screen is given below:
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Figure 3-71 Verifying ATS Deployment

To login to ATS Jenkins GUI, open the browser and provide the external IP of the
worker node and nodeport of the ATS service as <Worker-Node-1P>:<Node-Port-of-
ATS>. The Jenkins login screen appears.

# Note:

In the Verifying ATS Deployment screen, the ATS nodeport is highlighed
in red as 31005. For more details on ATS deployment, refer toSCP ATS
Installation Procedure .

Executing ATS
To execute ATS:

1. Enter the username as "scpuser" and password as "scppasswd". Click Sign in. A
sample screen is shown below.
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Figure 3-72 Logging into ATS GUI

Welcome to Jenkins!

scpuser

Sign in

Keep me signed in

" Note:

If you want to modify your default login password, refer to Modifying
Login Password

2. Following screen appears showing pre-configured pipelines for SCP individually (3
Pipelines).

*  SCP-New-Features: This pipeline has all the test cases, which are delivered
as part of SCP ATS - 1.8.0

* SCP-Performance: This pipeline is not operational as of now. It is reserved
for future releases of ATS.

* SCP-Regression: This pipeline covers all the test cases of the previous
releases.

Figure 3-73 ATS SCP First Logged-In Screen

s w Name | Last Success Last Failure Last Duration

NA N/A NA %3]

2 /A /A

NA N/A NA (%3]

leon: SML )
Build Executor Status - Legend [ Atom feed for all E) Atom feed for failures ) Atom feed for just latest builds
1 idie

Pipeline SCP-NewFeatures

This is a pre-configured pipeline where all the SCP test cases are executed. If you are
executing SCP pipeline for the first time then you have to set the Input Parameters
before executing any test case. There is no need to set these parameters again unless
there is any change in the configuration.

To configure its parameters, which is a one time activity:
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1. Click SCP-NewFeatures in the Name column. The following screen appears:

Figure 3-74 SCP-NewFeatures

Pipeline SCP-NewFeatures

This build

Oracle Communication Automated Test Suite - 5GSCP

Testuite  NewFeatures
Select Option @ All
Sanity
O Single/MultipleFeatures

TestCases
o Callback_And Notification © Canary_Support_for_Producer NF
o Circuit Breaking

2. Click Configure in the left navigation pane to provide input parameters. The SCP-
NewFeatures Configure - General tab appears.

< Note:

MAKE SURE THAT THE SCREEN SHOWN BELOW LOADS
COMPLETELY BEFORE YOU PERFORM ANY ACTION ON IT. ALSO,
DO NOT MODIFY ANY CONFIGURATION OTHER THAN DISCUSSED
BELOW.

3. Scroll-down to the end. The control moves from General tab to the Pipeline tab as
shown below:

Figure 3-75 Pipeline Tab

Jenkins SCP-NewFeatures

Pipeline
Pipeline

Definition Pipeline script

-~ @

Script

(4 Use Groovy Sandbox e

You can modify script pipeline parameters from "-b" to "-q" on the basis of your
deployment environment and click Save. The content of the pipeline script is as
follows:
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Figure 3-76 SCP Pipeline Content

node ('master'){
//a = SELECTED_NF b = NFNAMESPACE ¢ = CLUSTERDOMAIN d = DESTNAMESPACE
//e = ATSREGISTRY f = AUDITINTERVAL g = GUARDTIME h = SCPSVCNAME
//i = SCPCONFIGSVCNAME j = SCPNOTIFYSVCNAME k = SCPSUBSVCNAME 1 = DBSECRETNAME
//m = MYSQLHOST n = ATSSTUBIMAGE o = ATSSTUBCPU p = ATSSTUBMEMORY q = RERUN_COUNT
sh '"*
sh /var/lib/jenkins/ocscp_tests/preTestConfig.sh \
-a SCP \
-b scpsve \
-c odyssey.lab.us.oracle.com \
-d scpsvc \
-e bastion-1:5000/ocats \
-f 120 \

-g 10 \

-h ocscp-scp-worker \

-i ocscp-scpc-configuration \
-j ocscp-scpc-notification \
-k ocscp-scpc-subscription \
-1 cred \

-m mysql.default \

-n ocats-gostub:1.7.0 \

load "/var/lib/jenkins/ocscp_tests/jenkinsData/Jenkinsfile-NewFeatures"”

The description of these parameters is as follows:

-a - Selected NF

-b - NameSpace in which SCP is Deployed

-C - Kubernetes Cluster Domain where SCP is Deployed

-d - Test Stubs NameSpace - must be same as SCP Namespace

-e - Docker registry where test stub image is available

-f - Audit Interval provided in SCP Deployment file

-g - Guard Time provided SCP Deployment file

-h - SCP-Worker microservice name as provided during deployment

-i - SCPC-Configuration microservice name as provided during deployment
-j - SCPC-Notification microservice hame as provided during deployment
-k - SCPC-Subscription microservice hame as provided during deployment

-| - DB Secret name as provided during deployment
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* -m - Mysql Host name as provided during deployment
* -n- Test Stub Image Name with tag

e -0 - Test Stub CPU requests and limit

* -p - Test Stub Memory requests and limit

e -g - re-run count

# Note:
DO NOT MODIFY ANYTHING OTHER THAN THESE PARAMETERS.

4. Click the Build with Parameters. Following screen appears:

Figure 3-77 Build with Parameters Options

Jenkins SCP-NewFeatures

Pipeline SCP-NewFeatures

This build requires parameters

Oracle Communication Automated Test Suite - 5GSCP

TestSuite NewFeatures
Select Option @ Al

Sanity
O Single/MultipleFeatures

TestCases
« Callback_ And_Notification « Canary_Support_for_Producer NF

o Circuit_Breaking

@
E
g
F3
g

<2
-3

) Atom feed for all £ Atom feed for failures

In the above screen, there are three Select_Option(s), which are:

* All: By default, all the SCP test cases are selected for execution. User just
need to scroll down and click Build to execute all the test cases.

e Sanity: This option is NOT AVAILABLE for SCP.

* Single/MultipleFeatures: This option allows you to select any number of test
cases that you want to execute from the list of total test cases available for
execution. After selecting the test cases, scroll-down and click Build. The
selected SCP test cases are executed.

» To check execution results and logs:
— Click the execute-tests stage of pipeline and then logs.
— Select the test execution step.

— Double-click to open the execution logs console.
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Figure 3-78 SCP-NewFeatures Stage Logs

‘? Jenkins

Stage Logs (Execute-Tests)

Jenkins © SCP-NewFeatures © Print M

4 Back to Dashboard

O, status
= Changes [@add description
§2) Build with Parameters
£ Configure

Q Ful Stage View

@ Documentation

= Rename.

© Pipeline Syntax

. sful build (#1), 8 days 13 he
® Last completed build (#1), 8 days 13 hr ago

NewFeatures - Documentation

This pipeline has the HTML report of all the feature files that you can test as part of
SCP ATS release. To view SCP functionalities, go to SCP-NewFeatures pipeline and
click Documentation link in the left navigation pane. The following screen appears:

Figure 3-79 SCP-NewFeatures-Documentation

Back to SCP-NewFeatures pages

OCATS-5CP 150

Related Pages

Here is a list of all related documentation pages:

CHF_SLC_forwardRoute Target apiRoot
PCF_AMPolicy_forwardRoute_Target_apiRoot
PCF_UEPolicy_forwardRoute_Target_apiRoot
SMF_forwardRoute_ Target_apiRoot

¢ Note:

Documentation option appears only if New-Features pipeline is executed
atleast once.

You can click any functionality to view its test cases and scenarios for each test case.
For example, on click of SMF_forwardRoute_Target_apiRoot, the following screen
appears:
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Figure 3-80 Sample: SCP Functionality

OCATS'SCP 1.8.0

FeatureTC's

SMF_forwardRoute_Target_apiRoot

Description :

Ta test routing lowards SMF for service (nsmi-pdusession) ihough SCP, wherein Sgpp-Sbi-Target-apiRoot header in incoming request gets considered 1o sefect destination.

Scenario-1 : To test routing of initial through SCP for "nsmf-pdusession” service where, request messa?es
g'getgg?ggrgﬂrg#ttﬁd to host mentioned in 3gpp-Sbi-Target-apiRoot header (which is configured with mos

Objective :

Totest routing of inial through SCP for “nsm:pdusession” service where, request messages get forward routed t host mentioned in 3gpp-Sbi-Target.apiRoot header (which Is configured with most preferred priority).

Pre-requisite :

1. NF profiles SMF1 and SMF2 have same smiinfo part, which s matching with inifial request messages.

2. NF profile SMF2 has priosity 70

3. NF profile SMF1 has priority 80.

4, Above SMF profiles have apiPrefix USEast

5. Al components of SCP are deployed - soothsayer, SCP-worker and istio-pilot.

6. Test stubs (AMF and SMF) are depioyed in within SCP cluster

7. Routing opfions are configured for Routing Policy as Forward_Route and Rerouling policy as RerouteWithinSite.

1.} Send 200 Initial messages (Create pdu session) having reques! payload body parameters maiching with smifinfo paramters of SMF1 and SMF2. These sand request messages 1, Veerify ail the initial messages get routed
having Japp-Sbi-Target-aplRoct sel to it smiZsve defaut sve cluster local- BOUSEast, whersin port Is specified and authority as SCP worker with apipref=USNorth 1o SMFZ and not o any other SMF?

Based on the functionalities covered under Documentation, the Build Requires
Parameters screen displays test cases. To navigate back to the Pipeline SCP-
NewFeatures screen, click Back to SCP-NewFeatures link available on top left corner
of the screen.

SCP-Regression Pipeline

This pre-configured pipeline has all the test cases of previous releases. When you
click SCP-Regression Pipeline, following screen appears:

Figure 3-81 SCP-Regression Pipeline

Jenkins * SCP-Regression *

# Back to Dashboard . . .
Pipeline SCP-Regression
Status
~ @add description
S Changes e
) Buid with Parameters
M. Cont —
—# Recent Changes
J
Documentation
o .
= Stage View
» Rename
© Pipeline Syntax X . Dechiatié
Preparation Execute-Tests Archive logs Bt Actioea
Build History trend = 112ms 1h 43min 77ms 155ms
Y T sep13 .
— 2h 10min
CY *
Success
Q6 =
el 2h 10min
0 020 7: o
°n  synmoro ~
o1 :
on : o 2h 9min

If you are executing SCP pipeline for the first time, you have to set the Input
Parameters before execution. Subsequent execution does not require any input unless
there is a need to change any configuration.

In the left navigation pane, click Configure to provide inputs parameters and scroll to
bottom of the screen to pipeline script as displayed below.
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Figure 3-82 Regression - Pipeline Script

Jenkins SCP-Regression
Build Triggers
Pipeline
Definition Pinsline script i
1= node {'master){ s
Saipt . . - o
6 sh '
7 it
8
9
®
1
12 il
15
16 -
17
5] Use Groovy Sandbox e
Pipeline Syntax

You can change parameters from "-b" to "-q" as per deployment environment and
click Save. The content of the pipeline script is as follows:
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node ('master'){

Chapter 3
Executing SCP Test Cases using ATS

//a = SELECTED_NF b = NFNAMESPACE ¢ = CLUSTERDOMAIN d = DESTNAMESPACE
//e = ATSREGISTRY f = AUDITINTERVAL g = GUARDTIME h = SCPSVCNAME
//1i = SCPCONFIGSVCNAME j = SCPNOTIFYSVCNAME k = SCPSUBSVCNAME 1 = DBSECRETNAME
//m = MYSQLHOST n = ATSSTUBIMAGE o = ATSSTUBCPU p = ATSSTUBMEMORY q = RERUN_COUNT
sh '"'
sh /var/lib/jenkins/ocscp_tests/preTestConfig.sh \
-a SCP \
-b scpsvc \

==

odyssey.lab.us.oracle.com \

scpsve \

bastion-1:50@@/0cats \

120 \

10 \

ocscp-scp-worker \
ocscp-scpc-configuration \
ocscp-scpc-notification \
ocscp-scpc-subscription \
cred \

mysql.default \

ocats-gostub:1.7.8 \

load "/var/lib/jenkins/ocscp_tests/jenkinsData/Jenkinsfile-Regression”

The description of parameters is as follows:

-a - Selected NF
-b - NameSpace in which SCP is Deployed
-C - K8s Cluster Domain where SCP is Deployed
-d - Test Stubs NameSpace - Must be same as SCP Namespace
-e - Docker registry where test stub image is available
-f - Audit Interval provided in SCP Deployment file
-g - Guard Time provided SCP Deployment file
-h - SCP-Worker microservice name as provided during
deployment

during deployment

-J

during deployment

-k

- SCPC-Configuration microservice name as provided
- SCPC-Notification microservice name as provided

- SCPC-Subscription microservice name as provided
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during deployment

-1 - DB Secret name as provided during deployment
-m - Mysgl Host name as provided during deployment
-n - Test Stub Image Name with tag

-0 - Test Stub CPU requests and limit

-p - Test Stub Memory requests and limit

-q - re-run count

Click Build with Parameters. The following screen appears:

Figure 3-84 SCP-Regression Build with Parameters Option

o @ 8. o~

Jenkins SCP-Regression

# Back to Dashboard

Pipeline SCP-Regression

This build requires parameters:

Oracle Communication Automated Test Suite - 5GSCP

TestSuite  Regression
Select Option @ All
Sanity
O Single/Multiplefeatures

TestCases
« SCP_Audit_nnrf_nfm  NF_Notification

© NRF_Registration © NRF_Subscription

® AUSF_AUTH_forwardRoute_Target_apiRoot ® CHF_SLC forwardRoute_Target_apiRoot
 PCF_AMPolicy_forwardRoute_Target_apiRoot « PCF_SMPolicy_forwardRoute_Target_apiRoot
on  PCF_UEPolicy_forwardRoute Target apiRoot  SMF_forwardRoute Target apiRoot

© UDM_SDM _forwardRoute_Target_apiRoot o UDM_UECM_forwardRoute_Target_apiRoot
 SCP_Audit_nnif_disc

Build History trend =

@

@6

o =3

It has following three options:

e All - To execute all the test cases except SCP_Audit_nnrf_disc. If SCP is
deployed with nnrf-disc for Audit or Registration with NRF is not enabled, then
you should not use the All option. Instead, use Single/MultipleFeatures option to
select appropriate cases for execution.

e Sanity - This option is not available for SCP.

+ Single/MultipleFeatures - To execute selected test cases. You can select one or
more test cases and execute using this option.

Select an appropriate option and click Build to start test execution.
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Figure 3-85 SCP-Regression Build Option

I

Jenkins

§ Back to Dashboard
Statu
> Changes
£ Build with Parameters
A

Configure

II S iew

Build History

CF: ]
@
@ 6

@

SCP-Regression

trend =

Pipeline SCP-Regression

This build requires parameters:

Chapter 3
Executing SEPP Test Cases using ATS

[@] 2 scpuser Sllogout

Oracle Communication Automated Test Suite - 5GSCP

TestSuite  Regression
Select Option @ Al
Sanity
O Single/MultipleFeatures

TestCases
« SCP_Audit_nnrf_nfm
© NRF_Registration
 AUSF_AUTH_forwardRoute_Target_apiRoot
 PCF_AMPolicy_forwardRoute_Target_apiRoot
 PCF_UEPolicy_forwardRoute_Target_apiRoot
© UDM_SDM _forwardRoute_Target_apiRoot
o SCP_Audit_nnrf_disc

 NF_Notification

 NRF_Subscription

© CHE SLC_forwardRoute_Target_apiRoot

« PCF_SMPolicy_forwardRoute_Target_apiRoot
o SMF_forwardRoute Target_apiRoot
 UDM_UECM _forwardRoute_Target_apiRoot

To check execution results and logs, click the execute-tests stage of pipeline and then
logs. To open execution logs console, select test execution step and double-click the

execution log.

Figure 3-86 SCP-Regression Stage Logs

Jenkins* © SCP-Regression

m Stage Logs (Execute-Tests)

4 Back to Dashboard
Q, status

= Changes

{2 Build with Parameters
£ Configure

Q, Full Stage View

I8 Documentation

= Rename
© Pipeline Syntax
Build History
@ Sep 12,2020 817 PM
ea Sep 1
Qs Sep 12,202
L L] Sep 1
Qu
e
o2

© Print M 2 d Jvar/lib/jenk

- -

Disable Project

2h 9min

To execute SEPP Test Cases using NRF ATS 1.4, you need to ensure that following
prerequisites are fulfilled.

e The user must create Kubernetes secret with certificates/keys (public and private)
for both plmn and n32 gateways before deploying SEPP.

*  SEPP 1.4 must be deployed with default helm configurations using helm charts.

e All micro-services of SEPP should be up and running.

* The user must create Kubernetes secret with certificates/keys (public and private)
for ats client and stub server microservices before deploying SEPP ATS.
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e ATS is deployed using the helm charts.
* The stub is deployed using helm charts.
*  Prometheus service must be up and running.

» Users can customize test cases in the custom test case folders (cust_newfeatures,
cust_regression and cust_performance). They can add new test cases, remove
unwanted test cases and modify existing test cases. It does not impact the
original product packaged test cases available in the newfeatures, regression
and performance folders. For more details, you can refer to Custom Folder
Implementation.

Logging into ATS

Before logging into ATS, you need to ensure that ATS is deployed successfully using
HELM charts. A sample screen is given below:

There are two ways to login to ATS Jenkins GUI.

*  When an external load balancer (metalLB in case of OCCNE) is available and an
external IP is provided to the ATS service, the user can login to ATS GUI using
<External-1P>:8080.

*  When an external IP is not provided to the ATS service, the user can open the
browser and provide the external IP of the worker node and nodeport of the ATS
service to login to ATS GUI.
<Worker-Node-1P>:<Node-Port-of-ATS>

# Note:

In the Verifying ATS Deployment screen, ATS nodeport is highlighted in
red as 30076. For more details on ATS deployment, refer to SEPP ATS
Installation Procedure.

Open a browser and provide IP and port details as <Worker-Node-IP>:<NodePort-
of-ATS> (As per the above example: 10.98.101.171:32013). The ATS login screen
appears.
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Executing ATS

To execute ATS:

» Enter the username as 'seppuser' and password as 'sepppasswd'. Click Sign in.

7
€
‘v

18]
{J

Welcome to Jenkins!

| seppuser |

Password

Keep me signed in

< Note:

If you want to modify your default login password, refer to Modifying Login
Password

The following screen appears showing pre-configured pipelines for SEPP individually
(3 Pipelines).

SEPP-NewFeatures: This pipeline has all the test cases that are delivered as part
of SEPP ATS - 1.4.

«  SEPP-Performance: This pipeline is not operational as of now. It is reserved for
future releases of ATS.

» SEPP-Regression: This pipleine has all the test cases of previous releases. As
this is the first release of SEPP-ATS, this pipeline does not show any previous
release test cases.
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Q (@8 2 seppuser  Sllog out
Jenkins *
& People Al
= Build History e "
uid sty s w Name | Last Success Last Failure Last Duration
& My Views
) SEPP-NewFeatures 20 min - #1 N/A 25 sec (%))
Build Queue = SEPP-Performance N/A N/A N/A 9]
No builds in the queue. SEPP-Regression N/A N/A N/A 9]
lcon: SML
Build Executor Status - Legend () Atom feed for all [ Atom feed for failures [ Atom feed for just latest builds
1 1die
2 die
3 Ide
Page generated:

Sep 26, 2020 9:39:56 PM UTC REST AP Jenkins 22351

Each one of this pipeline is explained below:

e SEPP-NewFeatures Pipeline: After identifying the SEPP pipelines, the user
needs to do one-time configuration in ATS as per their SUT deployment. In this
pipeline, all the new testcases related to SEPP are executed. To configure its

parameters:

e Click SEPP-NewFeatures in the Name column. The following screen appears:

Figure 3-88 SEPP-NewFeatures Pipeline

-

Jenkins ~ * SEPP-NewFeatures

§ Back to Dashboard . .
Status Pipeline SEPP-NewFeatures
= Changes
{2) Build with Parameters
2% Configure woncn
) Recent Changes
Full Stage View —

@ Documentation
°

# Rename Stage VIew
© Pipeline Syntax
Preparation Execute-Tests
Build History trend = 423ms 175
t 1
B sep2620208196m w27
9o 4 P 17s
oza9
3 Atom feed for all (5 Atom feed for failures
Permalinks

o Last build

22 minago

© Last stable build (#1), 22 min ago
o Last successful

2 22 min ago
 Last completed build (#1), 22 min ago

e In the above screen:

[@] = seppuser SJlog out

Archive logs

141ms

(@add description

Disable Project

Dedlarative:
Post Actions

394ms

— Click Configure to navigate to a screen where configuration needs to be

done.

— Click Documentation to view the documented test cases.

—  Click blue dots inside Build History box to view the success console logs of

the "All" and "Sanity" respectively.

3-64



Chapter 3
Executing SEPP Test Cases using ATS

— The Stage View represents already executed pipeline for the customer
reference.

» Click Configure. Users MUST wait for the page to load completely. Once the
page loads completely, click the Pipeline tab to reach the Pipeline configuration as
shown below:

# Note:

MAKE SURE THAT THE SCREEN SHOWN ABOVE LOADS
COMPLETELY BEFORE YOU PERFORM ANY ACTION ON IT. ALSO,
DO NOT MODIFY ANY CONFIGURATION OTHER THAN DISCUSSED
BELOW.

Pipeline

Definition Pipeline script -

Script

Use Groovy Sandbox 2]

Pipeline Syntax

e Inthe above screen, the values of the 'Pipeline script' needs to be changed. The
content of the pipeline script is as follows:

node ("master®){
//a = SELECTED_NF b = SEPPCONFIGSVCNAME c = CSEPPIGWNAME
d = PSEPPIGWNAME
//e = SEPPSTUBNAME f = PROMSVCIP g = PROMSVCPORT h =
RERUN_COUNT
sh """
sh /var/lib/jenkins/ocsepp_tests/preTestConfig.sh \
-a SEPP \
-b ocsepp-config-mgr-svc.seppsvc \
-c ocsepp-pImn-ingress-gateway.seppsvc \
-d ocsepp-n32-ingress-gateway.seppsvc \
-e ocats-sepp-stubserver.default \
-f prometheus.cne-infra \
-g 9090 \
-h 1

load "/var/lib/jenkins/ocsepp_tests/jenkinsData/Jenkinsfile-
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NewFeatures"

}

# Note:

The User MUST NOT change any other value apart from line number 8
to line 20.

You can change only those parameters that are marked as "a" to "h" as per your
requirement.

— a-Name of the NF to be tested in capital (SEPP).

— b - SEPP Config service name including namespace

— ¢ - CcSEPP PImn Ingress gateway service name including namespace
— d- pSEPP N32 Ingress gateway service name including namespace
— e - Stub Server service name inclding namespace

— f- Prometheus service name or IP including namespace

— g - Prometheus service port

— h - Number of times the re-run of failed case is allowed (default as 2).

< Note:

You do not have to change any value if OCCNE cluster is used and
SEPP, ATS and STUB are deployed in ocsepp hamespace.

» Click Save after making necessary changes. You are navigated back to the
Pipeline SEPP-NewFeatures screen.

Executing SEPP Test Cases

To execute SEPP test cases:

1. Click the Schedule a Build with parameters icon present on the SEPP-
NewFeatures screen in the extreme right column corresponding to SEPP-
NewFeatures row.The following screen appears:
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Jenkins SEPP-NewFeatures ¥

# Back to Dashboard

Pipeline SEPP-NewFeatures

= Changes This build requires parameters:

Status

f2) Build with Parameters

Oracle Communication Automated Test Suite - 5GSEPP

% Configure
FullStage View TestSute  NewFeatures

Select Option ® All
@ Documentation

Sanity
= Rename O Single/MultipleFeatures
© Pipeline Syntax TestCases
o CN32C SUCCESS, SECURITY. CAPABILITY TLS @ CN32F SUCCESS HTTP_MESSAGE_ FORWARD.TLS

Build History trend =

o#n

) Atom feed for all ) Atom feed for failures

Sep 26, 2020 10:03:47 PM UTC Jenkins 2.235:1

2. Inthe above screen, there are three Select_Option(s), which are:

* All: By default, all the SEPP test cases are selected for execution. User just
needs to scroll down and click Build to execute all the test cases.

*  Sanity: Currently disabled.

* Single/MultipleFeature: This option allows you to select any humber of test
cases that you want to execute from the list of total test cases available for
execution. After selecting the test cases, scroll-down and click Build. The
selected SEPP test cases are executed.

# Jenkins 2 o Doga

Jenkins SEPP-NewFeatures

# Back to Dashboard

Pipeline SEPP-NewFeatures

= Changes This build requires parameters

Status

£2) Build with Parameters

Oracle Communication Automated Test Suite - 5GSEPP

A

Configure
Ful Stage View TestSuite  NewFeatures
5 Select Option O All
o Documentation oy
ani
= Rename ® Single/MultipleFeatures
© Pipeline Syntax P
[JCN32C_SUCCESS_SECURITY_CAPABILITY_TLS CN32F_SUCCESS_HTTP_MESSAGE_FORWARD_TLS

Build History trend =

o#n ep 26,2020 919 PM

) Atom feed for all £ Atom feed for failures

Sep 26, 2020 10:03:47 PM UTC Jenkins 2.235:1

NewFeatures - Documentation

To view SEPP functionalities, go to SEPP-NewFeatures pipeline and click the
Documentation link in the left navigation pane. The following screen appears:
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OCATS-SEPP 140

FeatureTC's

Related Pages

Here is a list of all related documentation pages:

CN32C_SUCCESS_SECURITY_CAPABILITY_TLS
CN32F_SUCCESS_HTTP_MESSAGE_FORWARD_TLS

Genetedty GOP TGS 1916

User can click any functionality to view its test cases and scenarios of each test case.
A sample screen is given below:

CN32C_SUCCESS_SECURITY_CAPABILITY_TLS

Description :
To validate Successful N32¢ Security capability exchange procedure from consumer SEPP.
Pre-requisite :

1. All components of SEPP are deployed - pimn gateways, n32 gateways, config-mr, n32c and n32f microservices.
2. Test stubs (bddclient, stubserver as P-SEPP, ingress and egress gateways) are deployed.

cN32c_security_capability_tls_001
Objective :
Verify Consumer SEPP Initiate Security Capability Exchange when a roaming partner profile is configured and enabled with security capability as TLS.

Procedure Expected Result

1. Configure Roaming Partner Profile with Security Capability as TLS and Status as Enabled along with Remote SEPP | 1. Verify Profile is added successfully and Consumer SEPP initiate Security capability procedure towards
FQDN and Port. configured remote SEPP?

2. Producer SEPP (Stub Server) recieves capabllity exchange messages and respond with Security capability as TLS. | 2. Verify Security Capabilty recieved is TLS on Producer SEPP and Handshake is successful?

Generated by (@JOPIARYSR) 1616

Executing SLF Test Cases using ATS

ORACLE

Custom Folder Implementation

Users can customize test cases in the custom test case folders (cust_newfeatures,
cust_regression and cust_performance). They can add new test cases, remove
unwanted test cases and modify existing test cases. It does not impact the

original product packaged test cases available in the newfeatures, regression

and performance folders. For more details, you can refer to Custom Folder
Implementation.

Logging into ATS

Before logging into ATS, you need to know the nodeport of the "-ocats-udr-sIf* service.
To get the nodeport detail, execute the following command:

kubectl get svc -n <slf_namespace>

Example: kubectl get svc -n ocats

Figure 3-89 SLF Nodeport
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In the above screen, 31083 is the nodeport.

To login to ATS via Jenkins:

1. Inthe web browser, type http:/I<Worker IP>:<port obtained above> and press
Enter.
Example: http://10.75.225.49:31083

The Login screen appears.

2. Enter the username as 'udruser' and password as 'udrpasswd'. Click Sign in. A
screen with pre-configured pipelines for SLF appears (3 pipelines).

*  SLF-New-Features: This pipeline has all the test cases, which are delivered
as part of SLF ATS - 1.8.0.

* SLF-Performance: This pipeline is not operational as of now. It is reserved for
future releases of ATS.

* SLF-Regression: This pipeline has all the test cases of previous releases.

" Note:

If you want to modify your default login password, refer to Modifying
Login Password

Figure 3-90 SLF Pre-configured Pipelines

Jenkins

& recr Al
S s w Name | Last Success Last Fallure Last Duration
& My views

Build Queue =

Bulld Executor Status = Legend [EY Atom feed for of J Atom feed for failures

3. Click SLF-NewFeatures. The following screen appears:
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Figure 3-91 SLF-NewFeatures Configure

Junking SLF-NewF eatures

Pipeline SLF-NewFeatures

.......

@ b Cur
g oo )
Stage View
o Preparation Expcute Tests  Archive logs ,t_‘l". I|
Buaild Hivtary trend
ar

Permalinks

Click Configure in the left navigation pane. The General tab appears. User MUST
wait for the page to load completely.

Once the page loads completely, click the Advanced Project Options tab. Scroll
down to reach the Pipeline configuration as shown below:

MAKE SURE THAT THE SCREEN SHOWN BELOW LOADS COMPLETELY
BEFORE YOU PERFORM ANY ACTION ON IT. ALSO, DO NOT MODIFY ANY
CONFIGURATION OTHER THAN DISCUSSED BELOW.

Figure 3-92 SLF Configuration Parameters - Pipeline Tab

Pipeline

Ise Groowvy Sandbox [7]
“ Apely

You SHOULD NOT change any other value apart from line number 36 to line 58.
It means the parameters marked as "a" - to - "w" can only be changed as per
user requirement. The detail about these parameters are provided as comments in
line number 6 to 12. The parameters description is as follows:
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< Note:

The parameters that you should modify to execute UDR-SLF ATS SUT
are:a, b, d, e, n,0andp.

* a- Name of the NF to be tested in capital (SLF).
* b - Namespace in which the udr is deployed.
* ¢ - Namespace in which ProvGw is Deployed

« d-Name of UDR1_ingressgateway_service.namespace preferred in segment
1(seglocudrl-ingressgateway.ocudr).

e e - Port of UDRL1 ingressgateway service (80)

« f-Name of UDR2_ingressgateway_service.namespace in segment
1(seglocudr2-ingressgateway.ocudr)

e g - Port of UDR2 ingressgateway service (80)

 h-Name of UDR3_ingressgateway_service.namespace preferred in segment
2(seg2ocudrl-ingressgateway.ocudr)

e i-Port of UDR3 ingressgateway service (80)

e j-Name of UDR4_ingressgateway_service.namespace in segment
2(seg2ocudr2-ingressgateway.ocudr)

e k- Port of UDR4 ingressgateway service (80)

e |- Name of PROVGW_ingressgateway_service.namespace (provgw-prov-
ingressgateway.ocudr)

* m- Port of PROVGW ingressgateway service (80)

 n-Name_of Prometheus_service.namespace (occne-prometheus-
server.occne-infra)

* 0 - Port of Prometheus service (80)

* p - Number of times the re-run of failed case is allowed (default as 2)
* - Name of Kubernetes Host server (kubernetes.default)

e r- Port of Kubernetes Host server (80)

* s - Mode of Communication between Prov-gateway and UDR-SLF (Can be
either IP or fqdn)

e t-Helm Name for UDR1 (seglocudrl)
* u-Helm Name for UDR2 (seglocudr2)
* v - Helm Name for UDR3 (seg2ocudrl)
*  w- Helm Name for UDR4 (seg2ocudr2)

6. Click Save after making neccesary changes. The SLF-NewFeatures screen
appears.

7. Click Build with Parameters. The following screen appears:
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Figure 3-93 SLF Build with Parameters

f Jenkins

Jenkins SLF-NewFeatures
* ack Dashboa
Pipeline SLF-NewFeatures
oS Oracle Communication Automated Test Suite - UDR
L TestSuile MNewFealures
suT DR SLF |
Select_Optian s Al
£ Pipsiine Synia single/MultipleFeatures
TesaCases _
@ Bulld History trenst & SLE ANl Err ® SIF All Matrics
« SLF Config and Lockup AP & SLF Prowv APl
o
o7
\J
«# Note:

To execute UDR-SLF related test cases, select UDR-SLF from the SUT
list. This is the default option.

To execute ProvGw related test cases, select ProvGw from the SUT list.

# Note:

To execute the ProvGw test cases, it is mandatory to have 4 UDRSs up
and running in the same namespace as that of UDR-SLF-ATS.

Figure 3-94 SUT as ProvGw

f, Jenkins B 2 uduser Sllogout
Jenkins SLF-NewFeatures
B - -

Pipeline SLF-NewFeatures
B e Oracle Communication Automated Test Suite - UDR

P ™ TestSune NewFeatures

Select Option & All
) Pitine Synix Single/MultipleFestures

TestCases
O Build History =) ® ProvGw_Basic_Funt_Ermor = ProvGw_Basic_Func_Success

—_— *  ProvGw_Data_Mismatch »  Proviw Metrics
*  ProvGw Sagdown

N ¥
on [ o ]
e
@ #

In the above screen, there are two Select_Option(s), which are:
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* All: By default, all the SLF test cases are selected for execution. User just
need to scroll down and click Build to execute all the test cases.

* Single/MultipleFeatures: This option allows you to select any number of test
cases that you want to execute from the list of total test cases available for
execution. After selecting the test cases, scroll-down and click Build. The
selected SLF test cases are executed.

NewFeatures-Documentation

To view the SLF functionalities, click Documentation link in the left navigation pane
(present inside the build), as shown below:

Figure 3-95 SLF-NewFeatures Documentation Option

Jenkins SLF-NewFeatures "2

@ Build #2 (10-Sep-2020 12:21:41)

o ..

* k
Status
- T o S
) |
b 4
-9
S

The following screen appears:

Figure 3-96 SLF-NewFeatures Documentation

Back to SLF-NewFeatures [,.... Zip

My Project

Related Pages

Here is a list of all related documentation pages:
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Figure 3-97 ProvGw-NewFeatures Documentation

Here i1s a list of all related documentation pages:
ProvGw Basic Func Error

ProvGw_ Basic Func_ Success

ProvGw_ Data Mismatch

ProvGw Metrics

ProvGw_Segdown

¢ Note:

Documentation option appears only if New-Features pipeline is executed
atleast once.

You can click any functionality to view its test cases and scenarios for each test case.
For example, on click of SLF_AIl_Err, following screen appears:

Figure 3-98 Sample: SLF Test Case Description

Back to SiLF-NewFeatures pages Zin
SLF_AIl_Err

Objective: To validate the unsuccessful scenarios for SLF provisioning.

NCleaning up suoscribers and sH-roups used in This best case

#Ti corfigure Ihe SLFGrouprame, SLFGougIDs and miGroupiDs

#To register e pialle dala  sPGroupaime, nal, Mamon, i, acoountid and axd values for Subderiber Praviaioning wil Irvalid URI
#To ragissar Ma protie dala | SRGroURMAMS, nal mescn, Imsl, accauntd and axtid values fr Subscriber Pravisianing with Linknawn iy
#To ragistar ma profie dats | sHGmUpSAME, nal, msson, i, Beeountil srd s values for Subscribes Provasioning with Linknawn sy or inva bl key
WTip register e profie data | sGrouphame, nal. meEcn. I, accountid and extd values for Subacriber Provaioning

#To corfigure the SLFGroupranme, SLEGoup 1D and alGroupiDe wilh smpty paykad

#Tis register e pialle dala : sWGrouphaime, nal, Mascn, s, aceountid and exhd values for Subdcrbes Pravaioning wilkoul destinalion
#To delets the SLF configuratian Data for the sHGroupName lMLih'piJI

Objective : To be unsuccessful to delete when a subscriber does not exist,

#Ceaning up subscribers and sii-groups used in this test case

T cha-rergi63ar tra prodle information for @ regisiansd prodle wih subscrbse accountiol hat does not sxis

#To de-reqisiar tha profle information for & registaned profle wih T8 kay that |s not rmgistared or Ma kay 5 invakid

WTi de-regissar e prodle information for a registersd profle with ncormect subgcnber sccountD ane invald key value

#To de-regisser the profle information for a registared profle with ncormect subscriber accountiD and invabd URI value.
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Figure 3-99 Sample: ProvGw Test Case Description

ProvGw_Basic_Func_Error

Objective: Verify if ProvGw behavior when request uri has invalid keyv/kevvalues
#Pre-Condition: To initialize scenario. verify setup avanlability and cleaning up subscribers if exast

#Configure destination hosts on each segments and retrieve them to verify if they are created.

#lnvalid PUT scenario where key provided in the uni is invalid

#Venfy on each UDR that the request in the previous step did not create any subscrniber wath the keys given in payload
#lnvalid GET scenario where key provided in the uri 15 invalid

#lnvalid DELETE scenano where key provided in the uri is valid

#invalid PUT scenario where keyvalue provided in the uri is invalid

#Venfy that the request in the previous step did not create any subscniber with the keys given in payload.

#unvalid GET scenario where kevvalue provided in the uri 1s invalid

#invalid DELETE scenano where keyvalue provided in the un is invalid

#Delete destination hosts on each segments

Based on the functionalities covered under Documentation, the Build Requires
Parameters screen displays test cases. To navigate back to the Pipeline SLF-
NewFeatures screen, click Back to SLF-NewFeatures link available on top left corner
of the screen.
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New custom test cases folders (cust_newfeatures, cust_regression and
cust_performance) have been introduced to accommodate the customization's to
original product packaged test cases. These folders carry the customized test cases
(any new test cases added by customers / subset of test cases from the original
product supplied test cases / modified test cases).

Initially when packaged and released, both the product test case folders (newfeatures,
regression and performance) and the custom test case folders (cust_newfeatures,
cust_regression and cust_performance) carries same set of test cases. Subsequently,
customers can use the custom test case folders to carry out any customization's from
their side (updates / additions / deletions of test cases) without disturbing the original
product packaged test cases / folders. Jenkins always pick the test cases from the
custom test cases folders.

Figure A-1 Summary of Custom Folder Implementation

Jenkins ATS GUI
New F Cunt_New _Features Regression Cust_Regression Performance Cust Performance
Phad TC3 ) count N TRy (Prgd TC's ) count -4 ‘ PN (Pagd TC's ) count M ‘ Phgd TC's ) count

N /N1
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Modifying Login Password

You can login to ATS application using default login credentials. The default login
credentials are shared for each NF in its respective chapter of this guide.

If the user wants to modify its login password, the ATS application allows to do so. To
modify login password:

1. Login to ATS application using default login credentials. The home screen of
respective NF appears showing its pre-configured pipelines.

Figure B-1 Sample: NRF Home Screen

Jenkins
& People Al
= Build Histol . :
g s W Name ! Last Success Last Failure  Last Duration
& My Views
- NRF-NewFeatures 4 days 19 hr - #3 Al-GEO N/A 3min 55 sec 2
A / / 5
Build Queue - NRE-Performance N/A N/A N/A (%3]
No builds in the queue. -] NRF-Regression 4 days 22 hr - #1 - All-Regression N/A 23 min (%3]
lcon: SM L
Build Executor Status - Legend [ Atom feed forall [ Atom feed for failures [ Atom feed for just latest builds
1 idie
2 Idle
3 Idle

2. Hover-over logged-in user name and click the down arrow. Click Configure as
shown below.

Figure B-2 Configure Option

_ Q i @ ; . E Iog o

~ Builds
All &‘ My Views

S w Name | Last Success Last Failure 'Q Credentials
J NRF-NewFeatures 4 days 19 hr - #3 All-GEO N/A 3 min 55 sec .._)

NRF-Performance N/A N/A N/A ‘L)
J NRF-Regression 4 days 22 hr - #1 - All-Regression N/A 23 min u;)
lcon: SM L

Legend [EJ Atom feed forall [EY Atom feed for failures [} Atom feed for just latest builds

3. The following screen appears.
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Figure B-3 Logged-in User Detail

Appendix B

@ rfuser 3] log out

Jenkins nrfuser

§ People Full Name

nrfuser

Status
Description

» Builds

M. Configure

& My Views

A, Credentials
API Token

Current token(s)
There are no registered tokens for this user.

Add new Token

Credentials

Credentials are only available to the user they belong to
E-mail

E-mail address | .t ser@oracle.com

Your e-mail address, like joe. chin@sun. com

Extended Email Job Watching
No configuration available

My Views

Default View

(]

The view selected by default when navigating to the user's private views

Notification URL

Default v

Password

Password:

Confirm Password: | .

SSH Public Keys

SSH Public Keys

Session Termination

Terminate All Sessions

Setting for search
Case-sensitivity Insensitive search tool
User Defined Time Zone

Time Zone Default

Page generated:

Jul 23, 2020 2:26:21 PM UTC RESTES

Jenkins 2.235.1

4. In the Password section, enter the new password in the Password and Confirm

Password fields and click Save.

Thus, a new password is set for the user.
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