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My Oracle Support

My Oracle Support (https://support.oracle.com) is your initial point of contact for all product
support and training needs. A representative at Customer Access Support can assist you with
My Oracle Support registration.

Call the Customer Access Support main number at 1-800-223-1711 (toll-free in the US), or call
the Oracle Support hotline for your local country from the list at http://www.oracle.com/us/
support/contact/index.html. When calling, make the selections in the sequence shown in the
following list on the Support telephone menu:

* For Technical issues such as creating a new Service Request (SR), select 1.

*  For Non-technical issues such as registration or assistance with My Oracle Support, select
2.

*  For Hardware, Networking and Solaris Operating System Support, select 3.

You are connected to a live agent who can assist you with My Oracle Support registration and
opening a support ticket.

My Oracle Support is available 24 hours a day, 7 days a week, 365 days a year.
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What's New In This Guide

This section introduces the documentation updates for release 24.2.x.

Release 24.2.8 - F83322-12, November 2025

e Moadified the placement of USER. ssv. excl udeDnn. <Snssai > advanced settings key in the
PCF Session Management.

* Modified the placement of USER. ssv. excl udeApns advanced settings key in theSettings.

Release 24.2.8 - F83322-11, November 2025

e Added USER ssv. excl udeDnn. <Snssai > advanced settings key to PCF Session
Management.

e Added USER ssv. excl udeApns advanced settings key to Settings.

Release 24.2.7 - F83322-10, July 2025

There are no changes to this document in this release.

Release 24.2.6 - F83322-09, June 2025
There are no changes to this document in this release.

Release 24.2.5 - F83322-08, April 2025

» Updated Error Code Dictionary with the error code dictionaries for Egress Gateway,
Ingress Gateway, and NRF Client.

Release 24.2.4 - F83322-06, March 2025

* Added the Traffic Segregation section to support Ingress and Egress Gateway traffic
segregation in Policy.

* Message Feed for SBI Monitoring
Added/updated the following sections to include details of Policy Message Feed feature:

— Added Message Feed for SBI Monitoring section to describe the Policy Message Feed
feature.

— Added details of the following metrics to Ingress Gateway Metrics:
*  oc_ingressgateway_msgcopy_requests_total
*  oc_ingressgateway_msgcopy_responses_total

— Added details of the following metrics to Egress Gateway Metrics:

*  0C_egressgateway_msgcopy_requests_total
*  0oC_egressgateway_msgcopy_responses_total
— Added details of the following alerts:
* INGRESS_GATEWAY_ DD _UNREACHABLE_MAJOR
*  EGRESS_GATEWAY_DD_UNREACHABLE_MAJOR

e The following metrics in Pod Congestion Metrics section supports prefix and suffix:

— pod_cong_state_report
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— pod_resource_congestion_state_report

* Added the following Advanced keys to PCRF Core Settings for handling the race condition
between Gx and Sy over two sites for CCR-U.

— DI AMETER. &x. Updat e. RaceModer at or Enabl ed

— DI AMETER. &x. Updat e. Ret r yOnRar RaceEvent Tri ggers
— DI AMETER. &x. Updat e. Ret r yAt t enpt sOnRar Race

— DI AMETER. &x. Updat e. Ret r yWi t Ti mreOnRar Race

— DI AMETER Gx. Updat e. Rej ect i onErr or CodeOnRar Race

e Added the following Advanced keys to PCRF Core Settings for handling the race condition
between Gx and Sy over two sites for CCR-T.

— DI AMETER Cx. Ter mi nat e. RaceMbder at or Enabl ed

— DI AMETER. &x. Ter ni nat e. Ret r yOnRar RaceEvent Tri gger s
— DI AMETER. &x. Ter i nat e. Ret r yAt t enpt sOnRar Race

— DI AMETER. &x. Ter ni nat e. Ret r yWai t Ti meOnRar Race

— DI AMETER. Gx. Termi nat e. Rej ect i onEr r or CodeOnRar Race

Release 24.2.3 - F83322-05, January 2025

There are no changes to this document in this release.
Release 24.2.2 - F83322-04, November 2024

There are no changes to this document in this release.

Release 24.2.1 - F83322-02, October 2024

e Added or updated the following sections to add details on Concurrency Handling at
Bulwark Service to Reduce Processing Latency of Service Request feature:

— Added Concurrency Handling at Bulwark Service to Reduce Processing Latency of
Service to describe the feature.

— Added Bulwark with the configuration details of Bulwark service.
— Added details of CONCURRENCY. LOCK_RETRY_MODE Advanced Settings key in:
*  PCF Session Management

*  PDS Settings
— Added the following metrics to Bulwark Metrics:

*  lock_response_total
*  lock_response_total
*  lock_collision_total
— Added the following alerts to List of Alerts:
*  LOCK_ACQUISITION_EXCEEDS MINOR_THRESHOLD
*  LOCK_ACQUISITION_EXCEEDS MAJOR_THRESHOLD
*  LOCK_ACQUISITION_EXCEEDS CRITICAL_THRESHOLD

« Added the following sections to support prevention of excessive accumulation of requests
at Undertow Worker Queue:
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— Added the Support for Prevention of Requests Accumulation at Undertow Worker
Queue section to describe the functionality.

— Added the following Undertow Worker Queue metrics to Undertow Server Metrics
section:

* occnp_undertow queue liniter_reject _request _total
* occnp_undertow queue_| imter_accept _request_total
* occnp_undertow queue_request |imiter_active threads_count
* Updated the following sections for Pod Congestion Control feature to SM Service:

— Updated the SM Service Pod Congestion Control section with CPU, Queue, and
Discard Priority default values.

— Updated the Thresholds section with threshold default values for SM service.

— Updated the Load Shedding Rules section with discard priority default values for SM
service.

* Updated the following sections for Pod Congestion Control feature to Bulwark Service:

— Updated the Bulwark Pod Congestion Control section with configurations for enabling
Congestion Control for Bulwark service.

— Updated the Settings menu with configurations for enabling Congestion Control for
Bulwark service.

e Added or updated the details of the following metrics in :

— ue_nl_transfer_request_total

ue_nl_transfer_response_total

ue_nl_subscribe_request_total

ue_nl subscribe_response_total

Release 24.2.0 - F83322-02, October 2024

* Added/updated the following metrics in Perfinfo Metrics:
— load_level
— service_resource_stress
— service_resource_overload_level
— system_overload_threshold_config_mode
— active_overload_threshold_fetch_failed
— load_level_report_total
— service_resource_overload_level_report_total
— http_out_conn_request
— http_out_conn_response
— overload_manager_enabled
— leader_pod

* Updated Support for End-to-End Log Identifier Across Policy Services with the details of
the callflows and services for which end-to-end log identifier is not yet supported.
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Release 24.2.0 - F83322-03, October 2024

Added/updated the following metrics in Perfinfo Metrics:
— load_level

— service_resource_stress

— service_resource_overload_level

— system_overload_threshold_config_mode

— active_overload_threshold_fetch_failed

— load_level_report_total

— service_resource_overload_level_report_total
— http_out_conn_request

— http_out_conn_response

— overload_manager_enabled

— leader_pod

Updated Support for End-to-End Log Identifier Across Policy Services with the details of
the callflows and services for which end-to-end log identifier is not yet supported.

Release 24.2.0 - F83322-01, August 2024

Added details of AUDIT.HTTP2_ENABLED advanced settings key to PCF Session
Management

Updated Support for Adding Reduced Capability to UES section to mention the Adding
Reduced Capability to UEs feature support for AM service and UE Policy service.

Updated Support for End-to-End Log Identifier Across Policy Services section to mention
Support for End-to-End Log Identifier Across Policy Services feature support for all Policy
microservices.

Updated the Support for Concurrency Handling using Bulwark Service in PCRF section
with details of bulwark service in PCRF for Rx messages.

Added the Pending Transactions on Gx Interface section to describe the pending
transaction on Gx interface.

Added the following sections to Support for policyDecFailureReports Attribute feature:

— Added Support for policyDecFailureReports Attribute section to describe the
enhancements to error response feature.

— Added RULE. ENABLE_PCC_RULE_REMOVE_ON_FAI LURE key in the Advanced
Settings of PCF Session Management.

— Added occnp_feature_info_received_total metric in SM Service Metrics:

Added the following sections to Enhancements to Error Response feature:

— Added Enhancements to Error Response section to describe the enhancements to
error response feature.

— Added Error Code Dictionary section to with details of the error code dictionaries for
AM, UE, SM, UDR, CHF, and Binding services.

— Updated Error Handling section with details of configuring error handling functionality
for AM, UE, SM, UDR, CHF, and Binding services.
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— Added details of the following metrics in CNC Policy Metrics:

* error_handler_exec_total
*  error_handler_in_total

* error_handler_out_total

* Added the following sections to describe Optimizing Database Encoding in PCRF Core

service:

— Added Support for Optimizing Database Encoding in PCRF Core section to describe

the database encoding in PCRF Core services.

— Added details of the following advanced settings keys to PCRF Core Settings section.

*  DB. GX. DATA. ENCCODI NG. Enabl ed
*  DB. RX. DATA. ENCODI NG Enabl ed
*  DB. SD. DATA. ENCODI NG Enabl ed
*  DB. GX. ENCODI NG. MAP. Ver si on
*  DB. RX. ENCODI NG MAP. Ver si on
*  DB. SD. ENCODI NG. MAP. Ver si on
*  DB. ENCODI NG MAP. LI ST

— Added the following metrics to PCRF Core Metrics settings.

* occnp_data_encoding total

* occnp_data_decodi ng_total

* occnp_data_decoding fail total

* occnp_data_encodi ng_si ze_before_total

* occnp_data_encoding_size after total

» Added the following sections to describe Congestion Control feature in PDS service:

— Added PDS Pod Congestion Control section to describe the pod congestion control

mechanism supported by PDS service.

— Updated the Congestion Control section in CNC Console to support congestion control

for PDS service.

— Added details of the following advanced settings keys to PDS Settings section:

*  PDS_NOTI FY_USER DATA REQUEST PRI ORI TY
*  PDS_GET_DEFAULT WORKFLOW REQUEST PRI ORI TY
*  PDS_GET_USER DATA REQUEST PRI ORI TY

*  PDS_UPDATE_USER DATA REQUEST PRI ORI TY

*  PDS_DELETE_USER DATA REQUEST PRI ORI TY

*  PDS_AUDI T_NOTI FY_REQUEST PRI ORI TY

*  CONGESTI ON_RESPONSE_CODE

— Added the following alerts in the Common Alerts section:

*  POD_CONGESTION_ L1
*  POD_CONGESTION_L2
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* POD_PENDING_REQUEST CONGESTION_L1
*  POD_PENDING_REQUEST CONGESTION_L2
*  POD_CPU_CONGESTION_ L1
*  POD_CPU_CONGESTION_L2

Added the following sections to describe Congestion Control feature in Usage Monitoring
service:

— Added Usage Monitoring Pod Congestion Control section to describe the pod
congestion control mechanism supported by Usage Monitoring service.

— Updated the Congestion Control section in CNC Console to support congestion control
for Usage Monitoring service.

— Added details of the following fields to Configuring Usage Monitoring section to support
congestion control for Usage Monitoring service:

* UM Session Create API
* UM Session Update API

* UM Session Terninate AP

* UM Session Notify API

* UM Session Audit Subscriber APl
* UM Session Search Subscriber API
* UM Session Audit Notify API

* Congestion Error Code

— Added the metric um htt p_congesti on_nessage_reject_total tothe Pod Congestion
Metrics section.

Updated the following sections to Sy SLR Enhancements for Signalling Updates and UDR
Notification feature:

— Added Handling N28 and N36 Interfaces Context Information during Subscription
Failures section describing the PDS service storing the context information to the
database.

— Added details of the following advanced settings keys to PCRF Core service section:
*  USER snPol i cyDat a. creat eCont ext OnFai | ure
*  USER. operat or Speci f i cDat a. cr eat eCont ext OnFai | ure
— Added details of the following advanced settings keys to SM Service section;
*  USER. CREATE_CONTEXT_ON_FAI LURE_SM POLI CY_DATA
*  USER. CREATE_CONTEXT_ON FAI LURE_CHF_DATA
*  USER. CREATE_CONTEXT_ON_FAI LURE_OPERATOR SPECI FI C_DATA
Added the following sections to describe Congestion Control feature in SM Service:

— Added SM Service Pod Congestion Control section to describe the pod congestion
control mechanism supported by SM service.

— Updated the Congestion Control section in CNC Console to support congestion control
for SM service.

— Added details of the following advanced settings keys to PCF Session Management
section:
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*

*

SM UPDATE. EVENT. SUBS. PRI ORI TY
SM CREATE. PRIORI TY

SM SUB. FAI L. NOTI FY. PRI ORI TY

SM USER. SERVI CE. NOTI FY. PRI ORI TY
SM UPDATE_PRI ORI TY

SM REAUTH_PRI ORI TY

SM DELETE. PRIORI TY

SM PQOLI CY. CLEANUP. PRI ORI TY

SM APP. SESSI ON. CREATE. PRI ORI TY
SM APP. SESSI ON. CLEANUP. PRI ORI TY
SM AUDI T. NOTI FY. PRICRI TY

SM GET. APP. SESSI ON. PRI ORI TY

SM CET. ASSCC. PRIORI TY

SM GET. SUBSCRI BER. SESSI ONS. PRI ORI TY

SM GET. ASSCC. QUERY. PRI ORI TY
CONGESTI ON_RESPONSE_CODE

Added Limiting the number of sessions per subscriber and DNN+SNSSAI for SM service
and PCRF Core service section to Limiting the Number of Sessions to describe limiting the

number of sessions for SM sessions and PCRF Core sessions.

Updated the following sections to describe GxSession database slicing for PCRF Core:

Added Slicing in GxSession database for PCRF Core service to Support for Database

Slicing to describe GxSession database slicing for PCRF Core service.

Added details of DI STRI BUTE_GX_TRAFFI C_USI NG TABLE_SLI Cl NG advanced settings
key to Settings, which is used to distribute the traffic for GxSession database across all
the slices.
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The following table lists the acronyms and the terminologies used in the document:

Table Acronyms and Terminologies

Acronym Definition

3GPP 3rd Generation Partnership Project

AAA Authorization Authentication Answer

AAR Authorization Authentication Request

AF Application Function

AMF Access and Mobility Management Function

API Application Programming Interface

ARS Alternate Route Selection

ASM Aspen Service Mesh

ASR Abort-Session-Request

ATS The core service sends the subscriber state variables to PDS only when
there is an update to the variables.

AVP Attribute Value Pair

BSF Oracle Communications Cloud Native Core, Binding Support Function

CA Certificate Authority

CDCSs Oracle Communications CD Control Server

CHF Charging Function

CM Configuration Management

CNC Cloud Native Core

CNC Console Oracle Communications Cloud Native Configuration Console

CNE Oracle Communication Cloud Native Core, Cloud Native Environment

CNPCRF Oracle Communications Cloud Native Core, Policy and Charging Rules

Function

CUSTOMER_REPO

Docker registry address including the port number, if the docker registry
has an associated port.

cnDBTier Oracle Communications Cloud Native Core, cnDBTier

DNS Domain Name System

DRA Diameter Routing Agent

FQDN Fully Qualified Domain Name

GUAMI Globally Unique AMF Identifier

IMAGE_TAG Image tag from release tar file. You can use any tag number.
However, make sure that you use that specific tag number while pushing
docker image to the docker registry.

IMS IP Multimedia Subsystem

HTTPS Hypertext Transfer Protocol Secure

MCC Mobile Country Code

MCPTT Mission-critical push-to-talk

METALLB_ADDRESS_POOL

Address pool configured on metallb to provide external IPs

MNC

Mobile Network Code

NEF

Oracle Communications Cloud Native Core, Network Exposure Function
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Table (Cont.) Acronyms and Terminologies
. ______________________________________________________|

Acronym Definition

NF Network Function

NPLI Network Provided Location Information

NRF Oracle Communications Cloud Native Core, Network Repository
Function

0SsO Oracle Communications Operations Services Overlay

P-CSCF Proxy Call Session Control Function

PA Service Policy Authorization Service

PCC Policy and Charging Control

PDB Pod Disruption Budget

PLMN Public Land Mobile Network

PCF Oracle Communications Cloud Native Core, Policy Control Function

PCRF Oracle Communications Cloud Native Core, Policy and Charging Rules
Function

PCEF Policy and Charging Enforcement Function

PCSCF Proxy Call Session Control Function

PDS Policy Data Service

PRA Presence Reporting Area

PRE Policy Runtime Engine

PDU Protocol Data Unit

Policy Oracle Communications Cloud Native Core, Converged Policy

QoS Quality of Service

RAA Re-Auth-Answer

RAN Radio Access Network

RAR Re-Auth-Request

SBI Service Based Interface

SAN Subject Alternate Name

SCP Oracle Communications Cloud Native Core, Service Communication
Proxy

SMF Session Management Function

S-NSSAI Single Network Slice Selection Assistance Information

UDR Oracle Communications Cloud Native Core, Unified Data Repository

SRA Successful Resource Allocation

STR Session Termination Request

TTL Time To Live

UE User Equipment

UPF User Plane Function

UPSI UE Policy Section Identifier

URSP UE Route Selection Policies

UPSC UE Policy Section Code

URI Uniform Resource Identifier

VSA Vendor Specific Attributes
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Introduction

This document provides information about the role of Oracle Communications Cloud Native
Core, Converged Policy (Policy) in 5G Service Based Architecture and how to configure and
use Policy services and managed objects.

1.1 Overview

Policy is a key component of the 5G Service Based Architecture(SBA). It provides a flexible,
secure, and scalable policy designing solution. Policy interacts with other network functions to
perform usage monitoring, network behavior management, and governance. It helps operators
to design, test, and deploy different network policies supporting 5G deployments. Policy is
designed and built with a microservice based architecture on cloud native principles. It uses
network, subscriber, and service information to help service providers create policies and
determine how and under what conditions subscribers and applications use network resources.
It helps in minimizing network utilization while maximizing the quality of experience for
operators. Policy solution supports deployments into any cloud, including containers on Bare
Metal managed by Kubernetes or VMs managed by OpenStack.

@® Note

The performance and capacity of the Policy system may vary based on the Call
model, Feature/Interface configuration, underlying CNE and hardware environment,
including but not limited to the complexity of deployed policies, policy table size ,
object expression and custom json usage in Policy design.

Policy is a network function for policy control decision and flow based charging control. It
consists of the following functions:

« Policy rules for application and service data flow detection, gating, QoS, and flow based
charging to the Session Management Function (SMF)

* Access and Mobility Management related policies to the Access and Mobility Management
Function (AMF)

* UE Route Selection Policies (URSP) rules to User Equipement (UE) through AMF

* Access to subscription information relevant for policy decisions in a Unified Data
Repository (UDR)

*  Network control for service data flow detection, gating, and Quality of Service (QoS)
* Flow based charging towards the Policy and Charging Enforcement Function (PCEF)

* Receiving session and media related information from Application Function (AF) and
informing AF of traffic plane events

*  Provision of Policy and Charging Control (PCC) Rules to Policy and Charging Enforcement
Function (PCEF) through the Gx reference point

Policy supports the above functions through the following services:

e Session Management Service
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References

Access and Mobility Service

Policy Authorization Service

User Equipment (UE) Policy Service
PCRF Core Service

Binding Service

Policy Data Source Service

Usage Monitoring Service

Notifier Service

NWDAF Agent

1.2 References

You can refer to the following documents for more information.

Oracle Communications Cloud Native Core, Converged Policy Installation, Upgrade and
Fault Recovery Guide

Oracle Communications Cloud Native Core, Converged Policy REST API Specification
Document

Oracle Communications Cloud Native Core, Converged Policy Design Guide

Visual Programming Editor: https://developers.google.com/blockly

3GPP Technical Specification 29.512 v15.3.0, Session Management Policy Control
Service, Stage 3, Release 15

3GPP Technical Specification 29.514 v15.3.0, Policy Authorization Service, Stage 3,
Release 15

3GPP Technical Specification 29.507 v15.3.0, Access and Mobility Policy Control Service,
Stage 3, Release 15

3GPP Technical Specification 29.525 v15.5.1, UE Policy Control Service, Stage 3, Release
15

3GPP Technical Specification 29.518 v15.5.1, Access and Mobility Management Services,
Stage 3, Release 15
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CNC Policy Architecture

Oracle Communications Cloud Native Core, Converged Policy (Policy) is developed as a cloud
native application that is composed of a collection of microservices that run in a cloud native
environment. It separates the processing or business logic into the logical grouping of
microservices and components:

e Connectivity: Components interfacing with external entities. This is where an AP| gateway
is utilized to interface with external traffic to the PCF. These are stateless sets of
components.

* Business logic: Application layer running the PCRF or PCF business logic, policy engine,
and various services that can be enabled based on deployment requirements. These are
stateless sets of components.

- Data Management: Data layer responsible for storing various types of persistent data.
PCF is developed to be able to plug in different types of back-end data layers that could be
internal or external.

The Policy solution provides a flexible and modular policy designing framework. It offers, rapid
and secure deployment of new policies and supports the existing use cases. The Converged
policy solution supports both 4G and 5G networks, thereby helping operators to manage their
heterogeneous network in an intuitive and consistent manner while enabling seamless inter-
working and migration between 4G and 5G networks.

The following diagram represents the Policy architecture:
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Figure 2-1 Policy Architecture Diagram
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Optional CNE services to support operation of PCF

Connectivity

— Diameter Gateway/Connector — Enables the policy solution functions as a Diameter
server and offers integration over Gx, Rx, Sy and other legacy Diameter services. The
Diameter server also implements routing, load balancing and overload control
services. The Diameter Gateway acts as a gateway for all Diameter traffic to Policy
Solution. It also performs round-robin load balancing across its back-end peers
(Diameter connector and PCRF-Core).
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@® Note

For the Diameter Gateway, minimum and maximum replica settings cannot be
configured because it is stateful. For StatefulSets (STS), only the total number
of replicas can be set.

Ingress Gateway — Acts as a Gateway for all ingress HTTP traffic to Policy Solution.

Egress Gateway — Acts as a gateway for all egress HTTP traffic originating from
Policy Solution to outside the network.

LDAP Gateway — Acts as a gateway for all egress LDAP traffic towards Directory
Services.

Diameter Connector — Accepts Diameter messages from Diameter Gateway and
converts the message to HTTP message format and sends to PCF components.

Soap Connector — Accepts the SOAP messages from ingress gateway, converts to
JSON format and forwards the message to Policy Data Service for processing.

NRF Client Service — Integrates with NRF for service registration, discovery, and
service status or load related information, along with application and performance
information services. NRF discovery helps in on-demand discovery of network

functions. NRF management helps in autonomous discovery of network functions.

e Policy Business Logic

SM Service (includes PA Service) - Provides the SMF session and application or
flow based policies. The Policy Authorization (PA) service, such as Rx like interface in
SBA authorizes an AF request and creates policies as requested by the NF consumer
service for the PDU session to which the AF session is bound. This service
implements policy control for session management for service data flows. This service
implements the N7 interface to trigger session management policies towards the SMF
function.

AM Service - Implements access management service-related policies over the N15
interface towards the AMF.

PCRF Core Service — Implements the legacy handling of PCRF core business logic,
interactions with other microservices, and triggers for policy enforcement over the Gx
interface. PCRF is a node that determines policy rules in a multimedia network in real-
time.

Binding Service - Stores binding information related to 4G/5G subscribers and helps
Diameter Gateway in forwarding AF messages.

UE Policy Service - Provides UE policy, includes UE Route Selection Policy (URSP)
through AMF transparently to the UE. Implements UE management service-related
policies over the N15 interface towards the AMF.

UDR Connector — UDR Connector layer interfaces the application with the UDR.
CHF Connector — CHF Connector layer interfaces with the the CHF.

Policy Data Service— Policy DS interfaces 4G/5G Signaling components with Protocol
specific connectors (UDR Connector/CHF Connector/LDAP Gateway) to have a unified
data source layer.

Policy Runtime Engine — Policy Runtime Engine (PRE) service runs the Policy
Decision Engine. The policies can be configured using the configuration management
service.
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— PRE Test Engine — The PRE Test Engine runs the Policy Decision Engine for test
messages. Test message can be triggered from the configuration management
service.

— Configuration Management — This service provides the OAM interfaces that includes
GUI and REST interfaces, for Policy and Service provisioning. Configuration Service
and CM GUI offers graphical interface for all policy-related configurations and design
of policies.

— Configuration Server — This service performs the database abstraction for storage
and retrieval of policy configuration.

— Query — The Query microservice processes session viewer queries triggered by the
configuration management service.

— Audit — The Audit microservice runs the Audit engine to detect and process stale
session records.

— App-Info — This microservice monitors application (microservice) health and status.

— Perf-Info — This microservice monitors application (microservice) capacity and load
status.

— Bulwark - This microservice facilitates the concurrency support for other internal
services, such as SM service, AM service, Policy DS, etc.

— Notifier - This microservice notifies subscribers about their data usage at different
threshold levels.

— Usage Monitoring - This microservice implements the usage monitoring procedures
like usage accumulation, grant calculation, etc. for session and PCC flows.

— NWDAF Agent - This microservice inetegrates Policy with Network Data Analytics
Function (NWDAF) service to get analytics information.

e Data Tier
— Dynamic state — Stores the session information relevant for policy context.
— Configuration store — Stores the configuration related data.

* Ingress and Egress Gateway Traffic Management
For more information on Ingress and Egress Gateway Traffic Management, see Oracle
Communications Cloud Native Core, Cloud Native Environment User Guide.
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Policy Services

This chapter explains the Policy services.

@® Note

The performance and capacity of the Policy system may vary based on the Call
model, Feature/Interface configuration, underlying CNE and hardware environment,
including but not limited to the complexity of deployed policies, policy table size ,
object expression and custom json usage in Policy design.

3.1 Audit Service

Policy signaling services like SM service, AM service, UE service, Binding Management
service etc are stateless, thereby making the centralized DB tier to store the session states.
The policy micorservices session processing and DB tier transactions happen over network.
The transactions that fail due to varied reasons get stored in the database as stale records.
These stale records grows indefinitely over a period of time. The Audit Service is responsible
for auditing the database to monitor for stale records, and either notify or clean up these stale
records. The service that needs to use the Audit service to audit its tables, must register with
the Audit service.

Figure 3-1 Audit Service Registration

Regovation Regue|
Servicel Taskd, Tabia2 W Audd Service

Audit service is mainly responsible for:
« allows core services to dynamically register or de-register the tables for auditing process

e core services can change other attributes at run time by using the Audit service restful
interface

< notifying the context owners about the expired records in the registered table for auditing
»  provide flow control of notifications towards the context owners

» perform forceful deletion of stale records, in case no corrective action is taken by context
owners

e publish total count of records in the registered table for auditing

Audit service is not only responsible for stale session cleanup but has increased scope in other
signaling features as well e.g., notifying core service for binding retry attempts.

Audit service with single pod deployment makes it neither scalable nor highly available. Audit
service supports multiple pods, by using Audit Schedule. Audit Schedule helps to effectively
manage and plan the audit service on the registered services.
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Figure 3-2 Multiple Pod Audit Service
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Exception tables for the following services are maintained in an NDB Cluster to capture
conflicting data.

e Binding Service

¢ SM Service

* AM Service

e UE Policy Service
* PCRF Core

e PDS

e Usage Monitoring

These exception tables are used to detect occurrences of conflict between sites and records/
keys in tables for which conflict happens.

Records in exception tables can grow rapidly due to frequent collision that can happen. Audit
service is used to cleanup these exception tables in scheduled manner. The Audit service
configuration for cleaning up these exception tables are predefined using Helm parameters at
the time of installation with a default 24hr frequency for auditing.

To enable auditing on the exception tables, add except i onTabl eAudi t Enabl ed parameter to
custom-values.yaml file while upgrading to latest version and set the value of this parameter to
true. After the upgrade procedure is complete, enable or disable the audit for the above
mentioned services using CNC Console. For more details on enabling the audit, see Enabling/
Disabling Services Configurations section in Oracle Communications Cloud Native Core,
Converged Policy Installation, Upgrade, and Fault Recovery Guide.

For information on how to configure Policy Audit Service, see Audit Service

3.2 Access and Mobility Service

Policy implements Access and Mobility (AM) management service related policies over the
N15 interface towards Access and Mobility Management Function (AMF).

The following figure describes the communication between PCF and AMF over the N15
interface:
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Figure 3-3 Communication between PCF and AMF over N15

 PCF
N15

‘AMF\

AMF can perform the following functions:

«  Enforcing control of policy decisions related to Radio Access Technology (RAT) or
Frequency Selection Priority.

« Enforcing Service Area Restrictions. It is executed in User Equipement (UE).

« Enabling location tracking for a UE to get periodic updates on the current location of a
subscriber.

Policy supports the following 3GPP defined services for AM Management:

Table 3-1 Access and Mobility Services
e

Service Operation Description Initiated By Resource URI HTTP Method
Name
Npcf_AMPolicyControl_ | Creates an AM AMF {apiRoot}/npcf-am- | POST
Create Policy Association policy-control/vl/
and provides policies/

corresponding
policies to the
Network Function
(NF) consumer

Npcf_AMPolicyControl_ | Updates an AM AMF {apiRoot}/npcf-am- | POST
Update Policy Association policy-control/vl/

and provides policies/

corresponding {polAssold}/update

policies to the NF
consumer when
the policy control
request trigger is
met or the AMF is
relocated due to

the UE mobility

and the old PCF is

selected
Npcf_AMPolicyControl_ | Provides updated | PCF {{Notification URI}/ | POST
UpdateNotify policies to the NF update

consumer {Notification URI}

terminate
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erminateNotify

termination of
policies to the NF
consumer

Service Operation Description Initiated By Resource URI HTTP Method
Name
Npcf_AMPolicyControl_ | Provides means | AMF {apiRoot}/npcf-am- | DELETE
Delete for the NF policy-control/vl/

consumer to policies/{polAssold}

delete the AM

Policy Association
Npcf_AMPolicyControl_T | Requests PCF {apiRoot}/npcf-am- | POST

policy-control/vl/
policies/{supi}/
updateNotify

For information on how to configure PCF Access and Mobility service, see PCF Access and

3.3 Authorization Service

PCF implements policy authorization service that authorizes Application Function (AF) request

over the N5 interface.

Policy Authorization service supports the creation of policies as requested by AF for Packet
Data Unit (PDU) session. Policy authorization service is a critical function for IP Multimedia
Subsystem (IMS) integration and dynamic Policy and Charging Control (PCC) rule creation.

Oracle Communications PCF supports the following 3GPP defined services for Policy

Authorization:

Table 3-2 Policy Authorization Services

_Delete

to delete the
application
session context of
the NF service
consumer.

Service Operation Description Initiated By Resource URI HTTP Method
Name
Npcf_PolicyAuthorization | Determines and AF, Network {apiRoot}/npcf- POST
_Create installs the policy | Exposure policyauthorization/
according to the Function vl/app-sessions
service (NEF)
information
provided by an
authorized NF
service consumer.
Npcf_PolicyAuthorization | Determines and AF, NEF {apiRoot}/npcf- PATCH
_Update updates the policy policyauthorization/
according to the v1/app-sessions/
modified service {appSessionld}
information
provided by an
authorized NF
service consumer.
Npcf_PolicyAuthorization | Provides means | AF, NEF {apiRoot}/npcf- POST

policyauthorization/
vl/app-sessions/
{appSessionlid}/
delete
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Service Operation Description Initiated By Resource URI HTTP Method
Name
Npcf_PolicyAuthorization | Notifies NF PCF {notifUri}/notify POST
_Notify service consumer {notifUri}/terminate

of the subscribed

events.
Npcf_PolicyAuthorization | Allows NF service | AF, NEF {apiRoot}/npcf- PUT
_Subscribe consumers to policyauthorization/

subscribe to the v1/app-sessions/

notification of {appSessionlid}/

events. events-subscription
Npcf_PolicyAuthorization | Allows NF service | AF, NEF {apiRoot}/npcf- DELETE
_Unsubscribe consumers to policyauthorization/

unsubscribe to the v1/app-sessions/

notification of {appSessionid}/

events. events-subscription

Policy authorization for PCF interaction with NEF

The Npcf _Pol i cyAut hori zati on on N5 interface acts as the main integration point between
PCF and NEF. The Npcf _Pol i cyAut hori zati on ensures that the services and applications
utilizing the 5G network, especially those accessed externally through the NEF, are governed
by appropriate policies established by the PCF.

The Npcf _Pol i cyAut hori zati on service operation authorizes the request from the NF service
consumer NEF, and optionally communicates with Nocf _SMPol i cyCont r ol service to determine
and install the policy according to the information provided by the NF service consumer.

PCF complies with 3GPP 23.502 and 29.514 Rel 15.4. For details on the message format,
procedures followed, and the other aspects of Npcf _Pol i cyAut hori zat i on over N5 interface
that PCF complies with, see the Compliance Matrix.

For configuring Policy Authorization service, see PCFE Policy Authorization.

3.4 Binding Service

Binding service stores binding information related to 4G and 5G subscribers and help Diameter
Gateway in forwarding Application Function (AF) requests. It also queries Oracle
Communications Cloud Native Core, Network Repository Function (NRF) client for fetching
Oracle Communications Cloud Native Core, Binding Support Function (BSF) information (One
time Query and subscribe for notifications). For BSF, autonomous NRF discovery and static
configuration is only supported, on-demand is not yet supported. Session Management service
and PCRF- Core service send all the relevant information to Binding service asynchronously.

In Policy, Diameter Gateway should have a converged mode, where:

» Diameter Gateway connects to PCRF-Core

» Diameter Gateway also accepts a connection from Diameter Connector
In Converged mode of Diameter Gateway,

* All Diameter Applications except Rx are routed to PCRF-Core.
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* For Rx messages, Diameter Gateway queries (asynchronously) Binding Service and
based on the response, it forwards AF requests to either PCRF-Core or SM Service (via.
Diameter Connector).

Configuration

In Helm Charts, you must configure diamgateway.envGatewayMode as converged in
custom-values.yaml file, and the child helm files for Diameter-Gateway, Query-Service, and so
on need to refer to this environment variable. This is mainly for performance considerations so
that Diameter-Gateway and Query Service need not to query Binding service for the binding
information. For more information on diamgateway.envGatewayMode, see Oracle
Communications Cloud Native Core Policy Installation, Upgrade and Fault Recovery Guide.

Depending on the value of the following parameters, binding service or BSF is queried:
e bindingEnable in custom-values.yaml file

e Binding Operation in Oracle Communications Cloud Native Core, Cloud Native
Configuration Console (CNC Console)

Behaviour is as follows:
« When both the configuration variables are set to true, binding service is queried.

*  When the bindingEnable parameter is set to true and the Binding Operation is
configured to false, BSF is queried.

e When the bindingEnable parameter is set to false and the Binding Operation is
configured to true, neither BSF nor binding service is queried.

«  When both the configuration variables are set to false, neither BSF nor binding service is
queried.

Binding Service Truth table when receiving AAR-I

Following truth table is considered by Binding Service for finding the context owner of a
session.

Priority: Priority indicates that attributes if specified in the message is considered as per the
following priority from high to low. For example, IPv6 has higher priority indicates that if IPv6 is
present, then only IPv6 binding is considered and corresponding context-owner information is
returned otherwise next attribute priority is considered.

* IPv6

* IPv4 + APN/DNN+SNSSAI
« IPv4

 IMSI

* MSISDN
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S.No. Message | IPv6 IPv4 APN/ IP GPSI/ SUPI/ Binding
DNN+SN | Domain | MSISDN |IMSI Lookup
SSAI ID Query

1 Gx-CCR |P P P P P P IPv6
I/SM (Present
Associati | in Gx
on CCR-I/N7

Sm
create
message)
AAR - | P P P P
(Present
in Rx
AAR-I
message)

2 Gx- P P P P P P IPv4 +
CCRI/SM APN/
Associati (DNN+SN
on SSAl) +
AAR - | P P P P

Domain
ID

3 Gx- P P P P P P IPv4
CCRI/SM (DNN and
Associati P
on Domain
AAR - | P P P ID won't

be
considere
d)

4 Gx- P P P P P IPv4 +
CCRI/SM APN/
Associati (DNN+SN
on SSAl) +
AAR - | P P P P

Domain
IDIF No
Records
found
(Would
consider
IP
Domain
ID as
BLANK in
Gx
Session)
=> Not in
the scope
of PI-C
(Need to
enhance
DB API
for the
same)
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Binding Service Truth table when receiving AAR-U

Table 3-4 Binding Service Truth table when receiving AAR-U

S.No. Message IPv6/IPVv4 APN/ Session ID Binding
DNN+SNSAAI Lookup Query

AAR-U P P P
AAR-U P P P

Session-ID

IP Address +
APN/
DNN+SNSSAI
(If Rx Session
Id not Found in
Binding DB)

IP Address (If
Rx Session Id
not Found in
Binding DB)

3 AAR-U P P

@ Note

* |IP-CAN-Session Not available message is displayed when there is no suitable
binding found in the binding service.

UNABLE-TO-COMPLY message is displayed when request times out at Diameter
Gateway.

Remote Cleanup of PDU Sessions when PDU Session Exceeds Limiting Number

In the event where the number of SM sessions per DNN exceeds the configured "Max
sessions per DNN" value for a Binding service, Binding service triggers remote or local cleanup
request towards SM service when the number of SM session per DNN exceeds the configured
Max sessions per DNNvalue.

The deletion of stale binding session is controlled by a configurable binding flag. The binding
flag "Max Session Cleanup Mode" can be set to either "Local" or "Remote" value.

» Ifthe flag is set to "Local" PCF does not send terminate notification to SMF and deletes the
session locally.

* Ifthe flag is set to "Remote" PCF initiates terminate notification request toward SMF. PCF
starts a timer to wait for SMF to send delete request to PCF based on Force Del ete On
Expiry of Wit Tiner flag.

— If delete request is received before timer expiry then deletes the session

— If timer expires and delete request is not received PCF deletes the session

The timer value is configured in the PCF SM service Advanced setting page in CNC Console.
Its default value is 30000 millisecond. This is considered only if "Remote" is selected in Binding
service configuration.

On failure of PCF terminate notification request to SMF, PCF deletes the session based on the
"Force delete on Error" flag.
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3.5 Notifier Service

Policy Notifier service is an optional service that allows Policy to send notifications to the
subscribers about their current data usage. This service is independent of deployment mode
and can be enabled in all the supported deployment modes.

As part of subscriber quota management and based on the defined policies, the user is notified
about their current usage at various levels. For example, when a user consumes 80% of the
granted quota, a naotification must be sent to notify the user about its usage. Similarly, when
they reach or exceed the threshold, a notification must be sent informing the user about
reduced quality of service or even suspension of service. With the Notifier service, Policy can
send either HTTP natification or short messages (SMS) using SMPP to subscribers, based on
the policies configured by operators, through an external notification server.

@® Note

In the current release, Policy supports subscriber notification only using HTTP and
SMPP protocols.
This feature is supported only for PCRF-Core call flows.

The following diagram shows how Notifier Service fetches configurations from Config service
and on receiving notification request from PRE, sends out the notification to the subscriber via
external notification server:

Figure 3-4 High Level Notifier Service Diagram
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Call Flow

The following call flow diagram describes the notification call flow for SM service. As seen in
the diagram, SM service sends a request to PRE that runs any given active policy and as a
result triggers notification request to Notifier Service. Then, Notifier service sends a notification
request towards the configured external server. On receiving success response, Notifier
service sends the response to PRE, which in turn sends it to SM service.

Figure 3-5 Notifier Call Flow for SM Service
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PRE Request
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Enable

By default, the Notifier service is disabled. Thus, the user cannot access the configurations
from GUI.

To enable the service, set the following parameter to true at the time of installing or upgrading
Policy:

notifierServi ceEnabl e

For information on how to set the parameter value, see Oracle Communications Cloud Native
Core Policy Installation, Upgrade and Fault Recovery Guide.

Configure

Once the service is enabled, you should be able to see Notifier service menu under the
Service Configurations on CNC Console for Policy.

To allow flexibility, operators can configure an HTTP request message including the
destination, content, and other attributes. The static content of the notification is retrieved from
Policy variables and Policy table.

For information on how to configure Notifier service, see Configuring Notifier Service.

Logs

Policy publishes logs for all Hypertext Transfer Protocol (HTTP) messages sent via Policy
action.
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3.6 NWDAF Agent

Policy integrates with Network Data Analytics Function (NWDAF) service to get analytics
information. NWDAF can provide various analytics data, which PCF can consume and use to
make policy decisions. For more information analytics data, see Oracle Communications
Networks Data Analytics Function User Guide.

® Note

Policy 22.4.0 includes phase one implementation of Policy integration with NWDAF for
testing purposes.

It also queries Network Repository Function (NRF) client for fetching NWDAF information. For
NWDAF, autonomous NRF discovery and static configuration is only supported, on-demand is
not yet supported. For more information on autonomously discovered NF profiles for NWDAF,
see Discovered NF Instances.

A 5G network contains a vast number of devices and sensors generating an enormous amount
of data. The NWDAF Agent allows the Communications Service Providers (CSPs) to efficiently
monitor, manage, automate, and optimize their network operations by the data collected and
analytics generated across the network. It also helps the CSPs in achieving the operational
efficiency and provides an enhanced service experience. Currently, NWDAF Agent supports
slice load level analytics as part of the analytics data that is provided from NWDAF.

The following diagram describes the interaction with NWDAF Agent and Policy:
Figure 3-6 Interaction between Policy and NWDAF Agent

cnPCF
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PCF supports the following 3GPP defined services for NWDAF Agent:

Table 3-5 3GPP defined services for NWDAF Agent

Service Operation | Description Initiated By Resource URI HTTP Method or
Name Custom
Operation
GET Get NWDAF Agent | AM {apiRoot}/oc- GET
Service cnpolicy-
configuration configuration/vl/
services/
nwdafAgent
PUT Update NWDAF AM {apiRoot}/oc- PUT
Agent Service cnpolicy-
configuration configuration/vl/
services/
nwdafAgent
GET Export NWDAF AM {apiRoot}/oc- GET
Agent Service cnpolicy-
configuration configuration/vl/
services/
nwdafAgent/export
POST Import NWDAF AM {apiRoot}/oc- POST
Agent Service cnpolicy-
configuration configuration/vl/
services/
nwdafAgent/import

For information on parameters of the 3GPP defined services for NWDAF Agent , see Oracle
Communications Cloud Native Core, Converged Policy REST API Specification Guide.

Enable

By default, the NWDAF Agent is disabled. Thus, the user cannot access the configurations
from GUI.

To enable the service, set the following parameter to true at the time of installing or upgrading
Policy:

nwdaf Agent Ser vi ceEnabl e

For information on how to set the parameter value, see Oracle Communications Cloud Native
Core Policy Installation, Upgrade and Fault Recovery Guide.

Configure

Once the service is enabled, you should be able to see NWDAF Agent service menu under
the Service Configurations on CNC Console for Policy.

For information on how to configure NWDAF Agent, see Configuring NWDAF Agent.

After the configuration you can use blockly to see the analytics data. For more information, see
"Public Category" section in Oracle Communications Cloud Native Core, Converged Policy
Design Guide.
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3.7 PCRF Core Service

The Policy solution supports the Gx reference point for provisioning and removal of PCC rules
from the PCRF to the PCEF and the transmission of traffic plane events from PCEF to PCRF.

PCRF Core Service supports the following:

e |P-CAN session Establishment, Modification, and Termination Support
e Install, Modify, or Remove Predefined PCC rules

e Install, Modify, or Remove Dynamic PCC rules

*  Gate function

e Charging related information support

e Integration with AF (over Rx)

e Presence Area Reporting (PRA) Support

e Time of the day procedures

e Sponsored data connectivity support

e NSA related enhancements for QoS (Quality of Service)
e UE IPv4, IPv6, and IPv4v6 support

For information about configuring PCRF Core service, see Settings.

Configurations to route messages to OCS or UDR through Diameter Gateway

@® Note

Configurations described in this section are required when PCRF Core uses UDR or
OCS as a datasource.

When CNC Policy is deployed in cnPCRF or converged mode, PCRF Core service does not
connect directly to OCS or UDR. Instead, PCRF Core establishes a connection with Diameter
gateway - the front end for any Diameter traffic, and routing of messages destined for
OCS/UDR has to go through the latter.

To allow PCRF Core to communicate with UDR and OCS through Diameter gateway, perform
the following Diameter peer configurations:

1. Configure the OCS as OCS peer by putting the following values on the Create Peer Node
page:

Table 3-6 Peer Node Configuration

e _______________________________|
Field Name Description

Name Name of the peer node.
Example value: ocs

Type Type of the peer node.
Example value: ocs
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Table 3-6 (Cont.) Peer Node Configuration

|
Field Name Description

Reconnect Limit (sec) The reconnect limit. This value must be
configured as the Diameter peer configuration.
Example value: 10

Initiate Connection Set to true to initiate the connection with peer
node.

Port OCS peer port detail.
Example value: 8007

Host The OCS host IP/FQDN.

Realm The realm detail of the OCS peer.

Example value: or acl e. com

Identity The identity detail of the OCS peer.
Example value: ocs

For more information, see Peer Nodes.

2. Configure the DataSource by providing the following values on Create Data Source page:

Table 3-7 Data Source Configuration

|
Field Name Description

Name Data source nhame.
Example value: ocs

Description Details about the data source.
Type Data source type.
Example value: Sy
admin state Enable this switch.
Realm The realm detail of the data source.
Role Role of the data source.
Example value: Pri mary
Timer Profile Timer profile for the data source.
Primary Server The primary data source server details.

For Primary data source server, enter the

following values:

e Identity: Primary server identity.
Example value: oc- di am gat eway

e Addr: Load balancer IP of Diameter
gateway.

e Port: Port detail.

For more information, see Data Sources.

3. Configure the static routing table, using the configurations given in the following table:

Table 3-8 Diameter Route Table Configuration

|
Field Name Description

Priority Set the priority value.
Example value: 1
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Table 3-8 (Cont.) Diameter Route Table Configuration
|

Field Name Description
Name Name of the route.
Example value: ocsr out e
Type Route type
Example value: Real m
Realms The realm detail of the route.
Example value: or acl e. com
Application ID Example value: Sy
Server ldentifier The value of this field is reference of Diameter

peer configuration name.
Example value: ocs

For more information, see Routing Table.

3.8 Policy Data Source (PDS) Service

Policy Data Source (PDS) Service

Policy Data Source Service (PDS) is an intermediate layer which interfaces Core Services
(SM/AM/UE/PCRF-Core) with the protocol specific connector layers (UDR/CHF/LDAP
Connectors). PDS also holds the subscriber information in its database when a new session
gets established for a given subscriber and cleans-up the information when the last session
termination happens. PDS is also responsible for storing the Subscriber State Variables except
session level in its database and provides these variable information across multiple core
services which requests the information.

You could define the workflows for PDS and the workflow would define the flow of request
processing. This workflow is internal to the PDS project and should consult with engineering
team for any update.

The following figure depicts the PDS architecture:

&
—+ T

LDAP
Connector

UDR

Connector
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For configuring PDS service, see PDS Settings.

® Note

Currently, PDS supports SUPI/GPSI as the search key. It does not support NAI as the
search key.

UDR Connector- UDR Connector is a protocol specific layer which converts the request send
by PDS to nUDR specific format and forwards to real UDR for subscription information. It also
provides an ability to subscribe for profile change at UDR.

CHF Connector — CHF Connector is a protocol specific layer which converts the request send
by PDS to nCHF specific format and forwards to actual CHF for fetching PolicyCounter
Information. As per the standards, it automatically subscribes for profile change at CHF.

For configuring the UDR or CHF connector, see PCF User Connector.

3.9 Session Management Service

Oracle Communications Policy Control Function (PCF) implements policy control for session
management for service data flows. PCF implements the N7 interface to trigger the Session
Management (SM) policies towards Session Management Function (SMF). SMF controls the
User Plane Function (UPF) . It translates policies received from PCF to a set of directives or
information that can be understood by UPF and then forwards it to the UPF.

The following figure illustrates the communication between PCF and SMF over the N7
interface.

Figure 3-7 Communication between PCF and SMF over N7

PCF SMF

N7

Session Management Service supports the following:

« Enforcement control of policy decisions related to QoS, charging, gating, service flow
detection, packet routing and forwarding, and traffic usage reporting.

« Enforcement of QoS, charging, gating, service flow detection, packet routing and
forwarding, and traffic accounting and reporting policy decisions can be distributed among
the UPF, Radio Access Network (RAN), and User Equipment (UE) depending on the policy
type.

e Support for UE IPv4, IPv6, and IPv4v6

Oracle Communications PCF supports the following 3GPP defined services for Session
Management:
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UpdateNotify

delete the PCC
rule(s) PDU
session related
policy context at
the SMF and
Policy Control
Request Trigger
information

Service Operation Description Initiated By Resource URI HTTP Method
Name
Npcf_SMPolicyControl_ | Request to create | SMF {apiRoot}/npcf- POST
Create an SM Policy smpolicycontrol/vl/
Assaociation with sm-policies
the PCF to
receive the policy
for a PDU session
Npcf_SMPolicyControl_ | Request to delete | SMF {apiRoot}/npcf- POST
Delete the SM Policy smpolicycontrol/vl/
Association and sm-policies/
the associated {smPolicyld}/delete
resources
Npcf_SMPolicyControl_ | Request to update | SMF {apiRoot}/npcf- POST
Update the SM Policy smpolicycontrol/vl/
association with sm-policies/
the PCF to {smPolicyld}/
receive the update
updated policy
when Policy
Control Request
Trigger condition
is met
Npcf_SMPaolicyControl_ | Update and/or PCF {Notification URI}/ | POST

update

{Notification URI}/
terminate

For configuring PCF Session Management service, see PCF Session Management.

3.10 UE Policy Service

Policy implements PCF UE Policy service to provision the UE policies, determined by PCF, to
UE through AMF over the N15 interface.

The following figure describes the communication between PCF and AMF over the N15

interface:
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Figure 3-8 PCF-AMF communication

N15

AMF

PCF UE Policy service performs the following functions:

* Transfering UE Route Selection Policies (URSP) rules to UE

Chapter 3
UE Policy Service

« Establishing the UE Policy Association requested by the NF service consumer

* Deleting the UE Policy Association requested by the NF service consumer

* Defining and delivering URSP message to UE via AMF using N1N2 message

Policy supports the following 3GPP defined service operations for the PCF UE Policy service:

Table 3-10 PCF UE Policy Services

pdateNotify

consumer about
the update made
to policy control
request trigger(s)
by PCF

Service Operation Description Initiated By | Resource URI HTTP Method
Name
Npcf_UEPolicyControl_C | Creates a UE AMF {apiRoot}/npcf-ue- | POST
reate Policy Association policy-control/vl/
policies/

Npcf_UEPolicyControl_U | Provides means | AMF {apiRoot}/npcf-ue- | POST
pdate for the NF policy-control/vl/

consumer, that is, policies/{polAssold}

AMF to update an

existing UE Policy

association.

AMF invokes

this procedure

only if PCF has

subscribed to

location change

trigger.
Npcf_UEPolicyControl_U | Notifies NF PCF {Notification URI} | POST
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Table 3-10 (Cont.) PCF UE Policy Services
|
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Service Operation Description Initiated By Resource URI HTTP Method
Name

Npcf_UEPolicyControl_D | Provides means | AMF {apiRoot}/npcf-ue- | DELETE

elete for the NF policy-control/vl/

consumer to policies/{polAssold}

delete the UE

Policy Association

N1N2MessageSubscribe | Creates a AMF {apiRoot}/namf- POST
subscription for comm/

N1 Message <apiVersion>/ue-

Transfer contexts/
{ueContextld}/n1-
n2-messages/
subscriptions

N1N2MessageUnSubscr | Deletes an AMF {apiRoot}/namf- DELETE
ibe existing comm/

subscription for <apiVersion>/ue-

N1 Message contexts/

Transfer {ueContextld}/n1-
n2-messages/
subscriptions/
{subscriptionld}

N1N2MessageTransfer | Transfers an N1 PCF {apiRoot}/namf- POST
message (NAS comm/

message) to be <apiVersion>/ue-

delivered to the contexts/

UE {ueContextld}/n1-
n2-messages

N1N2MessageNotify Indicates status of | AMF {apiRoot}/v1/ue- POST
an N1N2 contexts/

Message Transfer {ueContextld}/n1-
n2-messages/notify

N1N2MessageFailureNo | Indicates that AMF {apiRoot}/v1/ue- POST
tify N1N2 message contexts/

has failed to {ueContextld}/n1-

deliver to UE n2-messages/

txfailure-notify

For information on how to configure PCF UE Policy, see PCF UE Policy Service.

3.10.1 UE Policy Enhancements

UE Service in PCF is responsible for handling the User Equipment (UE) related procedures as
described in 3GPP TS 29.525. This primarily includes delivery of UE Route Selection Policy
(URSP) rules to the UE. URSP rules can either be locally configured at PCF or can be
provided by the UE Route Selection Policy (URSP). The current implementation of PCF only
supports local configuration of URSP rules, however UDR may send the UPSI codes to
indicate to PCF which rules to deliver. PCF delivers URSP rules to UE via AMF on the N15
interface. PCF consumes the Namf-comm service provided (produced) by AMF on the N15

Namf interface.
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AMF Selection for Namf-comm Subscription

Policy discovers the producer AMFs from NRF either using GUAMI or using the AMF Set ID
and the AMF Region ID.

You can set the AMF Discovery criteria using CNC console.

1.
2.
3.

Log in to CNC Console as an Administrator.

Navigate to PCF UE Policy page under Policy.

Under AMF section, set the value of AMF Discovery criteria to either GUAMI or SetID
and RegionlID.

By default, the value of AMF Discovery criteria parameter is set to GUAMI.

With this default configuration, Policy sends GUAMI to NRF to receive the list of AMF
profiles. From the list of AMF profiles received from NRF, Policy selects one of the
AMFs as the producer AMF.

If the value of AMF Discovery criteria parameter is set to SetlD and RegionID, Policy
extracts the AMF SetID and AMF RegionID from GUAMI and uses these IDs to
discover the producer AMF as explained below.

@® Note

GUAMI is the default configuration for all existing deployments. With this default
configuration, the upgrade support for existing customers will also be acheived and
any new UEPolicyAssociation Request will not impact the existing behavior of AMF
discovery based on GUAMI.

Figure 3-9 Selecting Producer AMF using AMF SetlD and AMF Region ID

AMF PCF NRF AMF

1.
2.

]----4
--=---

UEPuolicyAssociation

Y

Discoverhflnstances

[ami-get-id, amf—region-id]r

ListCfAMFProfiles

N1N2ZMessageSubscribe

(Profile Matching GUAMI)

N1M2MessageResponse
T ATmmmmmmmmmmmmmm s s s m o - - oo I e e e

Policy receives UEPolicyAssociationRequest from Consumer AMF.

If AMF Discovery criteria is set to SetlD and RegionlID, Policy parses the GUAMI to fetch

the AMF Set | Dand AMF Regi onl D.
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Figure 3-10 Parsing GUAMI

AMF Region ID AMF Pointer
(2 bit) {10 bit) (6 bit)
Sample GUAMI:
"guam ": {
"plmld": {
"mce": "450",
“mc": "05"
¥

"anfld": "010041"

In the above example, Policy extracts the following details from GUAMI:
anfid=010041

AVF Regi onl D (first 8 bits): 01

AMF Set | D (next 10 bits): 001

3. Policy includes the extracted AMF SetlD and AMF RegionID in a query parameter (anf -
set-id, anf-region-id)and queries the NrfClientConnector through NRF discovery
URI/ nnrf-disc/vl/ nf-instances.

4. Policy receives a list of AMF Profiles as a response from NRF.

5. Policy selects the target AMF from the list of AMF Profiles by matching GUAMI received in
UEPolicyAssociationRequest with the GUAMI(s) present in the list of AMFProfiles returned
from NRF.

a. If the above match results in a single AMF instance, Policy uses that AMF for the
Subscription Request required for UE Policy Transfer.

b. If there is no match, Policy applies the filter for Priority/Capacity Load to all the
GUAMI's received in AMFProfile to identify the relevant AMF.

c. If there are more than one AMF profiles, Policy applies the filter for Priority/Capacity
Load to select the relevant AMF.

6. Policy sends a N1IN2MessageSubscribe to the selected producer AMF and receives a
response.

7. Policy responds the consumer AMF with a 201 message.
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UE Policy Delivery Rules

The following rules are defined in 3GPP TS 29.525 with respect to UE Policy (URSP) delivery:

e The PCF shall only send "MANAGE UE POLICY COMMAND" messages below a
predefined size limit.

e The PCF may deliver the UE policy to the UE in several "MANAGE UE POLICY
COMMAND" messages.

The UE policy is divided into policy sections for fragmented delivery and subsequent partial
updates of UE policies. Such policy sections may be predefined in the PCF, may be retrieved
by the PCF from the UDR as specified in 3GPP TS 29.519, or maybe dynamically generated
by the PCF, but shall comply with the rules below. If the predefined size limit is observed, the
PCF may combine several policy sections into one "MANAGE UE POLICY COMMAND"
message.

The following rules apply for policy sections:
e The size must be below the predefined size limit.
e The policy section must contain complete URSP rule(s), and no fractions of such rules.

e The policy section may contain a small number of policies, for example, URSP rule(s), to
ease a subsequent partial update of UE policies.

* Asingle PLMN should provide the entire content of a policy section.

Each UE policy section is identified by a UE policy section identifier (UPSI). The UPSI is
composed of two parts:

1. The PLMN ID part containing the PLMN ID for the PLMN of the PCF which provides the
UE policies.

2. An UE policy section code (UPSC) containing a unique value within the PLMN selected by
the PCF.

Fragmented URSP Delivery

The PCF may deliver the UE policy to the UE in several "MANAGE UE POLICY COMMAND"
messages.

After sending a "MANAGE UE POLICY COMMAND" message, the PCF shall wait for a related
confirmation in a "MANAGE UE POLICY COMPLETE" message or failure indication in a
"MANAGE UE POLICY COMMAND REJECT" message. When no such message is received
until the expiry of a supervision timer specified in Annexure D of 3GPP TS 24.501, or when a
failure indication is received, the PCF should resend related instructions for the policy sections.

When UE Policy is installed with fragmentation, policy table do not support URSPs installation.
Policy supports this feature implementation, by providing URSP data type and URSP List data
type as column in the policy table. On the Policy Console, this column data types is added in
the Create Policy Table page. Two Blocklys namely, URSP List data type and URSP data type
is used by the create Policy table blocks.

For detailed information about configuring the policy blocks for UE Policy service type, see
Oracle Communication Cloud Native Core, Converged Policy Design Guide.

Manage UE Policy Command Reject

In case of PCF receiving "MANAGE UE POLICY COMMAND REJECT", policy tries to re-
transmit the N1N2Message for all the rejected UPSIs only. PCF will decode UE Policy Manage
Command Reject and will resend the UPSIs as part of UE Policy Manage Command which
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were rejected by UE. This is done by setting the label On UE Pol i cy Command Rej ect to Re-
Transmit Rejected UPSIs value from the drop down list in the CNC Console.

@® Note

AMF notifying REJECT messages to PCF-UE with encoded rejected UPSIs should
adhere to specification specified under Annexure D of 3GPP TS 24.501.

PCF handles the following NIN2Message transfer failures:
¢ On T 3501 Timer Expiry
e On Transaction Failure Notification

*  On UE Policy Command Reject

Using CNC Console N1 Message Retransmi ssion Settings group in PCF UE Policy page,
the user can configure the UEPolicy nmaxi num nunber of retransm ssions and the actions to
be taken to handle each failures separately.

For UE Policy configurations on CNC Console, see PCF UE Policy Service

Support of policy evaluation on AMF Notification on N1Notify and N1N2NotifyFailure

Currently, PCF does not evaluate Policies after N1 message notify or NIN2Transfer failure
notification flow in PCF UE service. Thus PCF does not allow the user to take action
dynamically and allows only static action such as retransmit, skip the fragment, or ignore.

This feature enables the PCF user to write policies using Policy blockly. PCF evaluates the
policies and takes actions after receiving N1Message Notify messages with MANAGE UE
POLICY COMPLETE or MANAGE UE POLICY COMMAND REJECT messages from AMF ,
when UPSI's are installed. PCF UE service decodes the N1 Notify message that it receives
from AMF during the rejection of URSP's by UE.

The subscription and transfer process are managed by the retry mechanism. In the notification
flow, when the UE service receives a naotification from AMF (N1MessageNotification), PRE is
included both in the event of success or failure, allowing for subsequent installation attempts.

e Incase of MANAGE UE POLI CY COVPLETE message, PCF UE does not send the list of
rejected UPSIs or URSPs since the transaction was completed successfully.

e In case of MANAGE UE POLI CY COVWWAND REJECT message, PCF UE sends the list of rejected
UPSIs and URSPs to the PRE so that policy evaluation can be done using this information.

* In case of NLIN2MessageTr ansf er Fai | ur e message, PCF UE does not send the list of
rejected UPSIs or URSPs as this is the a HTTP error with AMF and there is no information
about rejected UPSIs or URSPS. PCF UE sends the cause of the failure to PRE.

@® Note

The blockly Policy created by considering the course of action that needs to be taken
in the event of an error, supersedes any configurations set in N1 Message
Ret ransni ssion Settings of the PCF UE Pol i cy page in CNC Console.
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Figure 3-11 UE and PRE interaction
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The policy writer can check if the message is "MANAGE UE POLICY COMPLETE" and then
take actions like:

e Write successfully the installed UPSI as a string value in VSA and update it to UDR.

« Define remote state variables, set values to variables and write in VSA and update it to
UDR.

e Write successfully the installed UPSIs and UEPolicySection in UDR using the 3GPP
Attributes-Non Fragmented or Fragmented (at message level).

The policy writer can check if the message is "MANAGE UE POLICY COMMAND REJECT"
and then take actions like:

e — Write successfully the installed UPSI as a string value in VSA and update it to UDR.

—  Write successfully the installed UPSIs and UEPolicySection in UDR using the 3GPP
Attributes.

— Retransmit the failed UPSIs or new UPSIs, based on conditions like PLMN, SUPI, the
failed UPSiIs.

—  Skip the retransmit of UPSIs, based on conditions like PLMN, SUPI, the failed UPSIs.

— Abort the transaction of transferring the UEPolicy in NIN2Message based on
conditions like PLMN, SUPI, the failed UPSIs.

— Define remote variables other than UPSI, set values to variables and write in VSA and
update it to UDR.

Deletion of URSP Rules

UE service allows deletion of URSP rule(s) in subsequent call flows that were previously sent
over NIN2 NAS message delivery. The UPSI containers are updated and resent with the same
UE Policy Section Code (UPSC) code and PLMN ID. An UPSI if being retransmitted because
of URSP deletion will not further fragment the remaining URSPs within that UPSI as there is
change in the size of the UPSI. The UPSI container honors the precedence of URSP rules
while delivering in multiple fragments.
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@® Note

The operator can perform Install and Remove URSP rules in the same policy
execution cycle.

Managing UE Policy Enhancements
This section explains the procedure to enable and configure the feature.
Enable

This forms Policy applications core feature functionality. You do not need to enable or disable
this feature.

Configure Using CNC Console

Perform the feature configurations in CNC Console as described in PCF UE Policy Service
section.

Configure Using REST API

Perform the feature configurations as described in "UE Policy" section in Oracle
Communications Cloud Native Core, Converged Policy REST Specification Document

Configure Using Blockly

PCF UE services blockly's are described "UE Policy Blocks" section in Oracle Communications
Cloud Native Core, Converged Policy Design Guide.

Observability
Metrics:

Policy provides UE Policy metrics as described in UE Service Metrics section.

Maintain
If you encounter alerts at system or application levels, see Alerts section for resolution steps.

In case the alerts still persist, perform the following:

e Collect the logs: For more information on how to collect logs, see Oracle Communications
Cloud Native Core, Converged Policy Troubleshooting Guide.

* Raise a service request: See My Oracle Support for more information on how to raise a
service request.

3.11 Usage Monitoring Service

Policy Usage Monitoring is an internal service that interacts with Policy PRE service to get
usage monitoring related Policy decisions and sends natifications to the subscribers about their
current data usage. This service is independent of deployment mode and can be enabled in all
the supported deployment modes.

With the introduction of Usage Monitoring service, Policy can control usage monitoring support
for a PDU Session. Usage is defined as either volume or time of user plane traffic.

Policy receives usage monitoring related information per APN and UE from the UDR, i.e. the
overall amount of allowed resources (based either on traffic volume and/or traffic time) that are
to be monitored for the sessions of a user, together with the corresponding remaining allowed
usage related information. In addition, usage monitoring related information for Monitoring
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key(s) per APN and UE may also be received from the UDR, together with the corresponding
remaining allowed usage related information. For the purpose of usage monitoring control
Policy requests the Usage report trigger and provides the necessary usage threshold(s), either
volume threshold, time threshold, or both volume threshold and time threshold, upon which the
PGW reports to Policy. Policy may request a usage report from the PGW.

Once Policy receives a usage report from the PGW, it deducts the value of the usage report
from the remaining allowed usage for that APN.

Enable
By default, the Usage Monitoring service is disabled.
To enable the service, set the following parameter to true at the time of installing or upgrading

Policy:

usageMonEnabl e

For information on how to set the parameter value, see Oracle Communications Cloud Native
Core, Converged Policy Installation, Upgrade, and Fault Recovery Guide.

® Note

To enable Usage Monitoring for PCRF, the deployment must have a 5G UDR as user
data for Usage Monitoring is read from 5G UDR only.

Configure

Once the service is enabled, you can configure the Usage Monitoring service under the
Service Configurations on CNC Console for Policy.

For information on how to configure Usage Monitoring service, see Configuring Usage
Monitoring.
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Policy Features

These section explains Oracle Communications Cloud Native Core, Converged Policy
features.

@® Note

The performance and capacity of the Policy system may vary based on the Call
model, Feature/Interface configuration, underlying CNE, and hardware environment,
including but not limited to the complexity of deployed policies, policy table size, object
expression and custom json usage in Policy design.

4.1 Message Feed for SBI Monitoring

In order to enable correlation of the internal and external (request/response) messages for all
the transactions initiated by the producer and consumer NFs, Policy supports copying the
messages at Ingress and Egress Gateways.

This feature allows NFs using Ingress and Egress Gateways to report every incoming and
outgoing message to Oracle Communications Network Analytics Data Director (OCNADD)
monitoring system.

That is, OCNADD is a message store to keep a copy of each request and response processed
through Ingress and Egress Gateways.

The insights on these messages enable NFs to integrate with external 5G SBI monitoring
system for:

e Call Tracing / Tracking
e Live debugging
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Architecture

Figure 4-1 Policy Message Feed Architeture
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OCNADD is a Network Data Broker part of the Network Analytics suite of products. OCNADD
receives network data traffic information from various sources such as 5G NFs and Non-5G
Nodes and sends the data securely to subscribed consumer (3rd Party tools) after applying its
powerful and configurable filtering, replication, and aggregation rule corresponding to
subscribed consumers. For more information on OCNADD, see Oracle Communications
Network Analytics Data Director User Guide.

5G NF Kafka Producer is used as the source to send the data stream towards OCNADD. The
5G NFs use integrated Kafka producer services to stream the 5G South Bound Interface (SBI)
messages along with metadata added by NFs to OCNADD.

Managing Message Feed for SBI Monitoring
Enable

Message feed feature can be enabled using Helm parameters either at the time of Policy
installation or during the software upgrade.

i ngress- gat eway. message- copy. enabl ed parameter is used to enable copying messages
passing through Ingress Gateway.
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egress- gat eway. message- copy. enabl ed parameter is used to enable copying messages
passing through Egress Gateway.

For more information, see Configuring Ingress Gateway, Configuring Egress Gateway, and
Configuring Kafka for NF Message Feed sections in Oracle Communications Cloud Native
Core, Converged Policy, Upgrade, and Fault Recovery Guide.

Configure

Message feed feature can be configured using Helm parameters either at the time of Policy
installation or during the software upgrade.

For more information, see Configuring Ingress Gateway, Configuring Egress Gateway, and
Configuring Kafka for NF Message Feed sections in Oracle Communications Cloud Native
Core, Converged Policy, Upgrade, and Fault Recovery Guide.

SASL_SSL Configuration for Policy Message Copy
As there is no certificate-based client authentication required, a trustStore is created at Policy.

Policy contains placeholders to accept caroot certificates, which are then translated into
trustStore using Gateway init-containers.

Policy uses native SSL functionality provided by Gateway services. SSL service block gets
activated or used, when enablelncomingHttps is set to t r ue. The same configuration is used
for message copy SSL configuration too.

To configure only Policy-DD SSL communication without native SSL functionality, configure
caBundle and trustStorePassword sections with appropriate secret configurations.

To use both native SSL functionality and Policy-DD SSL communication, add the caRoot
certificate of Kafka broker to the existing caRoot certificate by appending Kafka broker ca
certificate after the existing certificate.

1. Generate SSL certificates.

@® Note

Creation process for private keys, certificates and passwords is based on
discretion of user or operator.

2. Before copying the certificates to the secret, add the DD Root certificates contents into the
CA certificate(caroot.cer) generated for NRF.

@® Note

Make sure to add 8 hyphens "-" between 2 certificates.

----- BEG N CERTI FI CATE- - - - -
<existing caroot-certificate content>
----- END CERTI FI CATE- - - - -

----- BEG N CERTI FI CATE- - - - -
<DD caroot-certificate content>
----- END CERTI FI CATE- - - - -

3. Create a secret for authentication with DD.

Cloud Native Core, Converged Policy User Guide

F83322-12

November 18, 2025

Copyright © 2019, 2025, Oracle and/or its affiliates. Page 3 of 465



ORACLE

Chapter 4
Message Feed for SBI Monitoring

To create a secret store the password in a text file and use the same file to create a new
secret.

kubect| create secret generic ocingress-secret --from

file=ssl _ecdsa private key.pem--fromfile=rsa private_key pkcsl.pem --
fromfile=ssl truststore.txt --fromfile=ssl_keystore.txt --from
file=caroot.cer --fromfile=ssl rsa certificate.crt --from
file=ssl _ecdsa certificate.crt --fromfile=sasl.txt -n <nanespace>

kubect| create secret generic ocegress-secret --from

file=ssl _ecdsa private key.pem--fromfile=ssl rsa private key.pem--from
file=ssl truststore.txt --fromfile=ssl_keystore.txt --from

file=ssl _cabundle.crt --fromfile=ssl rsa certificate.crt --from
file=ssl _ecdsa certificate.crt --fromfile=sasl.txt -n <nanespace>

Provide appropriate values for the SSL section.
SSL configuration:

service
ssl

pri vat eKey
k8Secr et Name: ocegress-secret
k8NaneSpace: pcf
rsa:
fileName: rsa_private_key pkcsl. pem
ecdsa:
fileName: ssl_ecdsa_private_key. pem

certificate
k8Secret Name: ocegress-secret
k8NaneSpace: pcf
rsa:
fileName: tnp.cer
ecdsa:
fileName: ssl _ecdsa_certificate.crt

caBundl e:
k8Secret Name: ocegress-secret
k8NaneSpace: pcf
fileNane: caroot. cer

keySt or ePasswor d:
k8Secret Name: ocegress-secret
k8NaneSpace: pcf
fileName: key.txt

trust St or ePasswor d:
k8Secret Name: ocegress-secret
k8NaneSpace: pcf
fileName: trust.txt

initial Algorithm RS256
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5. Configure the message copy feature.

messageCopy:
enabl ed: true
copyPayl oad: true
t opi cName: PCF
ackRequired: false
retryOnFailure: 0
security:
enabl ed: true
protocol : SASL_SSL
tIsVersion: TLSv1.2
sasl Confi guration:
user Name: ocnadd
passwor d:
k8Secr et Name: ocegress-secret
k8NaneSpace: pcf
fileNane: sasl.txt

6. Make sure to configure the correct SASL_SSL port in kaf ka. boot st r apAddr ess attribute.
To get the correct value of this, refer to DD Kafka's Values.yaml file.

Observability
Metrics

The following metrics are used to count the ingress and egress messages at the gateways:
e oc_ingressgateway_msgcopy_requests_total

e Oc_ingressgateway_msgcopy_responses_total

e 0C_egressgateway_msgcopy_requests_total

*  0C_egressgateway_msgcopy_responses_total

For more information, see:

¢ Ingress Gateway Metrics

 Egress Gateway Metrics

Alerts

The following alerts are raised when OCNADD is not reachable:
e INGRESS_GATEWAY_DD_UNREACHABLE_MAJOR

e EGRESS_GATEWAY_DD_UNREACHABLE_MAJOR

For more information, see

*  INGRESS_GATEWAY_DD_UNREACHABLE MAJOR

« EGRESS_GATEWAY_DD_UNREACHABLE_MAJOR

4.2 Traffic Segregation

This feature provides end-to-end traffic segregation to Policy based on traffic types. Within a
Kubernetes cluster, traffic segregation can divide applications or workloads into distinct
sections such as OAM, SBI, Kubernetes control traffic, etc. The Multus CNI container network
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interface (CNI) plugin for Kubernetes enables attaching multiple network interfaces to pods to
help segregate traffic from each Policy microservice.

This feature addresses the challenge of logically separating IP traffic of different profiles, which
are typically handled through a single network (Kubernetes overlay). The new functionality
ensures that critical networks are not cross-connected or sharing the same routes, thereby
preventing network congestion.

With traffic segregation, operators can segregate traffic to external feeds and applications more
effectively. Previously, all external traffic was routed through the same external network, but
now, egress traffic from the Policy pods can be directed through non-default networks to third-
party applications. This separation is achieved by leveraging cloud-native infrastructure and
the load balancing algorithms in CNE.

The feature supports the configuration of separate networks, Network Attachment Definitions
(NADSs), and the Cloud Native Load Balancer (CNLB). These configurations are crucial for
enabling cloud native load balancing, facilitating ingress-egress traffic separation, and
optimizing load distribution within Policy.

Prerequisites

The CNLB feature is only available in Policy if CNE is installed with CNLB and Multus.

Cloud Native Load Balancer (CNLB)

CNE provides Cloud Native Load Balancer (CNLB) for managing the ingress and egress
network as an alternate to the existing LBVM, Ib-controller, and egress-controller solutions. You
can enable or disable this feature only during a fresh CNE installation. When this feature is
enabled, CNE automatically uses CNLB to control ingress traffic. To manage the egress traffic,
you must preconfigure the egress network details in the cnl b. i ni file before installing CNE.

® Note
CNLB is supported only for IPv4 stack.

For more information about enabling and configuring CNLB, see Oracle Communications
Cloud Native Core, Cloud Native Environment User Guide, and Oracle Communications Cloud
Native Core, Cloud Native Environment Installation, Upgrade, and Fault Recovery Guide.

Network Attachment Definitions for CNLB

A Network Attachment Definition (NAD) is a resource used to set up a network attachment, in
this case, a secondary network interface to a pod. Policy supports two types of CNLB NADs:

1. Ingress Network Attachment Definitions
Ingress NADs are used to handle inbound traffic only. This traffic enters the CNLB
application through an external interface service IP address and is routed internally using
interfaces within CNLB networks.

* Naming Convention:nf - <servi ce_net wor k_nane>-i nt

2. Egress Only Network Attachment Definitions
Egress Only NADs enable outbound traffic only. An NF pod can initiate traffic and route it
through a CNLB application, translating the source IP address to an external egress IP
address. An egress NAD contains network information to create interfaces for NF pods and
routes to external subnets.
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* Requirements: Destination (egress) subnet addresses are known beforehand and
defined under the cnl b. i ni file's egress_dest variable to generate NADs.

* Naming Convention:nf - <servi ce_net wor k_name>- egr

3. Ingress/Egress Network Attachment Definitions
Ingress/Egress Network Attachment Definitions enable inbound/outbound traffic. An NF
pod can initiate traffic and route it through a CNLB app, translating source IP address to an
external egress IP address (defined under cnlb.ini file egress_addr variable). An Ingress/
Egress Network Attachment Definition contains network information to create interfaces for
NF pods and routes to external subnets. Even though an Ingress/Egress Network
Attachment Definition enables outbound traffic, it also handles inbound traffic, so if
inbound/outbound traffic is needed an Ingress/Egress Network Attachment Definition
should be used.

* Requirements: Source (ingress) and destination (egress) subnet addresses are
known beforehand and defined under cnlb.ini file egress_dest variable to generate
Network Attachment Definitions.

* Naming Convention:nf - <servi ce_net work_name>-i e
Managing Ingress and Egress Traffic Segregation

Enable:

This feature is disabled by default. To enable this feature, you must configure the network
attachment annotations in the custom values file.

Configuration

For more information about Traffic Segregation configuration, see " Configuring Traffic
Segregation” section in Oracle Communications Cloud Native Core, Converged Policy
Installation, Upgrade, and Fault Recovery Guide..

Observe

There are no Metrics, KPIs, or Alerts available for this feature.

Maintain

To resolve any alerts at the system or application level, see Alerts section. If the alerts persist,
perform the following:

1. Collect the logs: For more information on how to collect logs, see Oracle Communications
Cloud Native Core, Converged Policy Troubleshooting Guide.

2. Raise a service request: See My Oracle Support for more information on how to raise a
service request.

4.3 Support for Prevention of Requests Accumulation at
Undertow Worker Queue

Prevention of Requests Accumulation at Undertow Worker Queue

The Congestion Control feature helps in pod protection during congestion state by rejecting the
incoming requests based on their discard and request priorities. The request rejection are done
by XNIO task threads. But during traffic bursts it is possible that XNIO task threads may get
blocked. Due to this the rejection of requests because of pod congestion feature may not work
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resulting in requests accumulation in undertow worker queue. Since the undertow worker
gueue is unbounded and the lot of requests have accumulated in its queue the pod may crash
or restart due to out of memory issue.

The Undertow Queue Request Limiter functionality helps to handle this issue. The queue
request limiter checks the undertow worker queue size, and if this size is greater than or equal
to maximum acceptable size it starts rejecting the requests based on the configured discard
priority and message priority. If the message priority is less than discard priority then that
request is accepted,if not it will be rejected.

Currently this functionality is supported in SM, PDS, Binding, and Bulwark services. By default,
this functionality is disabled for all of these services. The Users can enable this functionality,
and also can customize the maxAccept Request Count size and di scardPriority by adding the
following parameters in custom val ues. yanl file for SM, PDS, Binding and Bulwark Services.
Here is a sample Helm Configuration for PDS service:

pol i cyds:
server H t pEnabl eBl ocki ngReadTi neout: true
undert ow.
queueRequest Lim ter:
enable: true
discardPriority: 0
maxAccept Request Count: 5000

@® Note

On enabling Undertow queueRequest Li mi t er, the requests are rejected without even
passing to the Undertow worker queue and hence no application logic will be
executed.

Managing Prevention of Requests Accumulation at Undertow Worker Queue
Enable

By default, this feature is disabled for the supported Policy services. You can enable this
feature using helm parameters in custom val ues. yam file.

For more information on Helm parameters, see "Configurations Parameters for Undertow
Server Queue” section in Oracle Communications Cloud Native Core, Converged Policy
Installation, Upgrade and Fault Recovery Guide.

Observability
Metrics:

The following metrics are used to provide information about this feature:
e occnp_undertow queue_limter_reject_request_total
e occnp_undertow queue_limter_accept _request _total

e occnp_undertow queue_request limter_active threads_count

For information about the metrics, see Undertow Server Metrics.
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4.4 Concurrency Handling at Bulwark Service to Reduce
Processing Latency of Service

Policy supports the Bulwark service to handle the concurrent requests coming from other
Policy services. Bulwark Service provides lock and unlock mechanism over a key (such as
SUPI or GPSI) and allows only one notification at a time to proceed. For more information on
handling concurrent requests, see Support for Concurrency Handling using Bulwark Service in

Policy
Concurrency handling of different service requests for the same key at SM service or PDS

(Policy microservices) has high latency in acquiring lock from Bulwark service, on reattempt, if
lock was not acquired in the first attempt.

That is, when SM service or PDS sends a lock acquision request to Bulwark service and
Bulwark service fails to acquire the lock within the | ockWai t Ti meout timer, SM service or PDS
will have to wait until the CONCURRENCY. LOCK_REQUEST RETRY_BACKOFF expires to resend a lock
acquision request to Bulwark service again.

@ Note

CONCURRENCY. LOCK_REQUEST_RETRY_BACKCFF is an advanced settings key defined at
SM service or PDS that indicates the amount of time after which the SM service or
PDS can retry to gain the lock, incase the lock acquisition request fails.

SM service or PDS can fail to acquire the lock due to the following reasons:

« Fail to deliver lock request (for reasons due to transport issues, sidecar congestion, or
bulwark pods restart).

e Lock is already acquired/busy.

SM service or PDS reattempts to acquire lock after

CONCURRENCY. LOCK_REQUEST_RETRY_BACKOFF timer expires. SM service or PDS is not aware if
the lock is available or if the lock that is released during this time and is available can be
gained within the CONCURRENCY. LOCK_REQUEST_RETRY_BACKOFF timer expiry duration. This adds
to the latency of processing concurrent requests.

® Note

Currently, this feature is implemented only for SM service and PDS.

Policy reduces the latency in processing different concurrent service requests at SM service or
PDS (Policy microservices) by acquiring the lock for the service request when available earlier
than the CONCURRENCY. LOCK_REQUEST _RETRY_BACKOFF timer, instead of waiting for
CONCURRENCY. LOCK_REQUEST_RETRY_BACKCFF timer to expire, if lock acquisition had failed
previously.

Latency caused by CONCURRENCY. LOCK_REQUEST RETRY_BACKOFF timer is addressed by using
Long polling mechanism.
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With this mechanism, SM service or PDS request lock from Bulwark service and wait for
| ockWai t Ti meout or Request Ti meout period, for Bulwark service to respond. If Bulwark service
is able to acquire a lock, it responds with acquired lock.

If Bulwark service cannot acquire lock, it uses the Long polling functionality to retry to acquire
the lock for the given key (SUPI/GPSI). It starts polling to know when the exiting lock is
released. For this purpose, Bulwark service creates a polling task and starts polling to know
when the existing lock is released. Whenever an existing lock is released, it tries to acquire the
lock for the same key.

If the lock acquisition is successful, it informs SM service or PDS with the acquired lock
information, if | ock\i t Ti meout has not expired.

If the acquire lock request fails again, Bulwark service creates a new polling task and retries to
acquire the lock within the | ock\i t Ti neout period. If | ock\Wai t Ti neout is expired, SM service
or PDS will request after CONCURRENCY. LOCK_REQUEST_RETRY_BACKOFF timer again and the
same steps to acquire a lock will be followed until maximum number of lock attempts is
reached. Bulwark service then sends a failure notice to SM service or PDS .

The maximum number of lock requests to be allowed can be configured using Maximum
Pending Lock Requests allowed per Key field under Server Retry on-Already Locked
Keys section on Bulwark Settings page in CNC Console.

This feature can be enabled/disabled at SM service and/or PDS as well as at Bulwark service.

This feature can be enabled/disabled at SM service by configuring
CONCURRENCY. LOCK_RETRY_MODE advance settings key on Session Management service page
under Service Configurations section in CNC Console.

This feature can be enabled/disabled at PDS by configuring CONCURRENCY. LOCK_RETRY_MODE
advance settings key on PDS Settings page under Service Configurations section in CNC
Console.

This feature can be enabled and configured at Bulwark service using the fields under Server
Retry On Already Locked Keys section on Bulwark Settings page in CNC Console.

If the feature is enabled at SM service and/or PDS, SM service and/or PDS should send the
request initiation timestamp (oc-origination-request-timestamp) as header. Otherwise, the retry
mechanism is not enabled for that request.

The time interval between which Bulwark service can poll to know if an existing lock is released
can be configured using pol | i ng. i nt erval Helm parameter.

The maximum number of times Bulwark service can retry to attempt the lock can be configured
using pol | i ng. maxLockAt t enpt s Helm parameter.

® Note

Bulwark service supports Long polling functionality for both single and multi keys.
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Call Flow

Figure 4-2 If lock is not available. Register for Long polling mechanism with the
configured polling interval (20ms) and max lock re-attempts (5)
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1. In case of multiple Create, Update, Delete, Notify, Update Notify requests for the same
subscriber, SM service or PDS request a lock for the SUPI or GPSI value from the Bulwark
service.

2. Bulwark service processes the lock request and fetches the identifier for which the lock is
required.

3. Bulwark service tries to gain a lock from its cache. If there is no existing lock held by the
given identifier, Bulwark service acquires a lock with the specified timeout value and a
unigue identifier (UUID) for the acquired lock.

4. Bulwark service responds to SM service or PDS (lock requesting service) with the lock
details.

5. If Bulwark service fails to acquire the lock, it creates a new polling task and retries to
acquire the lock within the | ockWai t Ti neout period.

6. Ifl ockWai t Ti meout has expired, Bulwark service sends a 423 lock failure response to SM
service or PDS which is requesting the lock.

7. Ifl ockWai t Ti meout has not yet expired, Bulwark service creates a polling task with the
default configuration (pol | i ng. i nt er val =20ms and pol | i ng. maxLockAt t enpt s=5).

8. After every 20ms, Bulwark service checks if an existing lock is released and reattempts to
acquire the lock.
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9. If the acquire lock request fails, Bulwark service continues to check every 20ms to know
the availability of a lock and reattempts to acquire the lock until the maximum number of
reattempts (pol | i ng. maxLockAt t enpt s) reaches 5.

10. If Bulwark service acuires the lock during the reattempt, Bulwark service responds to SM
service or PDS with the lock details.

11. If the maximum number of reattempts (pol | i ng. maxLockAt t enpt s) reaches 5 and Bulwark
service fails to acquire the lock, Bulwark service sends a 423 lock failure response to SM
service or PDS which is requesting the lock.

@® Note

If feature is enabled at Bulwark service, if the | ockWai t Ti neQut is non-zero, and oc-
origination-request-tinestanp is present in the header, polling mechanism at
Bulwark service will be enabled for that request.

SM service or PDS must send the request initiation timestamp (oc- ori gi nati on-
request -ti mest anp) as header. Otherwise, retry mechanism can not be enabled for
that request.

Inoder to add the oc- ori gi nati on-request-tinest anp to the hearder in the lock
request from SM service or PDS service to Bulwark service, the LOCK_RETRY_MODE
must be either SERVER _ONLY or CLI ENT_AND SERVER.

Managing Notifications from Bulwark Service to the Service Requestor When Lock is
Released

Enable

This feature can be enabled/disabled either at SM service and/or PDS as well as Bulwark
service.

This feature can be enabled/disabled at SM service by configuring
CONCURRENCY. LOCK_RETRY_MODE advance settings key on Session Management service page
under Service Configurations section in CNC Console.

This feature can be enabled/disabled at PDS by configuring CONCURRENCY. LOCK_RETRY_MODE
advance settings key on PDS Settings page under Service Configurations section in CNC
Console.

This feature can be enabled and configured at Bulwark service using the fields under Server
Retry On Already Locked Keys section in Bulwark Settings page in CNC Console.

For more information, see Bulwark Settings

Configure
This feature can be configured using Helm parameters, CNC Console, and REST API.

To configure the polling functionality by Bulwark service using Helm parameters, configure
pol I'ing.interval and pol |ing. maxLockAttenpts parameters.

To configure using CNC Console:

e Configure the fields under Server Retry on-Already Locked Keys section on Bulwark
Settings page in CNC Console.
For more information, see Bulwark Settings.
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« To indicate whether the lock retry must be triggered under which service, configure the
CONCURRENCY.LOCK_RETRY_MODE advanced settings key available under PCF
Session Management and PDS pages in CNC Console.

For more information, see:

— PCEF Session Management
— PDS Settings

To configure using REST API, configure the parameters in the following APIs:

e Acquire Lock
* Release Lock

e Server Retry on already locked keys

For more information, see Oracle Communications Cloud Native Core, Converged Policy
REST API Guide.

Observability

Metrics

The following metrics are used for this feature:

* lock_request_total

e lock_response_total

* lock_collision_total

For more information, see Bulwark Metrics.

Alerts

The following alerts are used for this feature:

e LOCK_ACQUISITION_EXCEEDS_ MINOR_THRESHOLD
e LOCK_ACQUISITION_EXCEEDS MAJOR_THRESHOLD
e LOCK_ACQUISITION_EXCEEDS_CRITICAL_THRESHOLD

For more information, see List of Alerts.

4.5 Support for Optimizing Database Encoding in PCRF Core

This feature aims to optimize encoding and decoding the database fields of PCRF Cores
services to reduce the size of data transferred during replication and improve the performance
in the call flows.

PCRF Core stores and transfers the data in Java Script Object Notation (JSON) object. In
JSON object the key/name describes the value, and the value is the actual data. At present,
the PCRF Core JSON objects stored in the database is overly verbose, redundant keys and
repetitive structures has increased the data size, causing longer data transfer times during
replication.

The feature is implemented by:

e adata encoding technique that shortens all the overly verbose attribute names, and uses a
mapping table that holds the long and short names.
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e adata encoding technique that shortens all the overly verbose constants or default or
enumeration attribute values, and uses a mapping table that holds the long and short
values.

e toremove all unused and irrelevant JSON attributes from the value columns in gxsession,
rxsession, sdsession tables.

Shorten JSON Attribute Keys

In the data encoding technique, every time before a record is stored in the gxsession,
rxsession, sdsession tables it is encoded by mapping long attribute names to short names;
when the same record is retrieved it is decoded by converting the short attribute names to its
original long names.

For example: "event Report I ndi cati onTri gger Mask" shorten as "eRI TM
Shorten JSON Attribute Values

In the data encoding technique, JSON attribute containing longer fixed or default or
enumeration values are mapped to shorter values.

For example:

geogr aphi cLocati onField": {"type":
" PCRFDi amret er Tr acki ngAr eaEUTRANCel | G obal I dentifierlnpl™”

In the above example, the different values that "type" key can take and its mapping is shown
below:

" PCRFDI amet er Tr acki ngAr eaEUTRANCel | G obal I dentifierinpl”, we can map it to
" PDTAE";

" PCRFDi anet er Tr acki ngAreal dentifierlnpl", we can map it to "PDTA";

"PCRFDi arret er Tracki ngUpdatel npl", we can map it to "PDU"

In PCRF Core services following Advanced keys are added to implement this feature:
o DB. GX. DATA. ENCODI NG. Enabl ed

*  DB. RX. DATA. ENCODI NG Enabl ed

o DB. SD. DATA. ENCODI NG. Enabl ed

e DB. GX. ENCODI NG. MAP. Ver si on

«  DB. RX. ENCODI NG. MAP. Ver si on

o DB. SD. ENCCDI NG. MAP. Ver si on

e DB. ENCODI NG MAP. LI ST

Managing Support for Optimizing Database Encoding in PCRF Core
Enable

By default, this feature is disabled for PCRF Core service. You can enable this feature for
gxsession, rxsession and rdsession using CNC Console.

Configure

To enable the feature using CNC Console, add the following Advanced Settings keys in the
PCRF Core services and set their respective values to t r ue:
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«  DB. GX. DATA. ENCODI NG Enabl ed
»  DB. RX. DATA. ENCODI NG. Enabl ed
«  DB. SD. DATA. ENCODI NG. Enabl ed

For more information about the configurations, see PCRF Core Settings

Observability

Metrics

The following metrics are added to provide information about this feature:
e occnp_data_encoding_total

e occnp_data_decodi ng_t ot al

e occnp_data decoding fail total

e occnp_data_encoding_size_before_total

e occnp_data_encoding_size after _total

For information about the metrics, see PCRF Core Metrics section.

4.6 SM Service Pod Congestion Control

The Session Management (SM) service performs provisioning, update and removal of session
related policies and PCC rules by PCF to Session Management Function (SMF). SM service
interacts with other PCF services, as shown in the following diagram:

Figure 4-3 Policy Services and SM service interaction

Diameter Connector = AUDIT
o B SM Service
= !
PRE PDS EGW Binding

e SMF interacts with SM service to Create/Update/Delete Policy associations.
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e AF interacts with SM service to Create/Update/Delete App Sessions.
* PDS interacts with SM service to notify user data change and UDR subscription failures.

e Audit service interacts with SM service to process stale data.

At times, an excessive traffic from these services toward SM service can be observed in the
network, which can result in a high CPU utilization, high memory utilization. This can cause
performance degradation in SM service responses and eventually reach a state of service
unavailability. Congestion control helps to identify such conditions and invoke load shedding
rules to address these situations when these load conditions persist.

The SM service pod congestion control mechanism ensures consitent service availability to its
consumer.

The pod congestion control mechanism involves:
1. Determining Pod Congestion State

2. Triggering Pod Congestion Control
Determining Pod Congestion State

In the pod congestion control mechanism, each SM service pod monitors its congestion state.
The congestion control works at 5 levels or states:

*  NORMAL

«  DANGER_OF_CONGESTION (DOC)

e CONGESTION_L1

e CONGESTION_L2

e CONGESTED

The pod's congestion state is decided based on CPU consumption and Queue.

1. CPU: The CPU usage for congestion state is calculated by comparing the CPU usage of
the container (monitored using cgroup parameter, cpuacct . usage, which provides
current cpu usage in nanoseconds) with the configured threshold.

2. Queue: For the DOC, CONGESTION_L1, CONGESTION_L2, and CONGESTED pod
states, compare the number of pending messages in the queue with the configured
pending messages threshold.

The SM service pod's congestion states and their default congestion parameters, CPU, and
Queue counts are provided in the following table:

Table 4-1 SM Service Congestion States
|

Congestion States CPU (%) Queue Count (Pending
Requests)

DANGER_OF_CONGESTION 77 140

(DOC)

CONGESTION_L1 78 160

CONGESTION_L2 79 180

CONGESTED 80 200

To avoid toggling between these states due to traffic pattern, it is required for the pod to be in a
particular state for a given period before transitioning to another state. The below
configurations are used to define the period that the pod has to be in a particular state for:
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» stateChangeSanpl eCount : This REST API parameter can be configured to specify after
how many continuous intervals, the pod state can be changed. This value can range from
1to 2147483647.

e stateCal cul ationlnterval : This REST API parameter can be configured to specify the
time duration or interval, after which the pod congestion state will be re-verified. This
interval is configured in milliseconds and can range from 50 to 2147483647.

Triggering Pod Congestion Control

Every time SM service receives requests from other services, it checks for the current
congestion state of the pod. The Congestion Control mechanism is triggered if the pod's
congestion state is in DOC or Congested_L1 or Congested_L2 or Congested.

The requests to the SM service might have priority included as oc- message-pri ori ty attribute
in the request header. The priority value ranges between 0 to 100 with O being the highest and
100 being the lowest priority.

@® Note

Currently, the downstream services do not propagate the oc- nessage-priority
header to SM service and will be implemented in future releases.

Priority-Based Load Shedding

Based on the pod's current congestion state, a load shedding rule is applied to perform priority-
based load shedding. The load shedding rule is based on message priority. For example, when
the SM service pod state is CONGESTED and thepriority of discard messages is 30, then it
determines if the message with the assigned priority should be rejected or accepted.

These rules get configured per congestion state. If there are no rules configured for a
congestion state, then SM service accepts the request as a default behavior. The user can
configure the result codes for the rejected requests when configuring the load rules. The
default result code is 503 Servi ce Unavail abl e.

The default load shedding rules for SM service:

- state: DANGER OF_CONCGESTI ON
discardPriority: 27

- State: CONGESTION L1
discardPriority: 19

- State: CONGESTION L2
discardPriority: 17

- state: CONGESTED
discardPriority: 15

When SM service is in congestion state, its response can be configured using SM service
advanced settings in CNC Console, using the key CONGESTION_RESPONSE_CODE. This
key is used to configure the response code of the messages that are rejected by the SM
service due to pod's congestion state. By default, SM Service responds with a response code
of 503. The response code configured should be 5xx error status only. Following is the list of
configurable keys that can be added to set the message priority:
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Table 4-2 Configuring Message Priority
|

Key Default Value Allowed Values
SM.UPDATE.EVENT.SUBS.PRIO 18 0-31
RITY

SM.CREATE.PRIORITY 24 0-31
SM.SUB.FAIL.NOTIFY.PRIORITY 26 0-31
SM.USER.SERVICE.NOTIFY.PRI 18 0-31
ORITY

SM.UPDATE_PRIORITY 18 0-31
SM.REAUTH_PRIORITY 20 0-31
SM.DELETE.PRIORITY 16 0-31
SM.POLICY.CLEANUP.PRIORIT 20 0-31
Y

SM.APP.SESSION.CREATE.PRI 24 0-31
ORITY

SM.APP.SESSION.DELETE.PRI 16 0-31
ORITY

SM.APP.SESSION.CLEANUP.PR 20 0-31
IORITY

SM.AUDIT.NOTIFY.PRIORITY 30 0-31
SM.GET.APP.SESSION.PRIORIT 28 0-31
Y

SM.GET.ASSOC.PRIORITY 28 0-31
SM.GET.SUBSCRIBER.SESSIO 28 0-31
NS.PRIORITY

SM.GET.ASSOC.QUERY.PRIORI 28 0-31
TY

CONGESTION_RESPONSE_CO 503 5xx
DE.

Managing SM service Pod Congestion Control
Enable

By default, the Pod Congestion Control is disabled for SM service. You can enable this feature
using CNC Console or REST API for Policy.

Configure Using CNC Console

To enable the feature using CNC Console, set the Enable parameter in Settings page under
Congestion Control for Overload and Congestion Control Configurations.

To configure SM service pod congestion control feature in CNC Console, see Congestion
Control section.

To configure SM service pod congestion control discard messages in CNC Console, see the
Advanced Settings section in PCF Session Management section.

Configure Using REST API

Perform the feature configurations as described in "Congestion Control" section in Oracle
Communications Cloud Native Core, Converged Policy REST Specification Guide.
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The following metrics are used to provide information about this feature:

occnp_pod_congestion_state

occnp_pod_resource_stress

occnp_pod_resource_congestion_state

pod_cong state report_total

pod_resource_congestion_state report_total

http_congestion_message reject _total

For information about the metrics, see Pod Congestion Metrics.

Alerts

The following alerts are generated for this feature:

POD

CONGESTED

POD

CONGESTION_L2

POD

CONGESTION_L1

POD

DANGER_OF_CONGESTION

POD

PENDING_REQUEST_CONGESTED

POD

PENDING_REQUEST_CONGESTION_L2

POD

PENDING_REQUEST_CONGESTION_L1

POD

PENDING_REQUEST_DANGER_OF_CONGESTION

POD

CPU_CONGESTED

POD

CPU_CONGESTION_L2

POD

CPU_CONGESTION_L1

POD

CPU_DANGER_OF_CONGESTION

For more information about alerts, see Common Alerts.

Maintain

Warning logs are generated to indicate the congestion level. However, error logs are not
generated when messages are rejected to avoid additional resource usage to write error logs.

If you encounter alerts at system or application levels, see Alerts section for resolution steps.

In case the alerts still persist, perform the following:

Collect the logs: For more information on how to collect logs, see Oracle Communications

Cloud Native Core, Converged Policy Troubleshooting Guide.

Raise a service request: See My Oracle Support.
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4.7 Support for policyDecFailureReports Attribute

Policy Decision Error Handling is one of the 3GPP-defined features responsible for enabing the
pol i cyDecFai | ureReport s attribute.

If the Policy Decision Error Handling is supported and the SMF receives one or more policy
decisions and/or condition data which are not referred by any PCC rules or session rules as
defined in 3GPP but the storage of the policy decisions and/or condition data was
unsuccessful , the SMF behaves as follows:

* When the PCF receives update notify response or SM Update request, it considers all the
instances of the policy decisions and/or condition data which are provisioned in the request
message as removed from the SMF.

*  When the PCF receives the response with HTTP "400 Bad Request" status code but the
"policyDecFailureReports" attribute is not included, the PCF considers the request
message as removed from the SMF.

The PCF does not remove the PCC rule in case the updatenotify request for rule remove
failure. With introduction of the new flag
RULE.ENABLE_PCC_RULE_REMOVE_ON_FAILURE set to true and if rule remove
updatenotify request fails with "400 BAD Request" HTTP error, the association will be updated
with PCC rule removed.

@® Note

If SMF responds with 200 error code and policyDecFailureReport includes the
policyDecisionFailureCode for which the policy decision object were not sent will also
be processed by PCF and the available policy decision object will be removed.
Moreover, if SMF responds with 400 error code and policyDecFailureReport includes
the policyDecisionFailureCode for which the policy decision object were not sent, then
policy decision objects which were part of update notify request will be removed.

Managing Support for policyDecFailureReports Attribute
Enable and Configure

By default, this feature is not configured on the CNC Policy deployment. You can opt to
configure the pol i cyDecFai | ur eReport s attribute using the following ways in CNC Console.

*  From the navigation menu under Policy, navigate to Service Configurations to select
Pol i cyDeci si onErr or Handl i ng from the drop-down menu of Override Supported
Features parameter.

e From the navigation menu under Policy, navigate to Service Configurations to add
RULE. ENABLE_PCC_RULE_REMOVE_ON_FAI LURE key in the Advanced Settings.

For more information about these configurations, see PCF Session Management.

Observe

The occnp_feature_info_received_total metric is is used to support pol i cyDecFai | ureReports
attribute. For more information, see SM Service Metrics.

Cloud Native Core, Converged Policy User Guide
F83322-12 November 18, 2025

Copyright © 2019, 2025, Oracle and/or its affiliates. Page 20 of 465



ORACLE

Chapter 4
Enhancements to Error Response

4.8 Enhancements to Error Response

Policy sends error responses to consumer NFs due to some exceptions, such as signaling,
validations, and internal errors. These error responses have payloads containing the problem
title, status, details, and cause of the error that are used to investigate the error. The details
section is now enhanced with application error IDs.

The error handling module gives provision to configure the error response dynamically and the
same is responded when Policy is producer of the call flow.

With the enhanced error response mechanism, Policy sends additional information such as
server FQDN, micro-service ID, error category, and application error ID in the det ai | attribute
of the Probl enDet ai | s. This enhancement provides more information about the error and
troubleshoot them.

@ Note

As per the definition of Probl enDet ai | s data type in 3GPP, the title and cause fields
are optional and can be null or empty.

Application error ID follows the below format.
[ EC] [NF ID] [Microservice ID] [Category] [Error ID]

An error code dictionary will be provided to identify the cause and possible solution of the error.
For more details of the error code dictionaries for AM, UE, SM, UDR, CHF, and Binding
services, see Error Code Dictionary.

Managing Enhancements to Error Response
This section explains the procedure to enable and configure the feature.
Enable

By default, this feature is disabled. The operator can enable this feature through the CNC
Console configurations.

Configure

You can configure error handling functionality under Error Handling on CNC Console for
Policy. For information about how to configure for AM, UE, SM, UDR, CHF, and Binding
services in CNC Console, see Error Handling.

Observe

The following metrics have been added in AM, UE, SM, Binding, and User service (UDR and
CHF) for this feature:

e error_handler_exec_total
e error_handler_in_total

e error_handler_out_total

For more information, see CNC Policy Metrics.
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4.9 Usage Monitoring Pod Congestion Control

The Policy Usage Monitoring service interacts with PRE and UDR services to get usage
monitoring related Policy decisions and it also sends noatifications to the subscribers about their
current data usage.

Usage Monitoring interacts with other Policy services, as shown in the following diagram:

Figure 4-4 Usage Monitoring Service and other Policy services

PRE
POST
Create/Update GET/PATCH/DELETE
Merminate o Usage—Mon >
PCRF > < PDS
Notify Notify

Stale Notify Query Session

Audit Query

Service

e The PCRF core services send requests to Usage Monitoring service.
e Audit service sends requests to Usage Monitoring service for stale session notification.
« Usage Monitoring service sends requests to PRE for retrieving Policy decisions.

e Usage Monitoring service sends requests to PDS for Subscriber information.

At times, an excessive traffic from these services toward Usage Monitoring service can be
observed in the network, which can result in a high CPU utilization, high memory utilization.
This can cause performance degradation in Usage Monitoring service responses and
eventually reach a state of service unavailability. Congestion control helps to identify such
conditions and invoke load shedding rules to address these situations when these load
conditions persist. The Usage Monitoring serivce pod congestion state is identified by CPU
utilization and pending requests in the Queue.

The Usage Monitoring pod congestion control mechanism ensures consitent service availability
to its consumer.

The pod congestion control mechanism involves:
1. Determining Pod Congestion State

2. Triggering Pod Congestion Control
Determining Pod Congestion State

Cloud Native Core, Converged Policy User Guide
F83322-12 November 18, 2025

Copyright © 2019, 2025, Oracle and/or its affiliates. Page 22 of 465



ORACLE

Chapter 4
Usage Monitoring Pod Congestion Control

In the pod congestion control mechanism, each Usage Monitoring service pod monitors its
congestion state. The congestion control works at 5 levels or states:

«  NORMAL

e DANGER_OF_CONGESTION (DOC)

e CONGESTION_L1

e  CONGESTION_L2

e CONGESTED

The pod's congestion state is decided based on CPU consumption and Queue.

1. CPU: The CPU usage for congestion state is calculated by comparing the CPU usage of
the container (monitored using cgroup parameter, cpuacct . usage, which provides
current cpu usage in nanoseconds) with the configured threshold.

2. Queue: For the DOC, CONGESTION_L1, CONGESTION_L2, and CONGESTED pod
states, compare the number of pending messages in the queue with the configured
pending messages threshold.

The Usage Monitoring service pod's congestion states and their default congestion
parameters, CPU, and Queue values are provided in the following table:

Table 4-3 Usage Monitoring Service Congestion States

_____________________________________________________________________________|
Congestion States CPU (%) Queue (Pending Requests)

DANGER_OF CONGESTION
(DOC)

CONGESTION_L1

CONGESTION_L2

CONGESTED

To avoid toggling between these states due to traffic pattern, it is required for the pod to be in a
particular state for a given period before transitioning to another state. The below
configurations are used to define the period that the pod has to be in a particular state for:

» stateChangeSanpl eCount : This REST API parameter can be configured to specify after
how many continuous intervals, the pod state can be changed. This value can range from
1to0 2147483647.

e stateCal cul ationlnterval : This REST API parameter can be configured to specify the
time duration or interval, after which the pod congestion state will be re-verified. This
interval is configured in milliseconds and can range from 50 to 2147483647.

Triggering Pod Congestion Control

Every time Usage Monitoring service receives requests from other services, it checks for the
current congestion state of the pod. The Congestion Control mechanism is triggered if the
pod's congestion state is in DOC or Congested_L1 or Congested_L2 or Congested.

The requests to the Usage Monitoring service might have priority included as oc- nessage-
priority attribute in the request header. If the prioirity is not included in the request, then the
default priorities defined in the Usage Monitoring, CNC Console is considered. The priority
value ranges between 0 to 31 with 0 being the highest and 31 being the lowest priority.
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@® Note

Currently, the downstream services do not propagate the oc- nessage-priority
header to Usage Monitoring service and will be implemented in future releases.

Priority-Based Load Shedding

Based on the pod's current congestion state, a load shedding rule is applied to perform priority-
based load shedding. The load shedding rule is based on message priority. For example, when
the Usage Monitoring service pod state is CONGESTED and the priority of discard messages
is 30, then it determines if the message with the assigned priority should be rejected or
accepted.

These rules get configured per congestion state. If there are no rules configured for a
congestion state, then Usage Monitoring service accepts the request as a default behavior.
The user can configure the result codes for the rejected requests when configuring the load
rules. The default result code is 503 Servi ce Unavail abl e.

The default load shedding rules for Usage Monitoring service:

- state: DANGER_OF_ CONGESTI ON
discardPriority:

state: CONGESTION L1
discardPriority:

state: CONGESTION L2
discardPriority:

state: CONGESTED
discardPriority:

When Usage Monitoring service is in congestion state, its response can be configured using
Usage Monitoring service Message Default Priority for Congestion Control settings in CNC
Console, using the key CONGESTION ERROR CODE. This key is used to configure the
response code of the messages that are rejected by the Usage Monitoring service due to pod's
congestion state. By default, Usage Monitoring service responds with a response code of 503.
The response code configured should be 5xx error status only. Following is the list of
configurable Usage Monitoring API message default priorities for Congestion Control:

Table 4-4 Configuring Message Priority
e

Key Default Value Allowed Values
UM Session Create API 20 0-31

UM Session Update API 17 0-31

UM Session Terminate API 15 0-31

UM Session Notify API 17 0-31

UM Session Audit Subscriber APl 31 0-31

UM Session Search Subscriber 30 0-31

API

UM Session Audit Notify API 31 0-31
Congestion Error Code 503 5xx
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Managing Usage Monitoring service Pod Congestion Control
Enable

By default, the Pod Congestion Control is disabled for Usage Monitoring service. You can
enable this feature using CNC Console or REST API for Policy.

Configure Using CNC Console

To enable the feature using CNC Console, set the Enable parameter in Settings page under
Congestion Control for Overload and Congestion Control Configurations.

To configure SM service pod congestion control feature in CNC Console, see Congestion
Control section.

To configure SM service pod congestion control discard messages in CNC Console, see
Message Default Priority for Congestion Control fields in Configuring Usage Monitoring
section.

Configure Using REST API

Perform the feature configurations as described in "Congestion Control" section in Oracle
Communications Cloud Native Core, Converged Policy REST Specification Guide.

Observability

Metrics:

The following metrics are used to provide information about this feature:
e occnp_pod _congestion state

e occnp_pod_resource_stress

e occnp_pod_resource_congestion_state

e pod_cong state report _total

e pod_resource_congestion_state report _total

e umhttp_congestion_nessage reject _total

For information about the metrics, see Pod Congestion Metrics.

Alerts

The following alerts are generated for this feature:

« POD CONGESTED

 POD CONGESTION L2

« POD CONGESTION L1

« POD DANGER _OF CONGESTION

« POD PENDING_REQUEST CONGESTED

e POD_PENDING_REQUEST_CONGESTION_L2
e POD_PENDING_REQUEST_CONGESTION_L1
e POD PENDING REQUEST DANGER OF CONGESTION
« POD CPU CONGESTED

« POD CPU CONGESTION L2
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« POD_CPU CONGESTION_L1
« POD_CPU DANGER_OF_CONGESTION

For more information about alerts, see Common Alerts.

Maintain

Error logs are generated when the system is congested and the actions are taken to bring the
system back to normal. Warning logs are generated to indicate the congestion level. However,
error logs are not generated when messages are rejected to avoid additional resource usage
to write error logs.

If you encounter alerts at system or application levels, see Alerts section for resolution steps.

In case the alerts still persist, perform the following:

*  Collect the logs: For more information on how to collect logs, see Oracle Communications
Cloud Native Core, Converged Policy Troubleshooting Guide.

* Raise a service request: See My Oracle Support.

4.10 PDS Pod Congestion Control

The Policy Data Source (PDS) stores the User or Subscriber State Variable (SSV) information.
PDS interacts with other Policy services, such as:

e The core services such as AM/UE/SM and PCRF Core services send requests to PDS. It
would be a request to either fetch, update, or delete the SSV data.

* User service, SOAP Connector, and Diameter Connector send notification requests to
PDS.

* Query service sends request to PDS to either get or delete SSV data. It also gets the
default workflow details from the PDS.

e Audit service sends audit notification request to PDS.

At times, an excessive traffic from these services toward PDS service can be observed in the
network, which can result in a high CPU utilization, high memory utilization. This can cause
performance degradation in PDS service responses and eventually reach a state of service
unavailability. Congestion control helps to identify such conditions and invoke load shedding
rules to address these situations when these load conditions persist.

The PDS pod congestion control mechanism ensures consitent service availability to its
consumer.

The pod congestion control mechanism involves:
1. Determining Pod Congestion State

2. Triggering Pod Congestion Control
Determining Pod Congestion State

In the pod congestion control mechanism, each PDS service pod monitors its congestion state.
The congestion control works at 5 levels or states:

- NORMAL
- DANGER_OF_CONGESTION (DOC)
- CONGESTION_L1
- CONGESTION_L2
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« CONGESTED
The pod's congestion state is decided based on CPU consumption and Queue.

1. CPU: The CPU usage for congestion state is calculated by comparing the CPU usage of
the container (monitored using cgroup parameter, cpuacct . usage, which provides
current cpu usage in nanoseconds) with the configured threshold.

2. Queue: For the DOC, CONGESTION_L1, CONGESTION_L2, and CONGESTED pod
states, compare the number of pending messages in the queue with the configured
pending messages threshold.

The PDS service pod's congestion states and their default congestion parameters, CPU, and
Queue counts are provided in the following table:

Table 4-5 PDS Service Congestion States

Congestion States CPU (%) Queue Count (Pending
Requests)

DANGER_OF_CONGESTION 65 50

(DOC)

CONGESTION_L1 70 100

CONGESTION_L2 75 150

CONGESTED 80 200

To avoid toggling between these states due to traffic pattern, it is required for the pod to be in a
particular state for a given period before transitioning to another state. The below
configurations are used to define the period that the pod has to be in a particular state for:

» stateChangeSanpl eCount : This REST API parameter can be configured to specify after
how many continuous intervals, the pod state can be changed. This value can range from
1to0 2147483647.

e stateCal cul ationlnterval : This REST API parameter can be configured to specify the
time duration or interval, after which the pod congestion state will be re-verified. This
interval is configured in milliseconds and can range from 50 to 2147483647.

Triggering Pod Congestion Control

Every time PDS service receives requests from other services, it checks for the current
congestion state of the pod. The Congestion Control mechanism is triggered if the pod's
congestion state is in DOC or Congested_L1 or Congested_L2 or Congested.

The requests to the PDS service might have priority included as oc- message-priority
attribute in the request header. The priority value ranges between 0 to 100 with O being the
highest and 100 being the lowest priority.

@® Note

Currently, the downstream services do not propagate the oc- nessage-priority
header to PDS service and will be implemented in future releases.

Priority-Based Load Shedding

Based on the pod's current congestion state, a load shedding rule is applied to perform priority-
based load shedding. The load shedding rule is based on message priority. For example, when
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the PDS service pod state is CONGESTED and the priority of discard messages is 30, then it
determines if the message with the assigned priority should be rejected or accepted.

These rules get configured per congestion state. If there are no rules configured for a
congestion state, then PDS service accepts the request as a default behavior. The user can
configure the result codes for the rejected requests when configuring the load rules. The
default result code is 503 Servi ce Unavail abl e.

The default load shedding rules for PDS service:

- state: DANGER _OF_CONGESTI ON
discardPriority: 28

- state: CONGESTION L1
discardPriority: 20

- state: CONGESTION_L2
discardPriority: 17

- state: CONGESTED
discardPriority: 15

When PDS service is in congestion state, its response can be configured using PDS service
advanced settings in CNC Console, using the key CONGESTION_RESPONSE_CODE. This
key is used to configure the response code of the messages that are rejected by the PDS
service due to pod's congestion state. By default, PDS service responds with a response code
of 503. The response code configured should be 5xx error status only. Following is the list of
configurable keys that can be added to set the message priority:

Table 4-6 Configuring Message Priority
|

Key Default Value Allowed Values
PDS_NOTIFY_USER_DATA RE 18 0-100
QUEST_PRIORITY
PDS_GET_DEFAULT_WORKFL 30 0-100
OW_REQUEST_PRIORITY
PDS_GET_USER_DATA REQU 18 0-100
EST_PRIORITY
PDS_UPDATE_USER_DATA_RE 18 0-100
QUEST_PRIORITY
PDS DELETE_USER_DATA_RE 16 0-100
QUEST_PRIORITY
PDS_AUDIT_NOTIFY_REQUES 27 0-100
T_PRIORITY
CONGESTION_RESPONSE_CO 503 5xx
DE

@® Note

For Policy application with Aspen Serivce Mesh (ASM) setups, add the
CONGESTI ON_RESPONSE_CODE set to 500 using PDS Advanced Settings.

Example for Congestion Control Call Flow/Scenario

For the below call flows, consider the following load shedding rule configuration:
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|

Congestion State

Discard Priority

Chapter 4
PDS Pod Congestion Control

DOC 27
CONGESTION_L1 23
CONGESTION_L2 17
CONGESTED 15

The call flow describes the PDS service congestion control mechanism handling the requests
from the other Policy services such as SM and Audit services when it is in different congestion

state.

Figure 4-5 PDS Congestion Control Call Flow

Pod is in DOC with discard priority as 27

Pod is in Congestion_L1 state with discard priority as 23

Pod is in Congestion_L2 state with discard priority as 17

Pod is in Congested state with discard priority as 15

SM-Service

Audit service

Audit Notify request with Priority value 30

Get user data request with Priority value 24

= = = = ® = ® = =8 =8 ®
Get user data request with Priority value 24

|
.

503 (OR any configurable error-code with message)

Update SSV data Request with Priority value 18

SUCCESS Response
PR, %

|
|

L |

Update S5V data Request with Priority value 13 -

A .

503 (OR any configurable error-code with message)

Delete user data Request with Priority value 16

Delete user data Request with Prionty value 16

503 (OR any configurable error-code with message)

‘503 (OR any configurable error-code with mes'sage)

PDS pod congestion is in DOC state and the discard priority is configured as 27:

e Audit service sends a natification request with discard priority value set to 30 toward PDS

service.

* PDS service responds with a reject 503 status or with any configured error code and

message.

e SM service sends a GET user information request with discard priority value set to 24

toward PDS service.
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* PDS service responds with the success status.

PDS pod congestion is in Congestion_L1 state and the discard priority is configured as 23:

e SM service sends a GET user information request with discard priority value set to 24
toward PDS service.

» PDS service responds with a reject 503 status or with any configured error code and
message.

e SM service sends an Update SSV request with discard priority value set to 18 toward PDS
service.

e PDS service responds with the success status.
PDS pod congestion is in Congestion_L2 state and the discard priority is configured as 17:

* SM service sends an Update SSV request with discard priority value set to 18 toward PDS
service.

* PDS service responds with a reject 503 status or with any configured error code and
message.

* SM service sends a Delete user information request with discard priority value set to 16
toward PDS service.

* PDS service responds with the success status.

PDS pod congestion is in Congested state and the discard priority is configured as 15:

* SM service sends a Delete user information request with discard priority value set to 16
toward PDS service.

* PDS responds with a reject 503 or with any configured error code and message.

Managing PDS service Pod Congestion Control
Enable

By default, the Pod Congestion Control is disabled for PDS service. You can enable this
feature using CNC Console or REST API for Policy.

Configure Using CNC Console

To enable the feature using CNC Console, set the Enable parameter in Settings page under
Congestion Control for Overload and Congestion Control Configurations.

To configure SM service pod congestion control feature in CNC Console, see Congestion
Control section.

To configure SM service pod congestion control discard messages in CNC Console, see the
Advanced Settings section in PDS Settings section.

Configure Using REST API

Perform the feature configurations as described in "Congestion Control" section in Oracle
Communications Cloud Native Core, Converged Policy REST Specification Guide.

Observability
Metrics:

The following metrics are used to provide information about this feature:

e occnp_pod_congestion state
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e occnp_pod_resource_stress

e occnp_pod_resource_congestion_state

e pod_cong state report _total

e pod_resource_congestion_state report _total
e http_congestion_nessage reject _total

For information about the metrics, see Pod Congestion Metrics.

Alerts

The following alerts are generated for this feature:

« POD_CONGESTED

e POD_CONGESTION_L2

e POD_CONGESTION_L1

« POD_DANGER_OF_CONGESTION

« POD_PENDING_REQUEST CONGESTED

e POD_PENDING_REQUEST_CONGESTION_L2
e POD_PENDING_REQUEST_CONGESTION_L1
e POD_PENDING_REQUEST DANGER_OF CONGESTION
« POD _CPU _CONGESTED

e POD_CPU_CONGESTION_L2

e POD_CPU_CONGESTION_L1

« POD_CPU DANGER_OF_CONGESTION

For more information about alerts, see Common Alerts.

Maintain

Warning logs are generated to indicate the congestion level. However, error logs are not
generated when messages are rejected to avoid additional resource usage to write error logs.

If you encounter alerts at system or application levels, see Alerts section for resolution steps.

In case the alerts still persist, perform the following:

e Collect the logs: For more information on how to collect logs, see Oracle Communications
Cloud Native Core, Converged Policy Troubleshooting Guide.

* Raise a service request: See My Oracle Support.

4.11 OAuth Access Token Based Authorization

OAuth (Open Authorization) 2.0 an authorization protocol, allows a application to access
resources hosted by other API applications on behalf of a user. OAuth provides an
authentication layer and separates the role of client from that of the resource owner. On client
requests access to resources controlled by the resource owner and hosted by the resource
server, OAuth issues Access Tokens, a different set of credentials than those of the resource
owner. An Access Token is a string that represents the authorization to access resources on
behalf of the end user.
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Policy supports OAuth 2.0 to authorize requests coming from consumer NFs. Policy application
issues the Access Token as JSON Web Token (JWT). This enables Policy, the token issuer to
include authorization data in the token itself. The consumer NF requests for Access Token from
the issuer Policy, and sends them as part of its requests to Policy. Policy validates the requests
and either approves or discards based on Access Token authorization received in the request.

The Access Token is validated with the configured public key certificate in Policy. Policy uses
NRF Instance ID to validate the Access Token, where Ingress Gateway stored public keys
against NRF instance Id. Policy also uses multiple public certificates for validating Access
Tokens by adding support for Key-ID (K-ID) based access token validation, in addition to the
existing NRF Instance ID based access token validation.

Ingress Gateway operates in the following three different OAuth Validation Modes:

* INSTANCEID_ONLY : This is the default OAuth Validation Mode used by Ingress Gateway.
Ingress Gateway validates access token based on public keys indexed with NRF Instance
ID in the issuer field.

* K-ID based ONLY: Ingress Gateway validates Access Token based on public keys indexed
with key-id only.

* KID_PREFERRED (K-ID based with Instance ID based as fallback):
— Ingress Gateway validates Access Token based on public keys indexed with Key-ID. If

Key-ID is not FOUND in Access Token, Ingress Gateway attempts token validation
using public keys indexed with NRF instance ID in the issuer field.

— Fallback happens only if the received access token does not contain Key-ID or
contains Key-ID but without public key configurations.

@® Note

»  For more information on OAuth client functionality, see "OAuth Authentication and
Validation" section in Oracle Communications Cloud Native Core, Egress Gateway
User Guide.

*  For more information on OAuth validator functionality, see "Ingress Gateway Open
Authorization (OAuth) Module" section in Oracle Communications Cloud Native
Core, Ingress Gateway User Guide.

* For more information on parameters and their supported values in Policy, see
OAUTH Configuration section in Oracle Communications Cloud Native Core,
Converged Policy Installation, Upgrade and Fault Recovery Guide.

* For information about OAuth access token attributes like kid, typ, iss, aud, scope
etc., see https://www.rfc-editor.org/rfc/rfc7515.html page.

Managing OAuth Access Token Based Authorization
Token based Authorization Using Key-ID and NRF Instance ID

For configurations required to enable Access Tokens before deploying Policy, see "Configuring
Secrets to Enable Access Token " section in Oracle Communications Cloud Native Core,
Converged Policy Installation, Upgrade and Fault Recovery Guide .

Configure

To enable access token validation, configure both Helm-based and REST-based configurations
on Ingress Gateway.
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Configure Using Helm Configuration

For Helm configurations, see "OAUTH Configuration" section in Oracle Communications Cloud
Native Core, Converged Policy Installation, Upgrade and Fault Recovery Guide .

REST API Configuration

After the Helm configuration, send the REST requests to use configured public key certificates.
For more information about REST API configuration, see "OAuth Validator REST API
Configuration” section in Oracle Communications Cloud Native Core, Converged Policy REST
API Specification Guide.

Observability
Metrics

For information on Metrics, see "Oauth Metrics" section in Egress Gateway Metrics.

4.12 Support for Client Credentials Assertion (CCA) Header

The Client Credentials Assertion (CCA) is a security token that a client (typically a confidential
client, like a web server or a backend service) presents to an authorization server in order to
authenticate itself and obtain an access token. This assertion is commenly used in OAuth 2.0
for machine-to-machine communication, where the client needs to prove its identity without
involving user interaction.

Client Credentials assertion (CCA) is a token signed by the Consumer NF. The 3GPP
introduced Client Credentials Assertion (CCA) enables the producer NFs to authenticate the
consumer NFs when using indirect communication through SCP. The CCAs are JSON web
tokens and are secured with digital signatures based on JSON Web Signature (JWS). The
consumer NF adds the 3gpp-Sbi-Client-Credentials header containing the CCA. The CCA
contains the following:

* The NF instance ID of the consumer NF (subject)
e Atimestamp (iat) and an expiration time (exp)

* The NF type of the expected audience, such as the NRF type or the NF type of the
producer NF

The consumer NF digitally signs the generated CCA based on its private key. The signed CCA
contains one of the following fields:

* The X.509 URL (x5u) to refer to a resource for the X.509 public key certificate or certificate
chain used for signing the client authentication assertion

*  The X.509 Certificate Chain (x5c) includes the X.509 public key certificate or certificate
chain used for signing the client authentication assertion

Table 4-8 CCA Contents

Claim Description

audience (aud) NF type of the producer NF whose services are requested and/or NRF
expiration time (exp) Timestamp of CCA expirarion

subject (sub) NF instance ID of consumer NF

timestamp (iat) Timestamp of CCA generation
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Table 4-8 (Cont.) CCA Contents

Claim Description
Security details used for e x5u - X.509 URL that refers to a resource for the X.509 public key
signing CCA certificate or certificate chain

e x5c - X.509 Certificate Chain includes the X.509 public key
certificate or certificate chain

The Producer NF, performs the CCA verification. It verifies that the public key certificate used
to sign the CCA contains the same NF instance ID as the consumer's NF instance ID in the
CCA. If the validation is successful, the Access Token request is processed further.

If the verification of the CCA fails at the receiving entity, a "403" response is returned with the
cause attribute set to CCA_VERI FI CATI ON_FAI LURE.

If some rouge consumer NF acquires a valid CCA from some a consumer NF and uses it as its
own CCA, then the CCA validation by the Producer NF creates a security gap. Therefore,
additional CCA validations at Policy are needed to mitigate this security impact. The NF
instance ID of the NFs in the CCA must match the NF instance ID in the certificate used in the
TLS connection by the consumer NF as part of the Policy validations.

Managing Support for Client Credentials Assertion (CCA)

Using REST API: Perform the feature configurations as described in "CCA Header Validation"
section in Oracle Communications Cloud Native Core, Converged Policy REST API
Specification Guide.

4.13 Support for End-to-End Log Identifier Across Policy

Services

Without a unique end-to-end log identifier, it is difficult to debug use cases where the problem
can be at any microservice level.

This feature includes a unique end-to-end identifier to every log message, which can be used
to identify the set of logs belonging to a given call flow across all the microservices. For
example, a end-to-end log identifier is used across all microservices in an SM Create call flow.
Similarly, end-to-end log identifiers used in an SM Update, SM Delete, SM Notify call flows
across microservices involved in the flow. This end-to-end log identifier called ocLogld is
included in the metadata of every log. the same identifier is used across all the microservices
so that logs can be mapped between microservices. Also, a common identifier is used to track
a user per microservice.

This feature supports the following call flow for Policy microservices:

* SM Create
e SM Update
* SM Delete
«  SM Notify

e SM Rx call flow
e SM Rx RAR call flow
e SM Rx STR call flow
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AM Create

AM Update

AM Delete

AM Notify

UE Create

UE Update

UE Delete

UE Notify

AMF discovery for UE Create
AMF discovery for UE Update

NRF discovery for Alternate Route Retry call flow

Binding service call flow for stale session detection

Audit call flow using Audit service

Separate log identifiers are created in every georedundancy site. That is, every site creates its
own identifier and log the same.

@® Note

Currently, only Ingress Gateway and Diameter Gateway services can generate
ocLogld (when a request from an external NF arrives) and Audit when sending a
notification. As a result, there are certain flows and services that are not part of the
reception, addition to log metadata and propagation of ocLogld and for which Log
Correlation is not ensured. Some of these unsupported services and flows worth to
mention are the following:

The following are some of those services for which this feature is not supported:

Configuration Flows: Configuration flows for each service are not supported as
these involve only the services for which configuration is changed and the services
where the configuration was added through.

Config Service: Config service is not supported as the configuration is either
changed or the configuration is add through.

Base Diameter Messages as CER/A and DWRJ/A. ocLogld will not be generated or
propagated.

CMService: Log Correlation is not supported and CMservice can not generate
ocLogld. Any flow that was originated by CMService is not supported, including
configuration and session viewer flows.

Query Service: Query service is not supported. This service can not receive or
propagate ocLogld.

LDAP-Gateway

Alternate Route Service

If any of the supported services receive requests originated or coming from any of the
not yet supported ones, directly or indirectly, ocLogld is not ensured to be received as
the propagation through any valid mechanism might be yet implemented.
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End-to-end log identifier at different services
The Ingress Gateway creates the ocLogld and adds the same in each log that is generated.

The Ingress Gateway passes the ocLogld in the header to Policy microservice such as SM
service.

@® Note

For SM Rx call flows (AAR and STR), the ocLogld is generated by Diameter Gateway
instead of Ingress gateway.

When Audit service sends a notification to the other services, the ocLogld is generated
by Audit service

Logging by SM service

* When SM service receives the ocLogld from Ingress Gateway, it uses the ocLogld while
generating the logs. This information is included as part of all the log levels.

e SM service in turn passes the identifier to other backend services such as PRE, PDS,
Egress Gateway, Bulwark, and Binding service.

*  When SM service receives the ocLogld for the notification from Audit service, they log the
messages with ocLogld.

«  When SM service receives the ocLogld for the notification from PDS Service or Binding
Serivce, they log the messages with ocLogld.

e When SM service receives the ocLogld from Diameter Connector for Rx call flow, it uses
the ocLogld while generating the logs. This information is included as part of all the log
levels.

e SM service in turn passes the identifier as header to other backend services.
Logging by AM service

*  When AM service receives the ocLogld from Ingress Gateway, it uses the ocLogld while
generating the logs. This information is included as part of all the log levels.

* AM service in turn passes the identifier to other backend services such as PRE, PDS,
Egress Gateway, and NRF Client.

* When AM service receives the ocLogld for the notification from Audit service, they log the
messages with ocLogld.

* When AM service receives the ocLogld for the notification from PDS service or Binding
Serivce, it logs the messages with ocLogld.

Logging by UE Policy service

*  When UE Policy service receives the ocLogld from Ingress Gateway, it uses the ocLogld
while generating the logs. This information is included as part of all the log levels.

« UE Policy service in turn passes the identifier to other backend services such as PRE,
PDS, Egress Gateway, and NRF Client.

*  When UE Policy service receives the ocLogld for the notification from Audit service, they
log the messages with ocLogld.
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*  When UE Policy service receives the ocLogld for the notification from PDS service or
Binding Serivce, it logs the messages with ocLogld.

Logging at PDS

 When PDS receives the ocLogld from SM service, AM service, or UE Policy service, it
uses the ocLogld while generating the logs.

« PDS passes this ocLogld as the header to the backend services such as UDR Connector,
CHF Connector, LDAP, Diameter Gateway, Diameter Connector.

e When PDS receives the ocLogld for the notification from UDR Connector, CHF Connector,
Diameter Gateway, Diameter Connector, or Audit service, PDS logs the messages with
ocLogld.

« PDS passes the ocLogld as the header to Policy services such as SM service, AM service,
or UE Policy service, while sending the natification. PDS uses the ocLogld saved in the
context and does not generate any new identifier.

@® Note

Only when PDS receives a natification from CHF or UDR, a new ocLogld gets
created.

Logging at UDR Connector

*  When UDR Connector receives the ocLogld from PDS, it uses the ocLogld while
generating the logs.

« UDR Connector passes this ocLogld as the header to the backend services such as
Egress Gateway.

*  When UDR Connector receives the ocLogld for the notification from Ingress Gateway, it
logs the messages with ocLogld.

Logging at CHF Connector

*  When CHF Connector receives the ocLogld from PDS, it uses the ocLogld while
generating the logs.

e CHF Connector passes the ocLogld as the header to the backend service such as Egress
Gateway.

*  When CHF Connector receives the ocLogld for the notification from Ingress Gateway, it
logs the messages with ocLogld.

Logging at Egress Gateway

When Egress Gateway receives the ocLogld from SM service, CHF Connector, UDR
Connector, AM service, or UE Policy service, it uses the ocLogld while generating the logs.

Logging at Audit service

*  When Audit service detects a possible stale session, audit service generates the ocLogld.

e Audit service includes the ocLogld in the header and sends it to SM service, AM setrvice,
UE Policy service, PDS, and Binding service.

Logging at Binding service

*  When Binding service receives the ocLogld for the SM service or Audit service, it logs the
messages with ocLogld.
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« Also, Binding service receives the ocLogld when BSF sends a request to check if a
PcfBinding is still valid or not.

Logging at Diameter Gateway

- Diameter Gateway generates the ocLogld when it receives a AAR (AAR-i or AAR-U) and
also when it receives a STR message.

- Diameter Gateway uses the ocLogld while generating the logs.

- Diameter Gateway sends the ocLogld as headers/AVP to the backend services such as
Diameter Connector and Binding service.

Logging at Diameter Connector

*  When Diameter Connector receives the ocLogld from Diameter Gateway, it logs the
messages with ocLogld.

» Diameter Connector sends the ocLogld as header to the backend services such as SM
service.

Logging at PRE

*  When PRE receives the ocLogID from SM service, AM service, UE Policy service, or PDS,
it uses the ocLogld while generating the logs.

* PRE sends the ocLogld as headers/AVP to the backend service.

Logging at Bulwark service

When Bulwark service receives the ocLogID from SM service, it uses the ocLogld while
generating the logs.

Logging at NRF Client

*  When NRF Client receives the ocLogld from AM service or UE Policy service, it logs the
messages with ocLogld.

* NRF Client sends the ocLogld as headers to the backend services.

* When there is a request initiated by NRF Client (not something from UE or AM) NRF
creates the ocLogld by itself and sends it to the subsequent services.

Figure 4-6 Example: Unique Identifier for SM Create Call Flow

yyyyyy

Log Octogid Lo Octogd {SM Policy Data Query | | s Poiicy Data Quen
octogl

SM Policy Data SM Policy Data
Subscribe ‘Subscribe

Log OcLogip

CREATE PROCEDURE

Log OctogiD.

Log Octogin

SM Policy Evaluation ’}

"Log Octogid Save SM Polcy in DB

1. Ingress Gatway receives SM session create request from SMF. Ingress Gateway
generates the ocLogld and passes the ocLogld in the header to SM service.
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2. SM service sends a Get request to PDS to get the SMAssociation details and uses the
ocLogld while generating the logs.

3. PDS sends the query to User Service (UDR Connector, CHF Connector). PDS uses the
ocLogld while generating the logs. Also, PDS passes this ocLogld as the header to the
backend services such as UDR Connector and CHF Connector.

4. UDR Connector inturn forwards the request to UDR through Egress Gateway. UDR
Connector uses the ocLogld while generating the logs. Also, it passes the ocLogld as a
header to Egress Gateway.

5. UDR responds to the request with the SM Policy data.

6. User service then sends a request to UDR for the subscription through Egress Gateway.
The logs generated at Egress Gateway are saved with ocLogld.

7. UDR responds with the subscription details. UDR Connector forwards the subscription
details to SM service and logs the transaction with ocLogld.

8. SM service interacts with PRE for Policy evaluation. PRE uses the ocLogld while
generating the logs.

9. SM service sends a session binding request with BSF and includes the ocLogld in the
header. The session binding request containing ocLodld is sent to BSF through Egress
Gateway.

10. SM service receives the response to session binding request from BSF through Ingress
Gateway. SM service updates the details in SMAssociation database and logs the
transaction with ocLogld.

Managing the End-to-End Log Identifier across Policy Services

TRACE_| D_GENERATI ON_ENABLED Helm parameter is used to enable or disable the addition of the
end-to-end identifier through Ingress Gateway. This same flag is also present in Diamater
Gateway, Audit service, and NRF Client.

By default, TRACE_| D_GENERATI ON_ENABLED is enabled.
Audit service uses it when initiating a stale session notification.
Diameter Gateway uses it when receiving an AAR and STR messages.

NRF Client uses it when initiating a request by its own (a request that was not received from
other services).

By default, the value this parameter is set to true and the feature is enabled.

When this feature is enabled, Ingress Gateway generates the ocLogld and propagates the
headers to the succeeding microservices, Audit service, Diameter Gateway, NRF Client.

Ingress Gateway passes the ocLogld generated as the header and sends the same to other
Policy microservices such sa SM service, AM service, or UE Policy service.

4.14 Support for Automated Certificate Lifecycle Management

Public Key Interface (PKI) is the set of elements such as public/private keys, certificate signing
request, and certificates that are required to handle secure communications and transactions.
Policy uses secure protocols for its communications, such as HTTPS and Secure Socket Layer
(SSL) / Transport Layer Security (TLS) technologies to handle these secure communications.
This is achieved with the use of Public and Private Keys, and the presence of trusted
authorities, also known as Certificate Authorities (CA), which create and issue certificates.
These certificates have a determined validity period. These certificates must be renewed
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before expiry. They can also be revoked when the CA or its keys are compromised. These
certificates must be recreated when required.

This feature enables Policy to support automation of certificate lifecycle management in
integration with Oracle Communications Certificate Manager (OCCM).

OCCM provides the option to automatically create, renew, and delete certificates for a given
CA, with the possibility to track previously created certificates and renew/delete them when
required.

The certificate lifecycle management includes:
e Certificate Creation,
e Certificate Deletion,

«  Certificate Monitoring (including the ones that were created using a different tool from
OCCM),

* Certificate Renewal.

@® Note

OCCM do not support OAuth token generation and distribution (currently handled by
NRF) used for SBI signalling.

Figure 4-7 Policy Integration with OCCM

PCF

IGW EGW
POD POD

4. TLS Connection Established CNCC Pod

1. Access OCCM Pod via CNCC Pod

3. Monitor K8 Secrets
to have ready everything
required to establish a
TLS Connection

Kubernetes
Secrets 3

2. Write in a K8s Secret everything ¥
needed to establish a
TLS connection

- PCF PEM file —— OCCM Pod
= PCF Certificate
= Trust Chain Certificate

There is no direct communication between OCCM and Policy. All the communications are
handled using monitoring Kubernetes Secrets.

All the required certificates are configured using OCCM.
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After OCCM creates these Kubernetes Secrets, or monitors the already existing ones, the
Ingress and Egress Gateways monitor these Secrets and keep track of their current status:

VALID: A Kubernetes Secret which holds a certificate that has not expired and it is
properly signed,

EXPIRED: A Kubernetes Secret which holds a certificate that has met its expiration date
(the value determined in its not Af t er value),

MISSING: A Kubernetes Secret which has its certificate missing, or any other essential file
for the TLS/SSL bundle.

CORRUPT: A Kubernetes Secret which has its certificate corrupt, either invalid file, invalid
signature, or invalid format.

Managing the keys and certificates

Install Guide Considerations

Upgrade: When Policy is deployed with OCCM, follow the specific upgrade sequence as
mentioned in the Oracle Communications, Cloud Native Core Solution Upgrade Guide.

Rollback: You can remove Kubernetes secrets if the current version of Policy does not use
that secret by checking the occnp_cust om val ues. yan file. Before deleting, please make
sure that there is no plan to rollback to the Policy version which uses these secrets.
Otherwise Rollback will fail. For more information on migrating the secrets from Policy to
OCCM and removal of Kubernetes secrets from the yaml file, see Upgrade Strategy in
Oracle Communications Cloud Native Core, Converged Policy Installation, Upgrade, and
Fault Recovery Guide.

Configure

To configure HTTPS in ingress-gateway, the following parameters must be configured in
custom-value.yaml file in the ingress-gateway section:

ingress-gateway.enablelncomingHttps
ingress-gateway.service.ssl.privateKey.k8SecretName
ingress-gateway.service.ssl.privateKey.kBNameSpace
ingress-gateway.service.ssl.privateKey.rsa.fileName
ingress-gateway.service.ssl.certificate.k8SecretName
ingress-gateway.service.ssl.certificate.kBNameSpace
ingress-gateway.service.ssl.certificate.rsa.fleName
ingress-gateway.service.ssl.caBundle.k8SecretName
ingress-gateway.service.ssl.caBundle.kBNameSpace
ingress-gateway.service.ssl.caBundle.fileName
ingress-gateway.service.ssl.keyStorePassword.k8SecretName
ingress-gateway.service.ssl.keyStorePassword.k8NameSpace
ingress-gateway.service.ssl.keyStorePassword.fileName
ingress-gateway.service.ssl.trustStorePassword.k8SecretName
ingress-gateway.service.ssl.trustStorePassword.k8NameSpace

ingress-gateway.service.ssl.trustStorePassword.fileName
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For more information, see Basic Configurations in Ingress Gateway section in Oracle
Communications Cloud Native Core, Converged Policy Installation, Upgrade, and Fault
Recovery Guide.

To configure HTTPS in egress-gateway, configure the following parameters under egress-
gateway section in custom-value.yaml| file:

e egress-gateway.enableOutgoingHttps

e egress-gateway.egressGwCertReloadEnabled

e egress-gateway.egressGwCertReloadPath

e egress-gateway.service.ssl.privateKey.k8SecretName

e egress-gateway.service.ssl.privateKey.kBNameSpace

e egress-gateway.service.ssl.privateKey.rsa.fileName

e egress-gateway.service.ssl.privateKey.ecdsa.fileName

e egress-gateway.service.ssl.certificate.k8SecretName

e egress-gateway.service.ssl.certificate.kBNameSpace

e egress-gateway.service.ssl.certificate.rsa.fileName

e egress-gateway.service.ssl.certificate.ecdsa.fleName

e egress-gateway.service.ssl.caBundle.k8SecretName

e egress-gateway.service.ssl.caBundle.kBNameSpace

e egress-gateway.service.ssl.caBundle.fileName

e egress-gateway.service.ssl.keyStorePassword.k8SecretName
e egress-gateway.service.ssl.keyStorePassword.kBNameSpace
e egress-gateway.service.ssl.keyStorePassword.fileName

e egress-gateway.service.ssl.trustStorePassword.k8SecretName
e egress-gateway.service.ssl.trustStorePassword.k8NameSpace

e egress-gateway.service.ssl.trustStorePassword.fileName

For more information, see Basic Configurations in Egress Gateway section in Oracle
Communications Cloud Native Core, Converged Policy Installation, Upgrade, and Fault
Recovery Guide.

Observability
Monitoring the keys and certificates

Policy supports monitoring and automatic renewal of its' TLS certificates in integration with
OCCM.

It is validated that the renewed certificate and key are picked up for any new TLS connections.

Also, the existing TLS connections using the previous key and certificate are gracefully brought
down.

Clean up of the certificates are also handled through OCCM.

For information about enabling HTTPS, see Configuring Secrets for Enabling HTTPS in Oracle
Communications Cloud Native Core, Converged Policy Installation, Upgrade, and Fault
Recovery Guide.
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Metrics

The oc_certificatemanagement_tls_certificate_info metric is used to support automated
certificate lifecycle management.

For more information, see Metrics for Automated Certificate Lifecycle Management.

4.15 Support for Adding Reduced Capability to UES

4.16 PCF

Policy supports handling the requests from reduced capability devices (RedCap) to support loT
ecosystem.

RedCap is a new device class that is designed to provide a cost-effective way to connect
devices that do not require the full capabilities of the 5G system. It reduces UE complexity
through fewer RX/TX antennas, reduced UE use of bandwidth, lower UE power consumption,
relaxed data rates, relaxed UE processing time and processing capability to help enable some
exciting use cases, primarily around Industrial wireless sensors, video surveillance and
wearables.

Policy identifies the incoming request from the RedCap devices based on the NR_REDCAP
enumerated value in the request that indicates NR RedCap access type.

Based on this value, Policy interacts with PRE to make appropriate decisions for the reduced
capability UEs.

® Note
Policy supports policy decisions on NR_RedCap rat_type for:
e create, update, and update notify message for SM service

e create message for AM service and UE Policy service

Managing the support for reduced capability devices

A new value NR_REDCAP is added to the existing RatType block under Policy Projects in CNC
Console.

For more information on the RatType block, see PCF UE Policy section in Oracle
Communications Cloud Native Core, Converged Policy Design Guide.

Support for ME-XX String in Server Header from CHF

When PCF communicates with other NFs, it makes use of a header called server, as defined in
3GPP. PCF uses these header is used by PCF to make decisions on retry strategies when
receiving error responses. The header contains the instance or instances that generated the
error. Based on the standard defined in 3GPP, the instance(s) inserted in the header must
follow the following pattern: "<NFType>-<NF Instance ID>" for an NF, where

« <NF Type> is the type of the NF or network entity generating the error, set to the NFType
value as defined in 3GPP.

« <NF Instance ID> is the identity of the NF or network entity generating the error, set to the
FQDN of the SCP or SEPP, or to the NF Instance ID of the HTTP server.
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For example, when inserted by an NF such as SCP or SEPP, the error originators, the server
header pattern looks like "SCP-<SCP FQDN>" for a SCP and "SEPP-<SEPP FQDN>" for a
SEPP.

The information carried in the Server Header is useful for troubleshooting. There might be
cases where this server header has custom information and does not follow header pattern as
defined by the 3GPP. Considering this, if a differently formatted value such as "ME-me-
instanceid", is inserted in the header alongside the 3GPP supported ones, PCF, at present,
completely ignores the server header, which impacts the retry strategy.

With this feature implementation, PCF core (SM/AM/UE) services ignores the custom server
header value such as "ME-me-instanceid” and continue considering the valid SCP, SEPP or
other NF type Server Headers.

Model C: PCF (SM/AMIUE) as Consumer Supports Custom Server Header from CHF on
N28 Interface

The N28 reference point is defined for the interactions between PCF and Charging Function
(CHF). Policy sends initial POST request for subscription to policy counter information from the
CHF over N28 interface. If the CHF cannot successfully fulfill the received POST request due
to an error, then CHF sends error response to PCF.

On receiving the error response from CHF, the PCF Core services check for Server Header
Support field status,

« if the field status is set to Si ngl e | nstance, then the regular expression evaluates the
server header value. From the header value, only one NF instance of the primary/
secondary CHF Producer is filtered and custom server header content such as ME-me-
instanceid is ignored.

* if the field status is setto Mul ti I nstance, then the regular expression evaluates the
server header value. From the header value. two NF instances from all the producer NF
instances in the NFSet is filtered and custom server header content such as ME-me-
instanceid is ignored.

While creating retry profile, the regular expression to ignore the content in server header is
configured for the Policy services. In the CNC Console, a field Ignore Custom server header
value is added in Create Retry Profile section under Retry Profile. In this field, you can
specify the string pattern that can be ignored in the server header value.

The following table maps the configured regular expression that identifies the matching pattern
in the custom server header value. The identified pattern, if exists, is ignored and the
remaining value is considered as seen in the Filtered Content column in the following table.

Table 4-9 CHF Server Header Content Pattern Matching Regular Expression
|

Configured Regular Server Header Content Filtered Content Server Header Support
Expression
ME-.+ ME- CHF-54804518-4191-46 Single Instance

me-54804518-4191-46b b3-955cac631f953eb9
3-955cac631f953eb91
CHF-54804518-4191-46
b3-955cac631f953eb91
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Table 4-9 (Cont.) CHF Server Header Content Pattern Matching Regular Expression

Configured Regular
Expression

Server Header Content

Filtered Content

Server Header Support

ME-.+

ME-
me-54804518-4191-46b
3-955¢-ac631f953ed82
CHF-54804518-4191-46
b3-955c-ac631f953ed82
ME-
me54804518-4191-46b3
-955¢-ac631f953eb91
CHF-54804518-4191-46
b3-955c-ac631f953eb91

CHF-54804518-4191-46
b3-955c-ac631f953ed82
CHF-54804518-4191-46
b3-955c-ac631f953eb91

Multi Instance

ME-.+

CHF-54804518-4191-46
b3-955cac631f953eb91
ME-
me-54804518-4191-46b
3-955cac631f953eh91

CHF-54804518-4191-46
b3-955cac631f953eb91

Single Instance

ME-.+

CHF-54804518-4191-46
b3-955c-ac631f953ed82
CHF-54804518-4191-46
b3-955cac631f953eb91

CHF-54804518-4191-46
b3-955c-ac631f953ed82
CHF-54804518-4191-46
b3-955cac631f953eb91

Multi Instance

(ME|CHF)-.+

ME-
me-54804518-4191-46b
3-955cac631f953eb91
CHF-54804518-4191-46
b3-955cac631f953eb91

Empty

Single Instance

Managing PCF Support for ME-XX String in Server Header from CHF

Enable

PCF supports ME-XX String in Server Header from CHF as a core functionality. You do not
need to enable or disable this feature.

Configure Using CNC Console

To add the regular expression in CNC Console, set the Ignore Custom server header value
field in Create Retry Profile section under Retry Profile for Common Data Configurations

for Policy Services.

Configure Using REST API

Perform the feature configurations as described in "Retry Profile" section in Oracle
Communications Cloud Native Core, Converged Policy REST Specification Guide.

Maintain

Error logs are generated when the system is congested and the actions are taken to bring the
system back to normal. Warning logs are generated to indicate the congestion level. However,
error logs are not generated when messages are rejected to avoid additional resource usage
to write error logs.

If you encounter alerts at system or application levels, see Alerts section for resolution steps.

In case the alerts still persist, perform the following:
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e Collect the logs: For more information on how to collect logs, see Oracle Communications
Cloud Native Core, Converged Policy Troubleshooting Guide.

* Raise a service request: See My Oracle Support.

4.17 Sy SLR Enhancements for Signalling Updates and UDR
Notification

The Sy reference point is located between CnPolicy and Online Charging System (OCS). It
enables transfer of policy counter status information relating to subscriber spending from OCS
to CnPolicy.

CnPolicy considers the subscriber's spending status into account for its Policy decisions. The
CnPolicy requests the spending limit report for policy counters from the OCS using the initial or
intermediate spending limit request. Currently, CnPolicy supports fetching of OCS counters in
the following scenario in a synchronous mode:

e Inthe initial request i.e., when the request is sent for the first time for a Subscriber, the
cnPCREF sets the SL-Request-Type AVP to the value, INITIAL_REQUEST and initiates a
diameter Sy Spending Limit Request (SLR) towards OCS.

e On asubsequent request on the second IP CAN session for the same subscriber, the
PCRF sets the SL-Request-Type AVP to the value, INTERMEDIATE_REQUEST and
updates the OCS counters.

With this feature, CnPCRF and CnPolicy fetches OCS counter status over Sy reference point
in the following scenarios in a synchronous mode:

e CnPCREF initiates a Sy SLR intermediate request on receiving CCR-U or SM update
request for a given subscriber session-id. CnPolicy evaluates policy based on the latest
counters received over Sy and sends the policy rules in the CCA-U or SM update
response.

e On receiving UDR notification, cnPCRF issues an Sy SLR initial or intermediate requests.
CnPolicy evaluates policy and triggers a RAR or Update Notify toward PGW/SMF for all IP
CAN or PDU sessions of the subscriber.

Update Signaling Flow for ChPCRF/SM Services

CnPCRF/SM service, on receiving a CCR update or SM update requests from PGW/SMF,
performs OCS counters lookup by invoking OCS Sy Spending Limit Request in a synchronous
mode to OCS. At PCRF Core and PCF SM services, a flag Enable Force Lookup for OCS is
added. You can enable or disable this flag in the PCRF Core service or PCF Session
Management Settings page under User tab in the OCS Spending Limit section in the CNC
Console. By default, this flag is disabled. The purpose of this flag is to force PDS to perform
OCS Lookup, but at PDS this will be treated as revalidation. If this flag is enabled in the core
services, then while initiating the OCS spending limit request the "forceLookup" is sent as true
toward PDS.

The following call flow describes the fetching of Sy OCS counters on receiving session updates
requests from PGW/SMF:
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Figure 4-8 Update signalling flow for CnPCRFISM service
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1. PGW/SMF sends a CCR Update or SM Update request to ChPCRF/SM service.

2. The ChPCRF/SM service sends a GET OCSSpendingLimitRequest with "forceLookup" set
to true to PDS.

3. If Sy session is not established then PDS sends SLR-Initial request to Diameter Gateway.
4. Diameter Gateway forwards this request to OCS.
5. If OCS responds with DIAMETER_SUCCESS code to Diameter Gateway.

a. Diameter Gateway responds with OCS response containing ocsSpendi ngLi mi t St at us
information to PDS.

Cloud Native Core, Converged Policy User Guide
F83322-12 November 18, 2025

Copyright © 2019, 2025, Oracle and/or its affiliates. Page 47 of 465



ORACLE

Chapter 4
Sy SLR Enhancements for Signalling Updates and UDR Notification

b. PDS forwards the OCS response with ocsSpendi ngLi mi t St at us data to ChPCRF/SM
service.

6. If OCS responds with DIAMETER_ERROR code to Diameter Gateway.

a. Diameter Gateway sends the Error Response to PDS. At PDS, an empty context entry
is created in the Database if CreateContextOnFailure is enabled from the request from
cnPCRF/PCF-SM.

b. PDS forwards the Error Response to CnPCRF/SM service.

7. If Sy session is already established then PDS sends SLR-Intermediate request to Diameter
Gateway

8. Diameter Gateway forwards this request to OCS.
9. If OCS responds back with DIAMETER_SUCCESS code to Diameter Gateway.

a. Diameter Gateway responds with OCS response containing ocsSpendi ngLi mi t St at us
information to PDS.

b. PDS forwards the OCS response with ocsSpendi ngLi ni t St at us data to ChnhPCRF/SM
service.

10. If OCS responds back with DIAMETER_ERROR code to Diameter Gateway. Diameter
Gateway sends the error response to PDS. At PDS,

a. On receiving the response, it evaluates the flag cr eat eCont ext OnFai | ur e in the
cnPCRF/PCF SM request and if enabled the existing context is updated as dummy
context in the database.

b. With Force Lookup flag enabled, PCF forces PDS to do a lookup towards OCS, but
PDS treats this flag as if was part of revalidation flow and retries again as SLR-Initial
Revalidation flow.

c. Deletes the existing record in the database as part of the revalidation procedure.
11. PDS forwards the Error Response to CnPCRF/SM service.
12. CnPCRF/SM service sends a request with OCS information to PRE for Policy evaluation.

13. Policy evaluated information is sent to PGW/SMF as CCA update or SM update response.

UDR Notification Call Flow

In the UDR notification call flow, the PDS workflow Charging Profile selection based on
Notification - UDR is added to the list of the existing workflows. On selecting this workflow
PDS is instructed to select the user profile based on the notification from UDR. The Charging
Profile selection based on Notification - UDR workflow is based on the existing Charging
Profile selection based on User Profile - UDR workflow with two extra tasks added to UDR
notify workflow namely, the search and PRE tasks.

In order to use the UDR notification flow that initiates any lookup towards OCS, you need to
have the following configurations to be set:

* Select the new workflow Charging Profile selection based on Notification - UDR type.

* PDS-OCS dummy context, that is created using either CCR-1/SmCreate or CCR-U/
SmUpdate must exist in PDS Database.

* PDS-OCS sy session, that is created using either CCR-I/SmCreate or CCR-U/SmUpdate
must exist in PDS Database.

The following call flow describes the fetching of Sy OCS counters during a CCR I/SM Create
request from PGW/SMF:
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Figure 4-9 UDR PDS - Create Flow
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PGW/SMF sends a CCR | or SM Create request to ChPCRF/SM service.

2. The CnPCRF/SM service sends a GET OCSSpendingLimitRequest with
"createContextonFailure" set to true to PDS.

3. PDS sends SLR-Initial request to Diameter Gateway.

4. Diameter Gateway forwards this request to OCS.
5. If Sy session creation is successful with OCS then it returns DIAMETER_SUCCESS code

to Diameter Gateway.

a. Diameter Gateway responds with OCS response containing ocsSpendi ngLi mi t St at us

information to PDS.

b. At PDS the ocsSpendi ngLi mi t Dat a and snPol i cyDat a is written into the Database.

6. If Sy session creation is unsuccessful with OCS then it returns DIAMETER_ERROR code

to Diameter Gateway.

a. Diameter Gateway responds with either 404 Not Found or 500 I nternal Server

Error to PDS.

b. PDS checks for the attribute "createdContextOnFailure" value. On finding it enabled
PDS writes only the OCS context information and snPol i cyDat a into the Database.

c. PDS checks for the attribute "createdContextOnFailure" value. On finding it disabled
PDS writes only snPol i cyDat a into the Database.
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7. PDS responds to CnPCRF/SM service.

8. CnPCRF/SM service triggers a CCA | or SM Create response to PGW/SMF.
9. On receiving PRE decision, CnPCRF/SM service triggers a Gx RAR/SM update notify

response to PGW/SMF.

The following call flow describes the fetching of Sy OCS counters during a UDR Notification:

Figure 4-10 UDR PDS Notification Flow
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1. UDR triggers an UDR Update Notify request with customAttribute set to "FetchOCS"

toward Diameter Gateway.

2. Diameter Gateway forwards this request to PDS.

3. PDS performs a DB fetch and sends Policy evaluation request with the UDR Notification

information to PRE.

4. PRE responds back with Policy decision request with an action of "OCS Lookup" to PDS.

5. If OCS Context does not exist then PDS sends notification request to ChPCRF/SM service.
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6. If either the dummy OCS Context or actual OCS Context exists then PDS initiates either
Sy SLR Initial or Sy SLR Intermediate request to OCS via Diameter Gateway.

7. If OCS sends DIAMETER_SUCCESS code to Diameter Gateway then following call flow
runs:

a. Diameter Gateway responds with OCS response containing ocsSpendi ngLi mi t St at us
information to PDS.

b. PDS updates the existing OCS context in the database with received OCS data.

c. PDS sends a notification request with ocsSpendi ngLi mi t St at us data to ChnPCRF/SM
service.

d. CnPCRF/SM service sends a Policy evaluation request with ocsSpendi ngLi ni t St at us
to PRE.

8. If OCS sends DIAMETER_ERROR code to Diameter Gateway then following call flow
runs:

a. Diameter Gateway responds with either 404 Not Found or 500 Internal Server
Error to PDS.

b. PDS sends natification with 206 Partial success to CnPCRF/SM service.
c. CnPCRF/SM service sends a Policy evaluation request to PRE.
9. PRE sends Policy decision response to ChPCRF/SM service.
10. CnPCRF/SM service triggers a Gx RAR/SM update notify response to PGW/SMF.

Managing Sy SLR Enhancements for Signalling Updates and UDR Notification
Enable

By default, the Sy SLR Enhancements for Signalling Updates and UDR Notification feature is
disabled. You can enable this feature using CNC Console or REST API for Policy.

Configure Using CNC Console

To configure the feature using CNC Console, set the Enable force lookup on Update
parameter to true in OCS Spending Limit section under user tab on the Settings page for
PCRF Core Service Configuration.

To enable "createContextOnFailure" during UDR Notification flow using the CNC Console, add
following keys:

e "USER.ocsSpendingLimit.createContextOnFailure" parameter in the Advanced Settings
key in PCRF Core Service Configurations Settings section.

«  "USER.CREATE_CONTEXT_ON_FAILURE_OCS_DATA" parameter in the Advanced
Settings key in PCF Session Management section.

In the CNC Console the PDS workflow Charging Profile selection based on Notification -
UDR is selected at PDS Workflow section.

Configure Using REST API

Perform the feature configurations as described in "PCRF Core Service", "Session
Management Service" and "PDS Workflow" sections in Oracle Communications Cloud Native
Core, Converged Policy REST Specification Guide.

Observability

Metrics:
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The metric create_context _on_failure_response is added to Diameter Connector Service
Metrics section.

Maintain

Error logs are generated when the system is congested and the actions are taken to bring the
system back to normal. Warning logs are generated to indicate the congestion level. However,
error logs are not generated when messages are rejected to avoid additional resource usage
to write error logs.

If you encounter alerts at system or application levels, see Alerts section for resolution steps.

In case the alerts still persist, perform the following:

e Collect the logs: For more information on how to collect logs, see Oracle Communications
Cloud Native Core, Converged Policy Troubleshooting Guide.

* Raise a service request: See My Oracle Support .

4.17.1 Handling N28 and N36 Interfaces Context Information during
Subscription Failures

With this feature, PCF supports the N28 and N36 context information such as subscription
information, policy and charging related information to be stored in PDS databases during
lookup failures. In a scenario, where:

1. SMF initiates a session creation by sending SM create request with received DDN as IMS,
the session ID is sessi on-i d-i ns for a subscriber.

2. The fetch request for subscription details from the N28 and N36 fails. PDS does not store
any context information for sessi on-i d-i ns.

3. SMF initiates a session creation by sending SM create request with received DNN as
internet, the session ID is sessi on-i d-i nt ernet for the same subscriber.

4. If the GET request for subscription details from the N28 and N36 is successful and the
POST request for CHF or UDR subscription is also successful then PDS stores the
information related to sessi on-i d-i nt ernet in the subscriber context information.

5. PCF receives a SM delete request for the sessi on-i d-internet.

Currently, PCF deletes the session sessi on-i d-i nt er net information, even though the other
session sessi on-i d-i ns still exists for the subscriber.

This implementation ensures that PCF does not perform deletion of the message toward CHF
or UDR prematurely, and keeps the information in the PDS until the subscriber goes away. This
feature is implemented for PCRF Core and SM services.

To implement this feature, PCRF core services uses an existing
USER. ocsSpendi ngLi mi t. cr eat eCont ext OnFai | ur e flag and the following new flags:

* USER snPol i cyDat a. cr eat eCont ext OnFai | ure
e USER operat or Speci fi cDat a. cr eat eCont ext OnFai | ure

If these flags are set to true, then the subscribers policy data and operator specific data are
stored in a dummy context created by PDS service during subscription failures from CHF or
UDR.

SM service uses an existing USER. CREATE_CONTEXT_ON_FAI LURE_OCS_DATA flag and the
following three new flags:
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«  USER CREATE_CONTEXT ON_FAI LURE_SM POLI CY_DATA
«  USER CREATE_CONTEXT ON_FAI LURE_CHF_DATA
- USER CREATE_CONTEXT ON_FAl LURE_OPERATOR SPECI FI C_DATA

If these flags are set to true, then the subscribers policy data, operator specific data, and
charging data are stored in a dummy context created by PDS service during subscription
failures from CHF or UDR.

@ Note

This feature works only when subscription (subs-to-notify) flag for UDR data source is
true. If the subscription flag is false, then PDS does not create any UDR related
resources in the database.

For more information on CNC Console configurations, see "Advanced Settings" in PCF
Session Management and PCRF Core Settings sections.

Call Flows

This section describes the procedure of dummy context creation by PDS service during
subscription failure scenario in SM and PCRF Core services Create, Update, and Delete call

flows.
PDS Dummy Context Creation in SM and PCRF Core Services Create Call Flow

This section describes the SM Create call flow and usage of the flag cr eat eCont ext OnFai | ure
during CHF/UDR subscription failure. The same call flow applies to PCRF-Core (CCR-I)
without SpendingLimitData (CHF).
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Figure 4-11 PDS Dummy Context Creation during SM and PCRF Core Create Call Flow
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If UDR or CHF subscription and charging information is configured in PCF then SM service
populates the SM session with these details and sends a request to PDS.

The PDS searches for the charging information in the database.
« If valid data exists, then PDS responds to SM service with the data.

e If dummy data exists or there is no data, then it sends a GET request for
SmPolicyData/OperatorSpecificData toward UDR, and GET request for ChfData
toward CHF.

— UDR responds with SmPolicyData to PDS. This data is stored to the database by
PDS.

— PDS sends Subscription request to UDR. On receiving unsuccessful error
response from UDR, PDS checks for the flag "CreateContextOnFailure". If it is set
to true, then the SmPolicyData/OperatorSpecificData and ChfData are written to
the dummy context by PDS. If the flag is false, there is no database operation
done by PDS.

PDS sends successful 200 Success response to SM service for CHF and UDR GET
requests.

PDS sends partial successful 206 Partial Success response to SM service on creation of
either one datasource or dummy context.

SM service responds with SmCreate response to SMF.

@® Note

Upon dummy context creation for the data source, it will contain "lastErrorCode"
parameter containing status code that provides error details. For example, on
receveing 404 error Not Found from UDR, the "lasterrorcode" will be populated as -

| ast Error Code: "USER_NOT_FOUND' or "SUBSCRI PTI ON_NOT_FOUND' depending on the

type of operation performed.

PDS Dummy Context Creation in SM and PCRF Core Services Update Call Flow

This section describes the PCRF Core Update call flow and usage of the flag
creat eCont ext OnFai | ur e during CHF/UDR subscription failure. The same call flow applies to

SM Update with SpendingLimitData (CHF).
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Figure 4-12 PDS Dummy Context Creation during SM or PCRF Core Update Call Flow
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1. The PGW sends a CCR-U, an Update request to PCRF core service via Diameter
Gateway.

2. If UDR or CHF subscription is configured, then PCRF core service populates its session
with these details and sends a request to PDS.

3. The PDS searches for the charging information in the database. If valid data exists, then
PDS responds to PCRF core service with the data.

4. The PDS searchs for the charging information in the database and if no data or dummy
data exists, then

* If valid data exists, then PDS responds to PCRF core service with the data.

« If dummy data exists or there is no data, then it sends a GET request for
SmPolicyData/OperatorSpecificData toward UDR.
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— UDR responds with SmPolicyData to PDS. This data is stored to the database by
PDS.

— PDS sends Subscription request to UDR. On unsuccessful error response from
UDR, PDS checks for the flag "CreateContextOnFailure” value. If it is true, then
the SmPolicyData/operatorSpecificData is written to dummy context by PDS. If the
flag is false, there is no database operation done by PDS.

5. PDS sends successful 200 Success response to PCRF Core service for UDR GET
request.

6. PDS sends partial successful 206 Partial Success response to SM service on creation of
either one datasource or dummy context.

7. PCRF Core Service responds with CCA-l or CCA-U response to PGW.

PDS Dummy Context Creation in SM Create/Update Call Flow with OCS in
Asynchronous Mode

This section describes PCRF Core CCR-I/CCR-U call flow and usage of the flag

cr eat eCont ext OnFai | ur e during CHF/UDR subscription failure. For this call flow, the Online
Charging System (OCS) is asynchronously enabled using the flag OCS Aync. The same call
flow applies to SM Update with SpendingLimitData (CHF).
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Figure 4-13 PDS Dummy Context Creation during SM and PCRF Core Create/Update
Call Flow with OCS in Async Mode
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1. The PGW/SMF sends a CCR-1/SM Create or CCR-U/SM Update requests to PCRF
core/SM services via Diameter Gateway/Ingress Gateway.

2. The PCRF core/SM service sends a GET request with asynchQuery enabled in OCS
spending limit header parameter toward PDS.

PDS sends successful 200 Success response to PCRF core/SM service.
The PCRF core/SM service sends a Policy evaluation to PRE.

The PRE service responds with fetch policy counters request to PCRF core/SM service.

© g & »

The PCRF core/SM service sends a GET request with cr eat eCont ext OnFai | ur e enabled
in spending limit header parameter toward PDS.
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PDS sends successful 200 Success response to PCRF core/SM service.

The PCRF core/SM service sends a CCA-I/SMCreateResponse or CCA-U/
SMUpdateResponse toward PGW/SMF.

The PDS performs Database lockup:

* If dummy context exists, and there is no valid data, then PDS sends SLR-Initial
request toward OCS.

* If valid data exits, then PDS sends SLR-Intermediate request toward OCS.

OCS sends successful "ocsSpendingLimitStatus” response to PDS. PDS sends a
notification about "ocsSpendingLimitStatus” to PCRF Core/SM service.

OCS sends unsuccessful error response to PDS. If cr eat eCont ext OnFai | ur e is enabled
then ocsSpendingLimitStatus context information is written to database by PDS. If the flag
is false, there is no database operation done by PDS.

PDS sends a notification 404 Not Found request to PCRF Core/SM service.
PCRF Core/SM services sends policy evaluation request to PRE service.
PRE service sends policy evaluation response to PCRF Core/SM service.

PCRF Core/SM service sends RAR/UpdateNotify response to PGW/SMF.

PDS Dummy Context during SM Delete or PCRF Core CCR-T Call Flow

This section describes the SM Delete/CCR-T call flow and usage of the flag
cr eat eCont ext OnFai | ur e during CHF/UDR subscription failure.
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Figure 4-14 PDS Dummy Context during SM Delete or PCRF Core CCR-T Call Flow
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Diameter Gateway/Ingress Gateway.
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3. For the given subscriber, if the dummy context does not exists, then PDS deletes it and
also the corresponding Subscriber State Variable (SSV).

4. If dummy context for related to the specific subscriber in the request exists then PDS
deletes it and the corresponding Subscriber State Variable (SSV).

5. PDS sends successful 200 Success response to PCRF core/SM services.

6. PCRF core/SM services perform policy evaluation and send the result as CCA-T/SM

Delete response to PGW/SMF.

4.18 Enhancement to PRE Metrics

The following Policy blocks have been added to PRE to evaluate policy block execution

counter and policy blocks execution time.
e Increment Counter Label

e Time
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For more information, see "Public Category" section in Oracle Communications Cloud Native
Core, Converged Policy Design Guide.

To enable the PRE metrics, enable the Enable Metrics switch in the Policy Engine page under
Service Configurations. By default, this switch remains disabled. For more information, see

Policy Engine.
The following metrics have been added in PRE service for this feature:
e occnp_block_counter_label

e occnp_block_exec_time_ns

For more information, see PRE Metrics.

4.19 Enhancement to PCF Resiliency

PCF is enhanced to provide the mechanism in consumer service pods to cache the last
successful producer pod information and use it when the subsequent producer pod discovery
results in failure. Hence, the inter service communication continues to run even when the
communication between the Kubernetes services and pods is down.

4.20 Support for cnDBTier Functionalities in CNC Console

With the implementation of this feature, cnDBTier functionalities are integrated into the CNC
Console, and Policy users can view specific cnDBTier functions, such as checking the
cnDBTier version, status of cnDBTier clusters, and georeplication status on the CNC Console.

® Note

This cnDBTier options can be accessed only through CNC Console.

The following cnDBTier functionalities are read only and can be viewed on the CNC Console:

e Backup List: It displays the details of stored backups, such as the ID and size of the
backup.

e cnDBTier version: It displays the cnDBTier version.
- Database Statistics Report: It displays the number of available database.
e Georeplication Status:

— Real Time Overall Replication Status: It displays the overall replication status in
multisite deployments. For example, in a four-site deployment, it provides the
replication status between the following sites: sitel-site2, sitel-site3, sitel-site4, site2-
site3, site2-site4, and site2-sitel. This is applicable for all other sites.

— Site Specific Real Time Replication Status: Itdisplays the site-specific replication
status.

« HeartBeat Status: It displays the connectivity status between the local site and the remote
site to which Policy is connected.

e Local Cluster Status: It displays the status of the local cluster.

« On-Demand Backup: It provides options to initiate as well as the display the status of the
on-demand backup. It also displays the status of initiated on-demand backups.

Cloud Native Core, Converged Policy User Guide

F83322-12

November 18, 2025

Copyright © 2019, 2025, Oracle and/or its affiliates. Page 61 of 465



ORACLE’

Chapter 4
Binding Service Pod Congestion Control

Managing cnDBTier Functionalities at CNC Console

Enable

This feature is enabled automatically when cnDBTier is configured as an instance during the
CNC Console deployment. For more information about integrating cnDBTier functionalities in
CNC Console, see Oracle Communications Cloud Native Core, cnDBTier User Guide.

Configure

You can view cnDBTier functionalities at CNC Console in the Viewing cnDBTier Functionalities
in CNC Console section.

Maintain
If you encounter alerts at the system level, see the Alerts section for resolution steps.
In case the alerts persist, perform the following tasks:

1. Collect the logs: For information about how to collect logs, see Oracle Communications
Cloud Native Core, Converged Policy Troubleshooting Guide.

2. Raise a service request: For information about how to raise a service request, see My
Oracle Support.

4.21 Binding Service Pod Congestion Control

Binding Service, a Policy microservice provides:
e session binding information on receiving binding request from SM service.

* subscriber/Data Network Name (DNN) session limit check across Gx and N7 session or
within multiple sessions for a 4G/5G deployments.

e context owner information to Diameter Gateway for routing Rx messages for a 4G/5G
deployments.
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Figure 4-15 Binding Service and Other Policy Services
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The above diagram shows Binding service interaction with Policy SM, PCRF Core, cnDBTier,
Audit, Diameter Gateway and Egress Gateway services. At times, an excessive traffic from
these services can be observed in the network, which can result in a high CPU utilization, high
memory utilization. This can cause performance degradation in Binding service responses and
eventually reach a state of service unavailability. Congestion control is used in order to help in
identifying such conditions and invoke rules that address these situations when these load
conditions persist.

Pod Congestion Control Mechanism

The Pod congestion control mechanism involves:
1. Determining Pod Congestion State

2. Triggering Pod Congestion Control
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Determining Pod Congestion State

Binding service pods exist in any of the following five states at any given time:
*  Normal

< Danger of Congestion (DOC)

e CONGESTION_L1

¢ CONGESTION_L2

e CONGESTED

Figure 4-16 Different Pod Congestion States

Periodically, the state of the pod's congestion gets determined. This interval is configurable,
and the default setting is 200 milliseconds.

The pod's state gets determined by considering the following points.
1. Calculate the congestion state for the following resources:

a. Queue: For the DOC, CONGESTION_L1, CONGESTION_L2 and CONGESTED pod
states, compare the number of pending messages in the queue with the configured
pending messages threshold.

b. CPU: The CPU usage for congestion state is calculated by comparing the CPU usage
of the Container (monitored using cgroup parameter - cpuacct . usage that provides
current cpu usage in nanoseconds) with the configured threshold.

2. The congestion state for pod gets assigned a maximum congested state based on the
congestion state of the resources.

The Binding service pod's can be in following Congestion states:

Table 4-10 Binding service Congestion States
|

Congestion States CPU Count Queue Count
DANGER_OF_CONGESTION 70 120

(DOC)

CONGESTION_L1 75 150
CONGESTION_L2 80 180
CONGESTED 85 200

Triggering Pod Congestion Control

Every time Binding service receives requests from other services, it checks for the current
congestion state of the pod. The Congestion Control mechanism is triggered if the pod's
congestion state is in DOC or Congested L1 or Congested L2 or Congested.

The requests to the Binding service might have priority included as oc- nessage-priority
attribute in the request header. The priority value ranges between 0 to 100 with 0 being the
highest and 100 being the lowest priority.
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@® Note

Currently, the downstream services do not propagate the oc- nessage-priority
header to Binding service and will be implemented in future releases.

Priority-Based Load Shedding

Based on the pods current congestion state a load shedding rule is applied to perform priority-
based load shedding. The load shedding rule is based on message priority, e.g., when the
Binding service Pod state is CONGESTED, then discard messages with priority 30. It
determines if the message with the assigned priority should be rejected or accepted.

These rules get configured per congestion state. If there are no rules configured for a
congestion state, then Binding service accepts the request as a default behavior. The user can
customize the result codes for the rejected requests when configuring the load rules. The
default result code is 503 Servi ce Unavail abl e.

The default load shedding rules for Binding service:

- State: DANGER OF_CONGESTI ON
discardPriority: 30
state: CONGESTION L1
discardPriority: 27
state: CONGESTION L2
discardPriority: 24
state: CONGESTED
discardPriority: 20

When Binding service is in congestion state, it's response can be configured using Binding
service Advanced settings in CNC Console, using the key
CONGESTION_RESPONSE_CODE. This key is used to configure for response code of the
messages that is rejected by the Binding service due to pod congestion state. By default
Binding Service responds with a response code of 503. The response code configured should
be 5xx error status only. Following are the list of configurable keys that can be added to set the
message priority:

Table 4-11 Configuring Message Priority

Key Default Value Allowed Values
AUDIT_MESSAGE_PRIORITY 30 0-100
BSF_AUDIT_MESSAGE_PRIORI 27 0-100
TY

DEPENDENT_CONTEXT_BINDI 24 0-100
NG_REGISTER_MESSAGE_PRI

ORITY

DEPENDENT_CONTEXT_BINDI 16 0-100
NG_DEREGISTER_MESSAGE_

PRIORITY

DEPENDENT_CONTEXT_BINDI 16 0-100
NG_FIND_CONTEXT_OWNER_

MESSAGE_PRIORITY

SESSION_BINDING_REGISTER 24 0-100
_MESSAGE_PRIORITY
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Table 4-11 (Cont.) Configuring Message Priority

Key

Default Value

Allowed Values

SESSION_BINDING_UPDATE_
MESSAGE_PRIORITY

20

0-100

EFRESH_MESSAGE_PRIORITY

SESSION_BINDING_DEREGIST 16 0-100
ER_MESSAGE_PRIORITY

SESSION_BINDING_SEARCH_ 30 0-100
MESSAGE_PRIORITY

SESSION_BINDING_FIND_CON 16 0-100
TEXT_OWNER_MESSAGE_PRI

ORITY

SESSION_BINDING_CLEANUP 30 0-100
_MESSAGE_PRIORITY

BSF_SESSION_UPDATE_MESS 20 0-100
AGE_PRIORITY

STALE_SESSION_TRACKER_R 30 0-100

@® Note

e When upgrading from 24.1.x to 24.2.x or higher version then user has to update
custom Threshold profiles manually, by taking new default values as a reference.
When upgrading from versions lower than 24.1.0 to 24.2.x or higher version then
the DEFAULT profile will be activated with new values.

e When exporting data from 24.1.x and importing it in 24.2.x or higher version then
user has to update the custom Threshold profiles value manually by taking new
default values as a reference before import.

Congestion Control Call Flow/Scenario

For the below call flows, consider the following Load shedding rule configuration:

Table 4-12 Load Shedding Rule

Congestion State

Discard Priority

DOC 27
CONGESTION_L1 23
CONGESTION_L2 18
CONGESTED 10

Binding Service Call Flow in Doc State

The call flow describes the Binding service congestion control mechanism handling the
requests from the other Policy services such as SM/PCRF core, Audit, Diameter Gateway, and
Query services when it is in Danger of Congestion (DOC) state.
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Figure 4-17 Binding Service Pod in DOC State
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*  SM/PCRF-Core services sends a register request with discard priority set to 24 to Binding
service and it responds back with success status.

* Audit service sends a audit notification request with discard priority set to 30 to Binding
service and it responds back with a reject 503 status.

* SM service sends a de-register request with discard priority set to 16 to Binding service
and it responds back with success status.

« Diameter Gateway service sends a find context owner request with discard priority set to
16 to Binding service and it responds with a success status.

*  Query Gateway service sends a find context owner request with discard priority set to 30 to
Binding service and it responds back with a reject 503 status.

Binding Service Call Flow in Congestion_L2 State

The call flow describes the Binding service congestion control mechanism handling the
requests from the other Policy services such as SM/PCRF core, Audit, Diameter Gateway, and
Query services when it is in Congestion_L2 state.
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Figure 4-18 Binding Service in Congestion_L2 State
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*  SM/PCRF-Core service sends a register request with discard priority set to 24 to Binding
service and it responds back with a reject 503 status.

* Audit service sends a audit notification request with discard priority set to 30 to Binding
service and it responds back the a reject 503 status.

* SM service sends a de-register request with discard priority set to 16 to Binding service
and it responds back with success status.

« Diameter Gateway service sends a find context owner request with discard priority set to
16 to Binding service and it responds back with success status.

*  Query Gateway service sends a find context owner request with discard priority set to 30 to
Binding service and it responds back with a reject 503 status.

Managing Binding service Pod Congestion Control
Enable

By default, the Pod Congestion control is disabled for Binding service. You can enable this
feature using CNC Console or REST API for Policy.

Configure Using CNC Console

To enable the feature using CNC Console set the Enable parameter in Settings page under
Congestion Control for Overload and Congestion Control Configurations.

Perform the Binding service Congestion Control feature configurations on the Settings,
Threshold and Load Shedding Rules in CNC Console as described in Congestion Control
section.
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Perform the Binding service Congestion Control feature discard message configurations at
Advanced Settings in CNC Console as described in Binding Service section.

Configure Using REST API

Perform the feature configurations as described in "Congestion Control" section in Oracle
Communications Cloud Native Core, Converged Policy REST Specification Guide.

Observability
Metrics:

Following metrics were updated in the Pod Congestion Metrics section.

e occnp_pod_congestion_state

e occnp_pod_resource_stress

e occnp_pod_resource_congestion_state

e pod_cong_state report_total

e pod_resource_congestion_state report total

e http_congestion_nessage_reject _total
Alerts

The following alerts generated for this feature:

« POD_CONGESTED

e POD_CONGESTION_ L2

e POD_CONGESTION L1

« POD _DANGER_OF CONGESTION

e POD_PENDING_REQUEST _CONGESTED

e POD_ PENDING_REQUEST CONGESTION_L2
e POD_ PENDING_ REQUEST CONGESTION_L1
e POD_PENDING_REQUEST DANGER_OF CONGESTION
« POD _CPU _CONGESTED

e POD _CPU CONGESTION_ L2

« POD _CPU CONGESTION_ L1

« POD_CPU DANGER_OF CONGESTION

For more information about alerts, see Common Alerts.

Maintain

Error logs are generated when the system is congested and the actions are taken to bring the
system back to normal. Warning logs are generated to indicate the congestion level. However,
error logs are not generated when messages are rejected to avoid additional resource usage
to write error logs.

If you encounter alerts at system or application levels, see Alerts section for resolution steps.

In case the alerts still persist, perform the following:

e Collect the logs: For more information on how to collect logs, see Oracle Communications
Cloud Native Core, Converged Policy Troubleshooting Guide.
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Raise a service request: See My Oracle Support.

4.22 Support for Non-SUPI based On-Demand Discovery
Caching of NF Profiles

Policy supports the caching of NF profiles at NRF Client received from non-SUPI based on-
demand discovery from NRF. Caching the NF profiles at NRF Client avoids discovering the NF
profiles from NRF for every new call flow.

N15 - AMF Notification for AM Policy (NFSetid based discovery for retry on Notification
Request failure)

N15 - AMF Notification for UE Policy (NFSetid based discovery for retry on Notification
Request failure)

N7 - SMF Notification for SM Policy (NFSetid based discovery for retry on Notification
Request failure)

N15 - AMF discovery, AMF as a producer for UE Policy NIN2 Message Subscribe
(GUAMI, amf-region-id,amf-set-id)

N15 - AMF rediscovery, AMF as a producer for UE Policy NIN2 Message Transfer failure
retry (NFSetid based discovery)

UDR Rediscovery, UDR as a producer for SM, AM and UE Policy session, when POST (if
considered subsequent), PUT, PATCH, Delete request failure, (NFSetid based discovery)

This allows NRF client to map and cache discovery query parameters against their on-demand
discovery responses, allowing NRF Client to reuse those responses until they expire and
reduces the number of requests sent to NRF for such discoveries.

Policy supports:

caching the discovered producer/Notify Consumers profiles from NRF along with its query
parameter for on-demand discovered NFs.

rediscovering the NF Profiles whose TTLs have expired, when there is an on-demand
discovery request for the same. That is, rediscovering the NF profiles based on the query
parameter, when required during a signaling or call flow, if the validity period of the cached
discovery response has expired. The expired records are updated with the recently
rediscovered records after rediscovery is successful with 2xx response code.

using the expired discovered profiles, which are in Registered state, if PCF cannot reach
any NRFs during rediscovery.

The query from SM service, AM service, UE Policy service towards NRF Client can include the
following two headers to support this feature:

OC-Force-Rediscovery: Indicates whether to cache the NF profiles received from NRF in
NRF Client or to skip caching and receive the response directly from NRF.

Value of this parameter can be 0 or 1. By default, value of this parameter is set to 0.

— When the value of OC-Force-Rediscovery parameter is set to 0, it enables the feature
and caches the NF profiles details received from NRF.

— When the value of OC-Force-Rediscovery parameter is set to 1, it disables the feature
and retrieves the NF profiles directly from NRF while responding to the query from the
backend services.

OC-Retention-Period: Indicates the time a record is allowed to stay in database until the
expiry period. This parameter accepts an integer value to indicate the retention period in
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milliseconds. When retention period is not configured/saved as null, backend will not send
this header to NRF connector. By default, value of this parameter is set to 0.

© mportant

If occnp_nrf_client database is not yet created on NRF Client, you must manually
create it. This database is used to store the cached profiles on NRF Client.

For details on how to create the database, see Configuring Database, Creating Users,
and Granting Permissions section in Oracle Communications Cloud Native Core,
Installation, Upgrade, and Fault Recovery Guide .

\.

These headers can be configured by applying the configurations under NF Discovery Settings
group in NF Communication Profiles for Common Data in Service Configuration.

The configurations are saved in common.public.communication-profile topic in the config
server.

@® Note

The NF communication profile must be created and oc-forced-rediscovery,
retentionperiod must be configured before attaching the NF communication profile to
service configuration page of SM service, AM service, UE Policy service, and User
service.
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Call Flow

Figure 4-19 SMF Notification for SM Policy (NFSetid based discovery for retry on
Notification Request failure)
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200 Success Response

SMF1 sends an SM Create request to SM service.
After the successful creation, SM service responds to SMF1 with a successful message.

Whenever there is a notification from UDR regarding any change in the user profile, PDS
forwards the notification to SM service.

SM service forwards the notification to SMF1 and receives a 5xx error.

If the caching feature is enabled, SM service initiates an on-demand discovery caching
with the given set ID and Service name and sends the request to NRF client.

As this is the first request and the data is not yet cached, NRF client sends the request to
NRF to fetch the SMF profile information.

NRF responds with the SMF profile information for the given setlD and service name.
NRF client caches these details in the database and sends the details to SM service.

SM service forwards the details to SMF2, which in turn responds with a 200 ok successful
message.
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Whenever PDS forwards an update notification from UDR to SM service.

SM service sends an on-demand discovery request to NRF client.

fetches the SMF Profiles from the cache and responds to SM service.

14.

SM service forwards the notification to SMF1 and receives an error in response.

Now that the data is already cached for the given setID and service name, NRF client

SM service sends the notification to SMF2 and receives a 200 ok successful message.

Figure 4-20 AMF Notification for AM Policy (NFSetid based discovery for retry on
Notification Request failure)
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Response

1. AMF1 sends an AM Create request to AM service.

2. After the successful creation, AM service responds to AMF1 with a successful message.

3. Whenever there is a notification from UDR regarding any change in the user profile, PDS
forwards the notification to AM service.

4. AM service forwards the notification to AMF1 and receives a 5xx error.

5. If the caching feature is enabled, AM service initiates an on-demand discovery caching
with the given set ID and Service name and sends the request to NRF client.

6. As thisis the first request and the data is not yet cached, NRF client sends the request to
NRF to fetch the AMF profile information for the give set ID and Service name.
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NRF responds with the AMF profile information for the given setlD and service name.

8. NREF client caches these details in the database and sends the details to AM service.

9. AM service forwards the details to AMF2, which in turn responds with a 200 ok successful

message.
10.
11.
12.
13.

AM service sends an on-demand discovery request to NRF client.

Whenever PDS forwards an update notification from UDR to AM service.

AM service forwards the notification to AMF1 and receives an error in response.

fetches the AMF profile information from the cache and responds to AM service.

14.

Now that the data is already cached for the given setID and service name, NRF client

AM service sends the notification to AMF2 and receives a 200 ok successful message.

Figure 4-21 AMF Notification for UE Policy (NFSetid based discovery for retry on
Notification Request failure)
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1. AMF1 sends an UE Create request to UE Policy service.

2. After the successful creation, UE Policy service responds to AMF1 with a successful
message.

3. Whenever there is a notification from UDR regarding any change in the user profile, PDS

forwards the notification to UE Policy service.
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4. UE Policy service forwards the notification to AMF1 and receives a 5xx error.

5. If the caching feature is enabled, UE Policy service initiates an on-demand discovery
caching with the given set ID and Service name and sends the request to NRF client.

6. As this is the first request and the data is not yet cached, NRF client sends the request to
NRF to fetch the AMF profile information for the give set ID and Service name.

7. NRF responds with the AMF profile information for the given setID and service name.

8. NREF client caches these details in the database and sends the details to UE Policy

service.

9. UE Policy service forwards the details to AMF2, which in turn responds with a 200 ok

successful message.

10. Whenever PDS forwards an update notification from UDR to UE Policy service.

11. UE Policy service forwards the notification to AMF1 and receives an error in response.

12. UE Policy service sends an on-demand discovery request to NRF client.

13. Now that the data is already cached for the given setID and service name, NRF client
fetches the AMF profile information from the cache and responds to UE Policy service.

14. UE Policy service sends the notification to AMF2 and receives a 200 ok successful

message.

Figure 4-22 AMF Discoveryl/ Re-Discovery
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AMF Sends a UEPolicyAssociation request to UE Policy service.

UE Policy service sends a request to NRF Client to discover the NF instances using amf-
set-id and amf-region-id.

NRF client forwards the request to NRF.

NRF responds to NRF client with the list of AMF Profiles matching the given amf-set-id and
amf-region-id.
NRF Client caches these AMF Profiles and then responds to UE Policy service.

UE Policy service sends a N1N2 message subscription request to the AMF matching the
amf-set-id and amf-region-id and receives a successful response.

When UE Policy service receives the next UEPolicyAssociation create request for the
same amf-set-id and amf-region-id, it sends a request to NRF client to fetch the AMF
profiles.

As the data is already cached, NRF client fetches the AMF profiles from its cache and
responds to UE Policy service.

UE Policy service sends the N1IN2 message subscription request to the required AMF and
receives a successful response.

Figure 4-23 Non-SUPI based on-demand discovery caching for User Service
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1. SMF sends an SM Create request to SM service.
2. SM service sends a request to NRF client to fetch the UDR profiles details.

3. NRF client sends the request to NRF and receives the list of UDR profiles matching the
given nfsetID.

4. If the caching feature is enabled, NRF client caches these UDR profiles and then forwards
the details to SM service.

5. After the successful creation of SMPolicyAssociation, SM service responds to SMF.

6. Whenever SMF sends another SM Create request to SM service, SM service sends a
request to NRF client to fetch the UDR profiles.

7. Asthe data is already cached, NRF client fetches the UDR profiles with the matching
nfsetlD from its cache and responds to SM service.

8. After the successful creation of SMPolicyAssociation, SM service responds to SMF.

Managing the Feature
Enable

By default, this feature is disabled. You can enable caching of the NF Profiles at NRF client
using CNC Console or REST API for Policy.

Enable using CNC Console:
To enable the feature using CNC Console configure:

« Force Discovery parameter under On Demand Discovery Caching section on NF
Communication Profile page. The NF Communication Profile page is available under
Common Data for Service Configurations.

< Enable Caching parameter under On Demand Discovery Caching section on NRF
Agent page, The NRF Agent page is available under Service Configurations.

For more information about enabling the feature through CNC Console, see NF
Communication Profiles.

Enable using REST API:
You can enable the feature using:

e NF Communication Profiles API by configuring the value of f or ceDi scovery paramter
under onDemandDi scover yCachi ng section to O.

* NRF Agent Service API by configuring the value of enabl eFeat ur e parameter under
onDemandDi scover yCachi ng section to tr ue.

For more information about enabling the feature through REST API, see NF Communication
Profiles in Oracle Communications Cloud Native Core, Converged Policy REST Specification
Guide.

Configure
You can configure this feature using the CNC Console or REST API for Policy.
Configure using CNC Console

» To configure caching of the NF profiles at NRF client at global level, perform the following
configurations under On Demand Discovery Caching section on NRF Agent page, The
NRF Agent page is available under Service Configurations. For more information, see

NRF Agent.
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To configure the retention period of the cached data, perform the following configurations
under On Demand Discovery Caching section on NF Communication Profile page. The
NF Communication Profile page is available under Common Data for Service
Configurations. For more information, see NF Communication Profiles.

Configure using REST API

You can configure this feature using NF Communication Profiles and NRF Agent Service APIs.

For more information, see NF Communication Profiles and NRF Agent sections in Oracle
Communications Cloud Native Core, Converged Policy REST Specification Guide.

Observability

Metrics

The following NRF Client metrics are used for this feature:

occnp_nrfclient_discovery_cache_support_force_discovery_total
occnp_nrfclient_discovery_cache_support_cache_hit_total
occnp_nrfclient_discovery_cache_support_about_to_expire_total
occnp_nrfclient_discovery_cache_support_expired_total
occnp_nrfclient.discovery.cache.support.failover
occnp_nrfclient_discovery_cache_support_cache_non_cache_total
occnp_nrfclient_discovery_cache_support_empty _response_total
occnp_nrfclient_discovery_cache_support_cache_lookup_seconds
occnp_nrfclient_discovery_cache_support_cache_lookup_seconds_bucket
occnp_nrfclient_discovery_cache_support_cache_lookup_seconds_count
occnp_nrfclient_discovery_cache_support_cache_lookup_seconds_max
occnp_nrfclient_discovery_cache_support_cache_lookup_seconds_sum
occnp_nrfclient_discovery_cache_support_backend_response_seconds
occnp_nrfclient_discovery_cache_support_backend_response_seconds_bucket
occnp_nrfclient_discovery_cache_support_backend_response_seconds_count
occnp_nrfclient_discovery_cache_support_backend_response_seconds_max
occnp_nrfclient_discovery_cache_support_backend_response_seconds_sum
occnp_nrfclient_discovery_cache_support_profiles_bucket
occnp_nrfclient_discovery_cache_support_profiles_count
occnp_nrfclient_discovery_cache_support_profiles_max

occnp_nrfclient_discovery_cache_support_profiles_sum

For more information, see NRF Client Metrics.

Logging

PCF services

AM Ser vi ce:
{"instant":
{"epochSecond": 1687351821, "nanoCf Second": 727462057}, "t hread": "Ht t pLoggi ngJetty
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H t pCl i ent @beldedl- 134", "l evel ": "DEBUG', "Il ogger Nane": "ocpm pcf. servi ce. amret
ry. Al ternat eRouti ngHel per", "nessage": "nf communi cation profile attached in
settings NFCommProf il e{nfConmunicationProfileName='nfcp_rtp_samelLoc',

pol i cyNf Cormuni cat i onMbdel =MODEL_(( 3) ,

nf Di scoverySettings=NFDi scoverySettings{di scoveryParanet ers=[ ocpm pcf.resource
.conmon. nodel . Di scover yPar anCf g@3ee9d8b], sendDi scoveryHeader | ni t Msg=f al se,
sendDi scover yHeader Subsequent Msg=f al se, sendTar get Api Root Header | ni t Msg=t r ue,
onDemandDi scoverySet ti ngs=OnDemandDi scover yCachi ng{ f or ceDi scovery=1,
retentionPeriod=null}},

nf Bi ndi ngSet ti ngs=NFBi ndi ngSet t i ngs{ cf gBi ndi ngLevel =NF_SET( 1),

sendBi ndi ngHeader =t rue, sendRout i ngBi ndi ngHeader =t r ue,

sendCal | backHeader =t r ue},

nf Server Set ti ngs=NFSer ver Set ti ngs{ sendSer ver Header =f al se,

server Header Err or Codes=nul | },

retryAndAl t er nat eRout i ngSet ti ngs=ocpm pcf. resource. cormon. nodel . Ret ryAndAl tern
at eRout i ngSettings@a752f 56,

nfCorrel ationSettings=null}","endf Batch":fal se, "l oggerFgcn": "org. apache. | oggi
ng. sl f4j.Log4j Logger", "threadl d": 134, "threadPriority":5, "nessageTi mestanp":" 20
23-06-21T12: 50: 21. 727+0000"}

{"instant":

{"epochSecond": 1687351821, "nanoCf Second": 727672162}, "t hread": "Ht t pLoggi ngJetty
H t pCl i ent @beldedl- 134", "l evel ": "DEBUG', "Il ogger Nane": "ocpm pcf. servi ce. amret
ry. Al ternateRoutingHel per", "message": "ocFor cedRedi scovery is 1 and retention
Period is

nul 1", "endOf Bat ch": f al se, "I ogger Fgcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger ", "
threadl d": 134, "threadPriority":5, "nessageTi mestanp": "2023- 06-21T12: 50: 21. 727+0
000"}

SM Servi ce:

{"instant":

{"epochSecond": 1694159028, "nanoCf Second": 405961795}, "t hread": "boundedEl asti c- 4
“,"level":"DEBUG', "I ogger Name": "ocpm pcf. servi ce. sm domai n. conponent . retry. pro
files. AlternateRoutingHel per", "message":" ocForcedRedi scovery is 1 and
retentionPeriod is 5000

", "endOBatch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f4j . Log4j Logger", "thre
adl d": 210, "threadPriority":5, "messageTi mest anp": "2023- 09- 08T07: 43: 48. 405+0000"

}

UE- Ser vi ce:

{"instant":

{"epochSecond": 1694169865, "nanoO Second": 366771034}, "t hread": " pool - 3-

t hread- 10", "l evel ": "DEBUG', "Il ogger Nane": "ocpm pcf . servi ce. uepol i cy.routing. Al t
ernat eRout i ngHel per", "nessage": " NF Communi cation Profile attached in service
configuration i s NFCommProfil e{nf Communi cationProfileName="nfcp_rtp',

pol i cyNf Cormuni cat i onMbdel =MODEL_(( 3) ,

nf Di scoverySettings=NFDi scoverySettings{di scoveryParanet ers=[ ocpm pcf.resource
.common. nodel . Di scover yPar anCf g@d2c8a02], sendDi scoveryHeader | ni t Msg=f al se,
sendDi scover yHeader Subsequent Msg=f al se, sendTar get Api Root Header | ni t Msg=t r ue},
onDemandDi scover yCachi ng=OnDenmandDi scover yCachi ng{f or ceDi scovery=1,
retentionPeri 0d=5000},

nf Bi ndi ngSet ti ngs=NFBi ndi ngSet t i ngs{ cf gBi ndi ngLevel =NF_SET(1),

sendBi ndi ngHeader =t rue, sendRout i ngBi ndi ngHeader =t r ue,

sendCal | backHeader =t rue, sendServi ceName=f al se},

nf Server Set ti ngs=NFSer ver Setti ngs{ sendSer ver Header =f al se,

server Header Er r or Codes=nul | },

retryAndAl t er nat eRout i ngSet ti ngs=ocpm pcf. resour ce. cormon. nodel . Ret ryAndAl tern
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at eRout i ngSettings@68h7e0a,

nfCorrel ationSettings=null}","end Batch":fal se, "l oggerFgcn": "org. apache. | oggi
ng. sl f4j.Log4j Logger", "threadl d": 890, "threadPriority":5, "nessageTi mestanp":"20
23-09- 08T10: 44: 25. 366+0000"}

{"instant":

{"epochSecond": 1694169865, "nanoCf Second": 366943366}, "t hread": " pool - 3-

t hread- 10", "l evel ": "DEBUG', "Il ogger Nane": "ocpm pcf . servi ce. uepolicy.routing. Al t
ernat eRout i ngHel per", "nessage":" ocForcedRedi scovery is 1 and retentionPeriod

is 5000

", "endOBatch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f4j . Log4j Logger", "thre
adl d": 890, "threadPriority":5, "messageTi mestanp": "2023- 09- 08T10: 44: 25. 366+0000"

}

User - Ser vi ce:

{"instant":

{"epochSecond": 1694170047, "nanoCf Second": 943574493}, "t hread": "User Servi ce_Thre
adPool _16", "l evel ": "DEBUG', "I ogger Nanme": "ocpm pcf . servi ce. ud. dbpl ugi n. ds. Al ter
nat eRout eSer vi ceHel per", "message": " NF- Conmruni cation Profile is

NFCommPr of i | e{ nf Commruni cati onProfi | eNanme='nfcp_rtp_diffSet samelLoc',

pol i cyNf Cormuni cat i onMbdel =MODEL_(( 3) ,

nf Di scoverySettings=NFDi scoverySettings{di scoveryParanet ers=[ ocpm pcf.resource
.conmon. nodel . Di scover yPar anCf g@5f 2f 60d], sendDi scoveryHeader | ni t Msg=f al se,
sendDi scover yHeader Subsequent Msg=f al se, sendTar get Api Root Header | ni t Msg=t r ue},
onDemandDi scover yCachi ng=OnDenandDi scover yCachi ng{f or ceDi scovery=1,
retentionPeri 0d=5000},

nf Bi ndi ngSet ti ngs=NFBi ndi ngSet t i ngs{ cf gBi ndi ngLevel =NF_SET( 1),

sendBi ndi ngHeader =t rue, sendRout i ngBi ndi ngHeader =t r ue,

sendCal | backHeader =t rue, sendServi ceName=f al se},

nf Server Set ti ngs=NFSer ver Set ti ngs{ sendSer ver Header =f al se,

server Header Er r or Codes=nul | },

retryAndAl t er nat eRout i ngSet ti ngs=ocpm pcf. resource. cormon. nodel . Ret ryAndAl tern
at eRout i ngSet ti ngs@h6541ce, nfCorrel ationSettings=null}, oc-forced-discovery
is 1 and retention period is

5000", "endOf Bat ch": f al se, "1 ogger Fgcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger ", "
threadl d": 276, "threadPriority":5, "nessageTi mestanp": " 2023- 09- 08T10: 47: 27. 943+0
000"}

{"instant":

{"epochSecond": 1694170047, "nanoCf Second": 943677402}, "t hread": "User Servi ce_Thre
adPool _16", "l evel ": "DEBUG', "I ogger Nanme": "ocpm pcf . servi ce. ud. dbpl ugi n. ds. Al ter
nat eRout eSer vi ceHel per", "message":" OC- For ced- Redi scovery is

1", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger", "t hr
eadl d": 276, "threadPriority":5, "nessageTi mestanp":"2023-09-08T10: 47: 27. 943+0000

"}

NRF Client

For SM Service:

{"instant":

{"epochSecond": 1702446905, "nanoCf Second": 450166996}, "t hread": "XNl O- 1

task-2", "l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. Di scoveryRul e", "message”: " Checking if cache applies for a discovery
request (DiscoveryCache feature enabled: true, OC Force-Rediscovery

request ed:

false)","endO Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f4j . Log4j Logger"
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,"threadl d": 90, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T05: 55: 05. 450+
0000"}

{"instant":

{"epochSecond": 1702446905, "nanoCf Second": 507483619}, "t hread": "XNI O 1
task-2","level ":"DEBUG', "I ogger Name": " com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. Di scoveryRul ", "message": " Query Paraneters validation. IsFullyMtch ->
true, Params fromrequest -> [target-nf-type, requester-nf-type, service-
nanmes, target-nf-set-id], Parans fromconfig -> [target-nf-type, requester-nf-
type, service-names, target-nf-set-

id]","endO Bat ch": fal se, "l ogger Fqcn": "org. apache. | oggi ng. sl f4j . Log4j Logger", "t
hreadl d": 90, "threadPriority":5, "messageTi mest anp”: "2023-12- 13T05: 55: 05. 507+000

0"}

{"instant":

{"epochSecond": 1702446905, "nanoCf Second": 507762621}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. core. di scoveryrul

es. Di scoveryRul e", "nessage": "Di scoveryCache i s enabl ed and queryParaneters
mat ched. Proceeding with DiscoveryResponse retrieval from

menory", "endCOf Bat ch”: f al se, "I ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger "
,"threadl d": 90, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T05: 55: 05. 507+
0000"}

{"instant":

{"epochSecond": 1702446905, "nanoCf Second": 508175763}, "t hread": "XNI O 1
task-2","l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. core. di scoveryru

| es. Di scoveryEval uator", "message": "Rul e appli ed:

CacheRul e", "endCf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logg
er","threadld":90,"threadPriority":5, "nmessageTi mestanp":"2023-12- 13T05: 55: 05. 5
08+0000"}

{"instant":

{"epochSecond": 1702446905, "nanoCf Second": 508393875}, "t hread": "XNI O 1
task-2","l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. core. di scoveryru

| es. CacheRul ", "nessage": "Appl yi ng Cache Rule, grabbing NRF response from

Cache", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger ",
“threadl d": 90, "threadPriority":5, "nmessageTi nestanp": "2023- 12- 13T05: 55: 05. 508+0

000"}

{"instant":

{"epochSecond": 1702446905, "nanoCf Second": 813463474}, "thread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Unsuccessful retrieval of

Di scovery Response from Cache/ DB, proceeding retrieval from NRF and saving
response in Cache/

DB", "endCf Bat ch": fal se, "I ogger Fqcn": "org. apache. | oggi ng. sl f4j . Log4j Logger","th
readl d": 90, "threadPriority":5, "messageTi nestanp": "2023- 12- 13T05: 55: 05. 813+0000

Il}

{"instant":

{"epochSecond": 1702446905, "nanoCf Second": 813770323}, "thread": "XNI O- 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. nrf

. Get Nrf Di scover yResponseUseCase", "nmessage": " SearchDat a

{\"target Nf Type\":\"SMRF\ ", \"servi ceNanmes\": [\ " nsnf -

pdusessi on\"],\"requesterNf Type\":\"PCF\ ", \"nf I nf oParansPresent\": fal se,\"serv
i cel nf oParansPresent\":true,\"enabl eF3\":true,\"enabl eF5\": fal se,\ "t arget Nf Set
[d\":\"set001. snfset.5gc. mc012. ntc345\",\"retentionPeriod\":5000,\"rawQueryPa
rameters\":\"target-nf-type=SMF&r equest er - nf -t ype=PCF&t ar get - nf - set -

i d=set 001. snf set. 5gc. mc012. ntc3458&ser vi ce- nanes=nsnf -

pdusessi on\",\"forceRedi scoveryEnabl ed\": fal se}", "endCf Bat ch": f al se, "I ogger Fgc
n":"org.apache. | oggi ng. sl f4j . Log4j Logger", "threadl d": 90, "threadPriority":5,"nme
ssageTi mestanp”: " 2023- 12- 13T05: 55: 05. 813+0000" }
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{"instant":
{"epochSecond": 1702446905, "nanoOf Second": 814870367}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap

i","message": "Entering sendOnDemandNf Di scover Request

function","endO Bat ch": fal se, "l ogger Fqcn": "org. apache. | oggi ng. sl f 4j . Log4j Logge
r*,"threadl d": 101, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T05: 55: 05. 8
14+0000"}

{"instant":

{"epochSecond": 1702446905, "nanoOf Second" : 819222220}, "t hr ead": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap
i","message":"Send NfDiscover request with searchDat a:

{\"target Nf Type\":\"SMRF\ ", \"servi ceNanmes\": [\ " nsnf -

pdusessi on\"],\"requesterNf Type\":\"PCF\ ", \"nf I nf oParansPresent\": fal se,\"serv
i cel nf oParansPresent\":true,\"enabl eF3\":true,\"enabl eF5\": fal se,\ "t arget Nf Set
[d\":\"set001. snfset.5gc. mc012. ntc345\ ", \"retentionPeriod\":5000,\"rawQueryPa
rameters\":\"target-nf-type=SMF& equest er - nf -t ype=PCF&t ar get - nf - set -

i d=set 001. snf set. 5gc. mc012. ntc3458&ser vi ce- nanes=nsnf -

pdusessi on\",\"forceRedi scoveryEnabl ed\": fal se}", "endOf Bat ch": f al se, "I ogger Fqc
n":"org.apache. | oggi ng. sl f4j . Log4j Logger", "t hreadl d": 101, "threadPriority":5,"m
essageTi mest anp”: " 2023- 12- 13T05: 55: 05. 819+0000" }

{"instant":

{"epochSecond": 1702446905, "nanoCf Second": 819761612}, "t hread": " pool - 10-
thread-1", "l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. api . NRFCl i ent A
pi ", "message": "sendRequest ToNrf nrfRequest : NRFRequest [scheme=http,

r oot URI =nf 1st ub. gi - di na. svc: 8080, resourcePat h=/nnrf-disc/vl/ nf-instances,

met hod=CGET, body=nul |, headers=[],

sear chDat a={\ "t arget Nf Type\":\"SMA\ ", \"servi ceNames\": [\ " nsnf -

pdusessi on\"],\"requesterNf Type\":\"PCF\ ", \"nf I nf oParansPresent\": fal se,\"serv
i cel nf oParansPresent\":true,\"enabl eF3\":true,\"enabl eF5\": fal se,\ "t arget Nf Set
[d\":\"set001. snfset.5gc. mc012. ntc345\",\"retentionPeriod\":5000,\"rawQueryPa
rameters\":\"target-nf-type=SMF&r equest er - nf -t ype=PCF&t ar get - nf - set -

i d=set 001. snf set. 5gc. mc012. ntc3458&ser vi ce- nanes=nsnf -

pdusessi on\",\"forceRedi scoveryEnabl ed\": fal se}, routeCount =0,

request Type=NFDI SCOVER] ", "endCf Bat ch”: f al se, "I ogger Fqcn": "or g. apache. | oggi ng. s
| f4j.Log4j Logger", "threadld": 101, "threadPriority":5,"messageTi nestanp": "2023-1
2-13T05: 55: 05. 819+0000" }

{"instant":

{"epochSecond": 1702446905, "nanoOf Second" : 823597913}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFC i ent Ap
i","message":"Returning retryConfig for ALL_REQUESTS NRFRetryConfig

[ servi ceRequest Type=ALL_REQUESTS, pri maryNRFRet ryCount =0,

nonPr i mar yNRFRet ryCount =0, al t er nat eNRFRet r yCount =- 1,

error ReasonsFor Fai | ure=[ 503, 504, 500, Socket Ti meout Excepti on,

JsonProcessi ngExcepti on, UnknownHost Excepti on, NoRout eToHost Excepti on],

gat ewayEr r or Codes=[ 503],

request Ti meout =10] ", "endCf Bat ch": f al se, "1 ogger Fqcn": " or g. apache. | oggi ng. sl f4j .
Log4j Logger", "threadl d": 101, "threadPriority":5, "nessageTi nestanp":"2023- 12- 13T
05: 55: 05. 823+0000" }

{"instant":

{"epochSecond": 1702446905, "nanoOf Second" : 824455718}, "t hread": " pool - 10-
thread-1", "l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. api . NRFCl i ent A

pi","message": "Sending request to NRF nflstub.gi-dina.svc: 8080, routeCount=0,

attenpt =0", "endCf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logg
er","threadld": 101, "threadPriority":5, "messageTi nestanp": "2023- 12- 13T05: 55: 05
824+0000"}

{"instant":
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{"epochSecond": 1702446905, "nanoCf Second" : 824609434}, "t hread": " pool - 10-
thread-1", "l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. api . NRFCl i ent A
pi ", "message":"trigger","endOf Batch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl
f4j.Log4j Logger", "threadld": 101, "threadPriority":5, "messageTi mestanp": "2023- 12
- 13T05: 55: 05. 824+0000"}

{"instant":

{"epochSecond": 1702446905, "nanoO Second" : 824752596}, "t hr ead": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap
i","message":"Returning retryConfig for ALL_REQUESTS NRFRetryConfig

[ servi ceRequest Type=ALL_REQUESTS, pri mar yNRFRet ryCount =0,

nonPr i mar yNRFRet ryCount =0, al t er nat eNRFRet r yCount =- 1,

error ReasonsFor Fai | ure=[ 503, 504, 500, Socket Ti meout Excepti on,

JsonProcessi ngExcepti on, UnknownHost Excepti on, NoRout eToHost Excepti on],

gat ewayEr r or Codes=[ 503],

request Ti meout =10] ", "endCf Bat ch": f al se, "1 ogger Fqcn": " or g. apache. | oggi ng. sl f4j .
Log4j Logger", "threadl d": 101, "threadPriority":5, "nessageTi nestanp":"2023- 12- 13T
05: 55: 05. 824+0000" }

{"instant":

{"epochSecond": 1702446905, "nanoCf Second": 928605343}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap
i","message": "Request returned response with status code :

200", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f4j . Log4j Logger", "t
hreadl d": 101, "threadPriority":5, "nmessageTi mest anp": " 2023- 12- 13T05: 55: 05. 928+00
00"}

{"instant":

{"epochSecond": 1702446906, "nanoO Second": 28211509}, "t hr ead": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap
i","message": "Successful Response code

recei ved", "endCf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logge
r',"threadl d": 101, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T05: 55: 06. 0
28+0000"}

{"instant":

{"epochSecond": 1702446906, "nanoOf Second": 28712480}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFC i ent Ap
i","message"”: " sendOnDemandNf Di scover Request with searchDat a:

{\"target Nf Type\":\"SMR\ ", \"servi ceNames\": [\ " nsnf -

pdusessi on\"],\"requesterNf Type\":\"PCF\ ", \"nf I nf oParansPresent\": fal se,\"serv
i cel nf oParansPresent\":true,\"enabl eF3\":true,\"enabl eF5\": fal se,\ "t arget Nf Set
[d\":\"set001. snfset.5gc. mc012. ntc345\",\"retentionPeriod\":5000,\". ..

AM Service:

Di scovery of AMF for the first tine:

{"instant":

{"epochSecond": 1702447453, "nanoCf Second": 267776264}, "t hread": "XNl O 1
task-2","level ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. Di scoveryRul e", "message": " Checking if cache applies for a discovery
request (DiscoveryCache feature enabl ed: true, OC Force-Rediscovery

request ed:

false)","endOf Batch": fal se, "l ogger Fqcn": "org. apache. | oggi ng. sl f 4] . Log4j Logger"
,"threadl d": 90, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T06: 04: 13. 267+
0000"}

{"instant":

{"epochSecond": 1702447453, "nanoCf Second": 267885332}, "t hread": "XNI O 1

Cloud Native Core, Converged Policy User Guide

F83322-12

November 18, 2025

Copyright © 2019, 2025, Oracle and/or its affiliates. Page 83 of 465



ORACLE Chapter 4
Support for Non-SUPI based On-Demand Discovery Caching of NF Profiles

task-2", "l evel ":"DEBUG', "I ogger Name": " com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. Di scoveryRul ", "message": " Query Paraneters validation. IsFullyMtch ->
true, Params fromrequest -> [target-nf-type, requester-nf-type, target-nf-
set-id], Params fromconfig -> [target-nf-type, requester-nf-type, service-
nanes, target-nf-set-

id]","endO Bat ch": fal se, "l ogger Fqcn": "org. apache. | oggi ng. sl f4j . Log4j Logger", "t
hreadl d": 90, "threadPriority":5, "messageTi mest anp": "2023-12- 13T06: 04: 13. 267+000

0"}

{"instant":

{"epochSecond": 1702447453, "nanoCf Second": 268118684}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. core. di scoveryrul

es. Di scoveryRul e", "nessage": "Di scoveryCache i s enabl ed and queryParaneters

mat ched. Proceeding with DiscoveryResponse retrieval from

menory", "endCOf Bat ch”: f al se, "I ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger "
,"threadl d": 90, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T06: 04: 13. 268+
0000"}

{"instant":

{"epochSecond": 1702447453, "nanoCf Second": 268173836}, "t hread": "XNI O 1

task-2", "l evel ":"DEBUG', "I ogger Name": " com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. Di scoveryEval uator", "message": "Rul e appli ed:

CacheRul e", "endCf Bat ch": fal se, "l ogger Fqcn": " or g. apache. | oggi ng. sl f 4j . Log4j Logg
er","threadld":90,"threadPriority":5, "nmessageTi mestanp":"2023-12- 13T06: 04: 13. 2
68+0000"}

{"instant":

{"epochSecond": 1702447453, "nanoCf Second": 268214963}, "t hread": "XNI O 1
task-2","level ":"DEBUG', "I ogger Name": " com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. CacheRul ", "nessage": "Appl yi ng Cache Rul e, grabbing NRF response from

Cache", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger ",
“threadl d": 90, "threadPriority":5, "nmessageTi nestanp": "2023- 12- 13T06: 04: 13. 268+0

000"}

{"instant":

{"epochSecond": 1702447453, "nanoCf Second": 279713217}, "thread": "XNI O- 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Unsuccessful retrieval of

Di scovery Response from Cache/ DB, proceeding retrieval from NRF and saving
response in Cache/

DB", "endCf Bat ch": fal se, "I ogger Fqcn": "org. apache. | oggi ng. sl f4j . Log4j Logger","th
readl d":90,"threadPriority":5, "messageTi mestanp": "2023- 12- 13T06: 04: 13. 279+0000

Il}

{"instant":

{"epochSecond": 1702447453, "nanoCf Second": 279876856}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. nrf

. Get Nrf Di scover yResponseUseCase", "nmessage": " SearchDat a

{\"target Nf Type\":\"AMF\ ", \"request er Nf Type\ ":\"PCF\ ", \ " nf | nf oPar ansPresent\":
fal se,\"servicel nfoParansPresent\": fal se,\"enabl eF3\": true,\"enabl eF5\": f al se,
\"target Nf Set1d\":\"set001. regi on0l1. anf set. 5gc. mc012. ntc345\",\"retentionPeri
od\ ": 3000, \"rawQueryPar aneters\":\"target-nf-type=AMF&r equest er - nf -

t ype=PCFé&t ar get - nf - set -

i d=set 001. regi on01. anf set. 5gc. mc012. ncc345\",\"f or ceRedi scoveryEnabl ed\": fal s
e}","endOr Bat ch": fal se, "l ogger Fgcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger", "th
readl d": 90, "threadPriority":5, "messageTi nestanp": "2023- 12- 13T06: 04: 13. 279+0000
"}

{"instant":

{"epochSecond": 1702447453, "nanoCf Second": 280256953}, "t hread": " pool - 10-
thread-1", "l evel ":"INFO', "l ogger Nane": " com or acl e. cgbu. cnc. nrf. api . NRFC i ent Ap

i","message": "Entering sendOnDemandNf Di scover Request
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function","endO Bat ch": fal se, "l ogger Fqcn": "org. apache. | oggi ng. sl f 4j . Log4j Logge
r*,"threadl d": 101, "threadPriority":5, "nmessageTi nestanp": "2023- 12- 13T06: 04: 13. 2
80+0000"}

{"instant":

{"epochSecond": 1702447453, "nanoO Second" : 282059938}, "t hr ead": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap
i","message":"Send NfDiscover request with searchDat a:

{\"target Nf Type\":\"AMF\ ", \"request er Nf Type\ ":\"PCF\ ", \ " nf | nf oPar ansPresent\":
fal se,\"servicel nfoParansPresent\": fal se,\"enabl eF3\": true,\"enabl eF5\": f al se,
\"target Nf Set1d\":\"set001. regi on01. anf set. 5gc. mc012. ntc345\",\"ret entionPeri
od\ ": 3000, \"rawQueryParaneters\":\"target-nf-type=AMF&r equest er - nf -

t ype=PCFé&t ar get - nf - set -

i d=set 001. regi on01. anf set. 5gc. mc012. ncc345\",\"f or ceRedi scoveryEnabl ed\": fal s
e}","endOr Bat ch": fal se, "l ogger Fgcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger", "th
readl d": 101, "threadPriority":5, "messageTi mestanp": "2023-12- 13T06: 04: 13. 282+000
0"}

{"instant":

{"epochSecond": 1702447453, "nanoCf Second" : 282199870}, "t hr ead": " pool - 10-
thread-1", "l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. api . NRFCl i ent A
pi ", "message": "sendRequest ToNrf nrfRequest : NRFRequest [scheme=http,

r oot URI =nf 1st ub. gi - di na. svc: 8080, resourcePat h=/nnrf-disc/vl/ nf-instances,

met hod=CGET, body=nul |, headers=[],

sear chDat a={\ "t arget Nf Type\":\"AMR\ "/ \ "request er Nf Type\ ":\"PCF\ ", \ " nf | nf oPar am
sPresent\":fal se,\"servicel nfoParansPresent\":fal se,\"enabl eF3\":true,\"enabl e
F5\":false,\"target Nf Set1d\":\"set 001. regi on0l. anfset. 5gc. mc012. ncc345\",\"re
tentionPeriod\":3000,\"rawQueryParameters\":\"target-nf-type=AMF&r equest er - nf -
t ype=PCFé&t ar get - nf - set -

i d=set 001. regi on01. anf set. 5gc. mc012. ncc345\",\"f or ceRedi scoveryEnabl ed\": fal s
e}, routeCount =0,

request Type=NFDI SCOVER] ", "endCf Bat ch”: f al se, "I ogger Fqcn": "or g. apache. | oggi ng. s
| f4j.Log4j Logger", "threadld": 101, "threadPriority":5,"messageTi nestanp": "2023-1
2-13T06: 04: 13. 282+0000" }

{"instant":

{"epochSecond": 1702447453, "nanoCf Second" : 282424344} , "t hr ead": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFC i ent Ap
i","message":"Returning retryConfig for ALL_REQUESTS NRFRetryConfig

[ servi ceRequest Type=ALL_REQUESTS, pri mar yNRFRet ryCount =0,

nonPr i mar yNRFRet ryCount =0, al t er nat eNRFRet r yCount =- 1,

error ReasonsFor Fai | ure=[ 503, 504, 500, Socket Ti meout Excepti on,

JsonProcessi ngExcepti on, UnknownHost Excepti on, NoRout eToHost Excepti on],

gat ewayEr r or Codes=[ 503],

request Ti meout =10] ", "endCf Bat ch": f al se, "l ogger Fqcn": " or g. apache. | oggi ng. sl f 4j .
Log4j Logger", "threadl d": 101, "threadPriority":5, "nessageTi nestanp":"2023- 12- 13T
06: 04: 13. 282+0000" }

{"instant":

{"epochSecond": 1702447453, "nanoCf Second" : 282532830}, "t hread": " pool - 10-
thread-1", "l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. api . NRFCl i ent A
pi ", "message": "Sending request to NRF nflstub. gi-dina.svc: 8080, routeCount=0,
attenpt =0", "endCf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logg
er","threadld": 101, "threadPriority":5, "messageTi nestanp": "2023- 12- 13T06: 04: 13.
282+0000"}

{"instant":

{"epochSecond": 1702447453, "nanoOf Second" : 282579698}, "t hr ead": " pool - 10-
thread-1", "l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. api . NRFCl i ent A
pi","message":"trigger","endOf Batch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl
f4j.Log4j Logger", "threadld": 101, "threadPriority":5, "messageTi mestanp": "2023- 12
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-13T06: 04: 13. 282+0000"}

{"instant":

{"epochSecond": 1702447453, "nanoOf Second" : 282628294}, "t hr ead": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap
i","message":"Returning retryConfig for ALL_REQUESTS NRFRetryConfig

[ servi ceRequest Type=ALL_REQUESTS, pri mar yNRFRet r yCount =0,

nonPri mar yNRFRet ryCount =0, al t er nat eNRFRet r yCount =- 1,

error ReasonsFor Fai | ure=[ 503, 504, 500, Socket Ti meout Excepti on,

JsonProcessi ngExcepti on, UnknownHost Excepti on, NoRout eToHost Excepti on],

gat ewayEr r or Codes=[ 503],

request Ti meout =10] ", "endCf Bat ch": f al se, "1 ogger Fqcn": " or g. apache. | oggi ng. sl f4j .
Log4j Logger", "threadl d": 101, "threadPriority":5, "nessageTi nestanp":"2023- 12- 13T
06: 04: 13. 282+0000" }

{"instant":

{"epochSecond": 1702447453, "nanoO Second" : 306471240}, "t hr ead": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap

i ", "message": "Request returned response with status code :

200", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f4j . Log4j Logger", "t
hreadl d": 101, "threadPriority":5, "nmessageTi mest anp": " 2023- 12- 13T06: 04: 13. 306+00
00"}

{"instant":

{"epochSecond": 1702447453, "nanoOf Second": 311674972}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap
i","message": "Successful Response code

recei ved", "endCf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logge
r*,"threadl d": 101, "threadPriority":5, "nmessageTi nestanp": "2023- 12- 13T06: 04: 13. 3
11+0000"}

{"instant":

{"epochSecond": 1702447453, "nanoOf Second": 311771862}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap
i","message": " sendOnDemandNf Di scover Request with searchDat a:

{\"target Nf Type\":\"AMF\ ", \"request er Nf Type\":\"PCF\ ", \ " nf | nf oPar ansPresent\":
fal se,\"servicel nfoParansPresent\": fal se,\"enabl eF3\": true,\"enabl eF5\": f al se,
\"target Nf Set1d\":\"set001. regi on01. anf set. 5gc. mc012. ntc345\",\"retentionPeri
od\ ": 3000, \"rawQueryParaneters\":\"target-nf-type=AMF&r equest er - nf -

t ype=PCFé&t ar get - nf - set -

i d=set 001. regi on01. anf set. 5gc. mc012. ncc345\",\"f or ceRedi scoveryEnabl ed\": fal s
e} returned status code :

200", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4 . Log4j Logger", "t
hreadl d": 101, "threadPriority":5, "nmessageTi mest anp": " 2023- 12- 13T06: 04: 13. 311+00
00"}

{"instant":
{"epochSecond": 1702447453, "nanoCf Second": 311992401}, "thread": "XNI O- 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. nrf

. Get Nrf Di scover yResponseUseCase", "nmessage”: " Recei ved Di scovery Result. Code:
200, Body (SearchResult): {\"validityPeriod\": 300, \"nflnstances\":
[{\"nfInstanceld\": \"13515195-c537-4645-9b97-96ec797f aaaf\",
\"nfSetldList\": [\"set001.region0l. anfset.5gc. mc012. ntc345\"],

\"al | owedNf Types\": [\"PCR\", \"SMA\"], \"nfType\": \"AMR\", \"plmList\":
[{\"nec\": \"450\", \"mc\": \"05\"}], \"nfStatus\": \"REG STERED\",
\"fqgdn\": \"nf2stub.gi-dina.sve\", \"priority\": 1, \"capacity\": 100,
\"load\": 50, \"locality\": \"1\", \"anfInfo\": {\"anfRegionld\": \"01\",
\"anfSetld\": \"001\", \"guam List\": [{\"plmld\": {\"ncc\": \"450\",
\"mc\": \"05\"}, \"anfld\": \"010041\"}]}, \"nfServices\":
[{\"servicelnstancel d\": \"aaaa-bbbb-cccc-dddd\", \"serviceNane\": \"nanf-
coomm ", \"versions\": [{\"apiVersionlnUi\": \"vI\", \"apiFullVersion\":
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\"1.2.0\", \"expiry\": \"2020-07-30T12: 09: 55. 652\"}], \"scheme\": \"http\",
\"nfServiceStatus\": \"REG STERED\", \"ipEndPoints\": [{\"ipv4Address\":
null, \"ipv6Address\": null, \"transport\": \"TCP\", \"port\": 8080}],

\"al l owedPl ms\": [{\"ncc\": \"450\", \"mc\": \"05\"}]1}]},

{\"nflnstancel d\": \"13515195-c537- 4645- 9b97- 96ec797f bbbf\", \"nf Set|dList\":
[\"set001.regi on0l. anfset.5gc. mc012. ncc345\"], \"al | owedNf Types\": [\"PCR\",
\V"SMA "], \"nfType\": \"AMR", \"plmList\": [{\"ncc\": \"450\", \"mc\":
\"05\"}], \"nfStatus\": \"REG STERED\", \"fqdn\": \"nf21lstub.gi-dina.svc\",
\"priority\": 2, \"capacity\": 100, \"load\": 50, \"locality\": \"1\",
\"anfInfol\": {\"anfRegionld\": \"01\", \"anfSetld\": \"001\", \"guamiList\":
[{\"plmld\": {\"pmcc\": \"450\", \"mmc\": \"05\"}, \"anfld\": \"010041\"}]},
\"nfServices\": [{\"servicelnstanceld\": \"aaaa-bbbb-cccc-dddd\",
\"serviceNane\": \"nanf-comm ", \"versions\": [{\"apiVersionlnUri\": \"vi\",
\"api Ful I Version\": \"1.1.0\", \"expiry\": \"2020-07-30T12: 09: 55. 652\ "}],
\"schenme\": \"http\", \"nfServiceStatus\": \"REG STERED\", \"i pEndPoi nts\":
[{\"ipv4Address\": null, \"ipv6Address\": null, \"transport\": \"TCP\",
\"port\": 8080}], \"allowedPl ms\": [{\"nmcc\": \"450\", \"mc\": \"05\"}]}1},
{\"nflInstanceld\": \"13515195-c537-4645-9b97-96ec797fcccf\", \"nfSet!dList\":
[\"set001.regi on0l. anfset.5gc. mc012. ncc345\"], \"al |l owedNf Types\": [\"PCR\",
\V"SMA "], \"nfType\": \"AMR\", \"plmList\": [{\"ncc\": \"450\", \"mc\":
\"05\"}], \"nfStatus\": \"REG STERED\", \"fqdn\": \"nf3stub.gi-dina. svc\",
\"priority\": 4, \"capacity\": 100, \"load\": 60, \"locality\": \"2\",
\"anfInfol": {\"anfRegionld\": \"01\", \"anfSetld\": \"001\", \"guamiList\":
[{\"plmld\": {\"pmcc\": \"450\", \"mmc\": \"05\"}, \"anfld\": \"010041\"}]},
\"nfServices\": [{\"servicelnstanceld\": \"aaaa-bbbb-cccc-dddd\",
\"serviceNane\": \"nanf-comm ", \"versions\": [{\"apiVersionlnUri\": \"vIi\",
\"api Ful I Version\": \"1.1.0\", \"expiry\": \"2020-07-30T12: 09: 55. 652\ "}],
\"schenme\": \"http\", \"nfServiceStatus\": \"REG STERED\", \"i pEndPoi nts\":
[{\"ipv4Address\": null, \"ipv6Address\": null, \"transport\": \"TCP\",
\"port\": 8080}], \"allowedPl ms\": [{\"nmcc\": \"450\", \"mc\": \"05\"}]}1},
{\"nflnstancel d\": \"13515195-c537- 4645- 9b97- 96ec797fdddf\ ", \"nfSet|dList\":
[\"set001.regi on0l. anfset.5gc. mc012. ncc345\"], \"al | owedNf Types\": [\"PCR\",
\V"SMA "], \"nfType\": \"AMR\", \"plmList\": [{\"ncc\": \"450\", \"mc\":
\"05\"}], \"nfStatus\": \"REG STERED\", \"fqdn\": \"nf31lstub.gi-dina.svc\",
\"priority\": 2, \"capacity\": 100, \"load\": 50, \"locality\": \"2\",
\"anfInfol\": {\"anfRegionld\": \"01\", \"anfSetld\": \"001\", \"guamiList\":
[{\"plmld\": {\"mcc\": \"450\", \"mmc\": \"05\"}, \"anfld\": \"010041\"}]},
\"nfServices\": [{\"servicelnstanceld\": \"aaaa-bbbb-cccc-dddd\",
\"serviceNane\": \"nanf-comm ", \"versions\": [{\"apiVersionlnUri\": \"vi\",
\"api Ful I Version\": \"1.1.0\", \"expiry\": \"2020-07-30T12: 09: 55. 652\ "}],
\"schenme\": \"http\", \"nfServiceStatus\": \"REG STERED\", \"i pEndPoi nts\":
[{\"ipv4Address\": null, \"ipv6Address\": null, \"transport\": \"TCP\",
\"port\": 8080}], \"allowedPl ms\": [{\"nmcc\": \"450\", \"mc\": \"05\"}]}]1},
{\"nflInstanceld\": \"13515195-c537-4645-9b97-96ec797f eeef\", \"nfSet!dList\":
[\"set001. regi on0l. anfset.5gc. mc012. ncc345\"], \"al |l owedNf Types\": [\"PCR\",
\V"SMA "], \"nfType\": \"AMR\", \"plmList\": [{\"ncc\": \"450\", \"mc\":
\"05\"}], \"nfStatus\": \"REG STERED\", \"fqdn\": \"nf32stub.gi-dina.svc\",
\"priority\": 5 \"capacity\": 100, \"load\": 60, \"locality\": \"2\",
\"anfInfol": {\"anfRegionld\": \"01\", \"anfSetld\": \"001\", \"guamiList\":
[{\"plmld\": {\"pmcc\": \"450\", \"mmc\": \"05\"}, \"anfld\": \"010041\"}]},
\"nfServices\": [{\"servicelnstanceld\": \"aaaa-bbbb-cccc-dddd\",
\"serviceNane\": \"nanf-comm ", \"versions\": [{\"apiVersionlnUri\": \"vi\",
\"api Ful I Version\": \"1.1.0\", \"expiry\": \"2020-07-30T12: 09: 55. 652\ "}],
\"schene\": \"http\", \"nfServiceStatus\": \"REG STERED\", \"ipEndPoi nts\":
[{\"ipv4Address\": null, \"ipv6Address\": null, \"transport\": \"TCP\",
\"port\": 8080}], \"allowedPl ms\": [{\"ntc\": \"450\", \"mc\":
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\"05\"}1}1111", "endOr Bat ch”: fal se, "1 ogger Fgcn": "or g. apache. | oggi ng. sl f 4j . Log4j
Logger", "threadl d":90,"threadPriority":5, "messageTi mestanp": "2023-12-13T06: 04:
13. 311+0000"}

{"instant":
{"epochSecond": 1702447453, "nanoCf Second": 313001061}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. nrf

. Get Nrf Di scover yResponseUseCase", "nmessage": "Dynani ¢ di scovery cache enabled :

fal se","endOf Bat ch": f al se, "I ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger ",
“threadl d":90,"threadPriority":5, "nmessageTi nestanp": "2023- 12- 13T06: 04: 13. 313+0

000"}

{"instant":

{"epochSecond": 1702447453, "nanoCf Second": 353052224}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Di scovery Response fetched :

Di scoverySear chResul t { quer yPar ams="t ar get - nf - t ype=AMF&r equest er - nf -

t ype=PCFé&t ar get - nf - set - i d=set 001. regi on01. anf set. 5gc. mc012. ncc345',

sear chResul t ={\"val i di tyPeriod\":300,\"nflnstances\":
[{\"nflnstanceld\":\"13515195-

c537- 4645- 9b97- 96ec797f aaaf \ ", \ "nf Type\ ":\"AMF\ ", \ "nf Stat us\": \ " REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqdn\":\"nf 2st ub. gi -

dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ " \"SMA\ "], \"priority\": 1, \"capacity\":100,\"l oad\":50,\"local ity\":\"1
\",\"nfSetldList\":[\"set001.region0l. anfset.5gc. mc012. ntc345\"],\"anflnfo\":
{\"anfSet I d\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"meel "\ "4500" A "ime) "V 05\ "}V anf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\ "nanf -

comm ", \"versions\":

[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1.1.0\",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceStatus\":\ " REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"al |l owedPl ms\":
[{\"nmec\":\"4500" A "me) ":\"05\"}]}]}, {\"nflnstancel d\":\"13515195-

c537- 4645- 9b97- 96ec797f bbbf\ ", \ "nf Type\ ":\"AMF\ ", \ "nf Stat us\": \ "REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqdn\":\"nf21st ub. gi -
dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ ", \"SMA\ "], \"priority\":2,\"capacity\":100,\"l oad\":50,\"local ity\":\"1
\", \"nfSetldList\":[\"set001.region0l. anfset.5gc. mc012. ntc345\"],\"anflnfo\":
{\"anfSetd\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"mece\ "\ "4500" A "ime) "V "05\ "}, Vanf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\ "nanf -

comm ", \"versions\":

[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1.1.0\",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceSt atus\":\ " REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"all owedPl ms\":
[{\"nmec\":\"4500" A "mce) ":\"05\"}]}]}, {\"nflnstancel d\":\"13515195-

c537- 4645- 9b97- 96ec797f cccf\ ", \ "nf Type\ ":\"AMF\ ", \ "nf Stat us\": \ " REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqgdn\":\"nf3stub. gi-

dina.sve\ ", \"al | owedNf Types\":

[\"PCR\" \"SMA\ "], \"priority\":4,\"capacity\":100,\"l oad\":60,\"local ity\":\"2
\",\"nfSetldList\":[\"set001.region0l. anfset.5gc. mc012. ntc345\"],\"anfInfo\":
{\"anfSet I d\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"meel "\ "4500" A "mime) "N "05\ "}V anf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\ "nanf -

comm ", \"versions\":

[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1.1.0\",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceStatus\":\"REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"al |l owedPl ms\":
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[{\"nmec\":\"4500" A "me) ":\"05\"}]}]}, {\"nflnstancel d\":\"13515195-

c537- 4645- 9b97- 96ec797f dddf \ ", \ "nf Type\ ":\"AMF\ ", \ "nf Stat us\": \ " REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqdn\":\"nf31st ub. gi -
dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ ", \"SMA\ "], \"priority\":2,\"capacity\":100,\"l oad\":50,\"local ity\":\"2
\",\"nfSetldList\":[\"set001.region0l. anfset.5gc. mc012. ntc345\"],\"anflnfo\":
{\"anfSet I d\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"mece\ "\ "4500" A "ime) "V "05\ "}V anf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\ "nanf -

comm ", \"versions\":

[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1.1.0\",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceSt atus\":\ " REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"all owedPl ms\":
[{\"nmec\":\"4500" A "me) ":\"05\"}]}]}, {\"nflnstancel d\":\"13515195-

c537- 4645- 9b97- 96ec797f eeef \ ", \ "nf Type\ ":\"AMF\ ", \ "nf Stat us\": \ " REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqdn\":\"nf32st ub. gi -
dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ ", \"SMA\ "], \"priority\":5 \"capacity\":100,\"l oad\":60,\"local ity\":\"2
\",\"nfSetldList\":[\"set001.region0l. anfset.5gc. mc012. ntc345\"],\"anflnfo\":
{\"anfSet I d\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"mee\ "\ "4500" A "ime) "N "05\ "}V anf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\"nanf -

comm ", \"versions\":

[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1. 1.0\ ",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceStatus\":\ " REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"al |l owedPl ms\":
[{V"mecd "N "4500" A "mc\ ":\"05\"}]}]}],\"nrfSupportedFeatures\":\"72\"},

sour ceType=NRF}", "endOf Bat ch": f al se, "I ogger Fqcn": "or g. apache. | oggi ng. sl f4j. Log
4j Logger", "threadl d": 90, "threadPriority":5, "nmessageTi nestanp”: "2023-12- 13T06: 0
4:13. 353+0000"}

Di scovery of AWF for the second time

{"instant":

{"epochSecond": 1702447495, "nanoCf Second": 560602127}, "t hread": "XNI O 1

task-2", "l evel ":"DEBUG', "I ogger Name": " com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. Di scoveryRul e", "message": " Checking if cache applies for a discovery
request (DiscoveryCache feature enabled: true, OC Force-Rediscovery

request ed:

false)","endO Bat ch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f 4j . Log4j Logger "
,"threadl d": 90, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T06: 04: 55. 560+
0000"}

{"instant":

{"epochSecond": 1702447495, "nanoCf Second": 560665276}, "t hread": " XNl O 1
task-2","level ":"DEBUG', "I ogger Name": " com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. Di scoveryRul ", "message": " Query Paraneters validation. |sFullyMtch ->
true, Params fromrequest -> [target-nf-type, requester-nf-type, target-nf-
set-id], Params fromconfig -> [target-nf-type, requester-nf-type, service-
nanes, target-nf-set-

id]","endO Batch": fal se, "l ogger Fqcn": "org. apache. | oggi ng. sl f4j . Log4j Logger", "t
hreadl d": 90, "threadPriority":5, "messageTi mest anp”: "2023-12- 13T06: 04: 55. 560+000
0"}

{"instant":
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{"epochSecond": 1702447495, "nanoCf Second": 560736605}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. core. di scoveryrul
es. Di scoveryRul e", "nessage": "Di scoveryCache is enabl ed and queryParaneters

mat ched. Proceeding with DiscoveryResponse retrieval from

menory", "endOf Bat ch”: f al se, "I ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger "
,"threadl d": 90, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T06: 04: 55. 560+
0000"}

{"instant":

{"epochSecond": 1702447495, "nanoCf Second": 560773857}, "thread": "XNI O 1

task-2", "l evel ":"DEBUG', "I ogger Name": " com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. Di scoveryEval uator", "message": "Rul e appli ed:

CacheRul e", "endCf Bat ch": fal se, "l ogger Fqcn": " or g. apache. | oggi ng. sl f 4j . Log4j Logg
er","threadld":90,"threadPriority":5, "nmessageTi mestanp":"2023-12- 13T06: 04: 55. 5
60+0000"}

{"instant":

{"epochSecond": 1702447495, "nanoCf Second": 560806304}, "t hread": "XNI O 1

task-2", "l evel ":"DEBUG', "I ogger Name": " com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. CacheRul ", "nessage": " Appl yi ng Cache Rul e, grabbing NRF response from
Cache", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger ",
“threadl d": 90, "threadPriority":5, "messageTi nestanp": "2023- 12- 13T06: 04: 55. 560+0

000"}

{"instant":

{"epochSecond": 1702447495, "nanoCf Second": 578396526}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Successful retrieval of
Di scovery Response stored in Cache/ DB, proceeding with

validation", "endOf Batch": fal se, "l ogger Fgcn": "or g. apache. | oggi ng. sl f 4j . Log4j Log
ger","threadl d":90,"threadPriority":5, "messageTi nestanp": "2023- 12- 13T06: 04: 55.

578+0000"}

{"instant":

{"epochSecond": 1702447495, "nanoCf Second": 578450087}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Di scovery Response retrieved
from Cache/ DB i sAbout ToExpi re val ue : fal se

", "endOBatch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f4j . Log4j Logger", "thre
adl d": 90, "threadPriority":5, "nessageTi mestanp”: " 2023-12- 13T06: 04: 55. 578+0000" }

{"instant":
{"epochSecond": 1702447495, "nanoCf Second": 578490288}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Di scovery Response retrieved
from Cache/DB is expired value : false

", "endOBatch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f4j . Log4j Logger", "thre
adl d": 90, "threadPriority":5, "nmessageTi mestanp”: " 2023-12- 13T06: 04: 55. 578+0000" }

{"instant":
{"epochSecond": 1702447495, "nanoCf Second": 589440279}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Di scovery Response fetched :

Di scoverySear chResul t { quer yPar ams="t ar get - nf - t ype=AMF&r equest er - nf -

t ype=PCFé&t ar get - nf - set - i d=set 001. r egi on01. anf set. 5gc. mc012. ncc345',

sear chResul t ={\"val i di tyPeriod\":300,\"nflnstances\":
[{\"nflnstanceld\":\"13515195-

c537- 4645- 9b97- 96ec797f aaaf \ ", \ "nf Type\ ":\"AMF\ "\ "nf Stat us\": \ "REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqdn\":\"nf 2st ub. gi -

dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ " \"SMA\ "], \"priority\": 1, \"capacity\":100,\"l oad\":50,\"local ity\":\"1
\",\"nfSetldList\":[\"set001.region0l. anfset.5gc. mc012. ntc345\"],\"anflnfo\":
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{\"anfSet I d\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"mece\ "\ "4500" A "ime) "V "05\ "}V anf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\ "nanf -

comm ", \"versions\":

[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1.1.0\",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceStatus\":\ " REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"al |l owedPl ms\":
[{\"nmec\":\"4500" A "me) ":\"05\"}]}]}, {\"nflnstancel d\":\"13515195-

c537- 4645- 9b97- 96ec797f bbbf\ ", \ "nf Type\ ":\"AMF\ ", \ "nf Stat us\": \ " REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqdn\":\"nf21st ub. gi -
dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ ", \"SMA\ "], \"priority\":2,\"capacity\":100,\"l oad\":50,\"local ity\":\"1
\",\"nfSetldList\":[\"set001.region0l. anfset.5gc. mc012. ntc345\"],\"anflnfo\":
{\"anfSetd\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"mece\ "\ "4500" A "mime) "V "05\ "}V anf I d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\"nanf -

comm ", \"versions\":

[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1.1.0\",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceStatus\":\ " REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"all owedPl ms\":
[{\"nmec\":\"4500" A "mce) ":\"05\"}]}]}, {\"nflnstancel d\":\"13515195-

c537- 4645- 9b97- 96ec797f cccf\ ", \ "nf Type\ ":\"AMF\ "\ "nf Stat us\": \ " REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqgdn\":\"nf3stub. gi -

dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ " \"SMA\ "], \"priority\":4,\"capacity\":100,\"l oad\":60,\"local ity\":\"2
\",\"nfSetldList\":[\"set001.region0l. anfset.5gc. mc012. ntc345\"],\"anflnfo\":
{\"anfSet I d\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"mece\ "\ "4500" A "ime) A" 05\ "}V anf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\ "nanf -

comm ", \"versions\":

[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1. 1.0\ ",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceSt atus\":\ " REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"al | owedPl ms\":
[{\"nmec\":\"4500" A "me) ":\"05\"}]}]}, {\"nflnstancel d\":\"13515195-

c537- 4645- 9b97- 96ec797f dddf \ ", \ "nf Type\ ":\"AMF\ ", \ "nf Stat us\": \ "REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqdn\":\"nf31st ub. gi -
dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ " \"SMA\ "], \"priority\":2,\"capacity\":100,\"l oad\":50,\"local ity\":\"2
\",\"nfSetldList\":[\"set001.region0l. anfset.5gc. mc012. ntc345\"],\"anflnfo\":
{\"anfSet I d\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"mece\ "\ "4500" A "mime) "V "05\ "}V anf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\ "nanf -

comm ", \"versions\":

[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1.1.0\",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceStatus\":\"REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"al |l owedPl ms\":
[{\"nmec\":\"4500" A "mce) ":\"05\"}]}]}, {\"nflnstancel d\":\"13515195-

c537- 4645- 9b97- 96ec797f eeef \ ", \ "nf Type\ ":\"AMF\ ", \ "nf Stat us\": \ " REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqdn\":\"nf32st ub. gi -
dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ ", \"SMA\ "], \"priority\":5 \"capacity\":100,\"l oad\":60,\"local ity\":\"2
\",\"nfSetldList\":[\"set001.region0l. anfset.5gc. mc012. ntc345\"],\"anflnfo\":
{\"anfSet I d\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"meel "\ "4500" A "ime) "N "05\ ",V anf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\ "nanf -

comm ", \"versions\":
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[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1.1.0\",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceStatus\":\ " REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"al |l owedPl ms\":
[{\V"mecd "N "4500" A "mc\ ":\"05\"}]}]}],\"nrfSupportedFeatures\":\"72\"},

sour ceType=CACHE} ", "endOf Bat ch": f al se, "1 ogger Fgcn": "or g. apache. | oggi ng. sl f4j . L
0g4j Logger", "threadl d": 90, "threadPriority":5, "messageTi mestanp": "2023- 12- 13706
: 04: 55. 589+0000"}

UE Policy Service:
Di scovery of AMF for UE policy Association for the first tine:

{"instant":

{"epochSecond": 1702447646, "nanoCf Second": 16500495}, "thread": "XNI O 1
task-2","level ":"DEBUG', "I ogger Name": " com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. Di scoveryRul e", "message": " Checking if cache applies for a discovery
request (DiscoveryCache feature enabl ed: true, OC Force-Rediscovery

request ed:

false)","endOf Batch": fal se, "l ogger Fqcn": "org. apache. | oggi ng. sl f4j . Log4j Logger"
,"threadl d": 90, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T06: 07: 26. 016+
0000"}

{"instant":

{"epochSecond": 1702447646, "nanoCf Second": 16566854}, "thread": "XNI O 1
task-2","level ":"DEBUG', "I ogger Name": " com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. Di scoveryRul ", "message": " Query Paraneters validation. |sFullyMtch ->
true, Parans fromrequest -> [target-nf-type, requester-nf-type, target-nf-
set-id], Parans fromconfig -> [target-nf-type, requester-nf-type, target-nf-
set -

id]","endf Batch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f 4j . Log4j Logger", "t
hreadl d": 90, "threadPriority":5, "messageTi mest anp”: "2023-12- 13T06: 07: 26. 016+000

0}
{"instant":

{"epochSecond": 1702447646, "nanoCf Second": 16634530}, "thread": "XNIO- 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. di scoveryrul

es. Di scoveryRul e", "nessage": "Di scoveryCache is enabl ed and queryParaneters

mat ched. Proceeding with Di scoveryResponse retrieval from

menory", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger"
,"threadl d": 90, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T06: 07: 26. 016+
0000"}

{"instant":

{"epochSecond": 1702447646, "nanoCf Second": 16668622}, "thread": "XNI O 1
task-2","level ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. Di scoveryEval uator", "message": "Rul e appli ed:

CacheRul e", "endOf Bat ch": fal se, "l ogger Fgcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logg
er","threadld":90,"threadPriority":5, "nessageTi mestanmp":"2023-12-13T06: 07: 26. 0
16+0000"}

{"instant":

{"epochSecond": 1702447646, "nanoCf Second": 16697142}, "thread": "XNIO- 1
task-2","level ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. CacheRul ", "nessage": " Appl yi ng Cache Rul e, grabbing NRF response from
Cache","endOr Bat ch": fal se, "I ogger Fqcn": "org. apache. | oggi ng. sl f4j . Log4j Logger",
“threadl d":90,"threadPriority":5, "nmessageTi nestanp": "2023- 12- 13T06: 07: 26. 016+0
000"}

{"instant":

{"epochSecond": 1702447646, "nanoCf Second": 26184667}, "thread": "XNI O 1
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task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac
he. Get CacheDi scover yResponseUseCase", "nessage": "Unsuccessful retrieval of

Di scovery Response from Cache/ DB, proceeding retrieval from NRF and saving
response in Cache/

DB", "endCf Bat ch": fal se, "I ogger Fqcn": "org. apache. | oggi ng. sl f4j . Log4j Logger","th

readl d": 90, "threadPriority":5, "messageTi nest anp": "2023- 12- 13T06: 07: 26. 026+0000

Il}

{"instant":

{"epochSecond": 1702447646, "nanoCf Second": 26250918}, "thread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. nrf

. Cet Nrf Di scover yResponseUseCase", "nmessage": " SearchDat a :

{\"target Nf Type\":\"AMF\ ", \"request er Nf Type\":\"PCF\ ", \ " nf | nf oPar ansPresent\":
fal se,\"servicel nfoParansPresent\": fal se,\"enabl eF3\": true,\"enabl eF5\": f al se,
\"target Nf Set1d\":\"set001. regi on48. anf set. 5gc. mc012. ntc345\",\"ret entionPeri
od\ ": 5000, \"rawQueryPar anet ers\":\"target - nf-type=AM-&r equest er - nf -

t ype=PCFé&t ar get - nf - set -

i d=set 001. regi on48. anf set. 5gc. mc012. ncc345\",\ " forceRedi scoveryEnabl ed\": fal s
e}","endOr Bat ch": fal se, "l ogger Fgcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger", "th
readl d":90,"threadPriority":5, "messageTi mestanp": "2023- 12- 13T06: 07: 26. 026+0000
"}

{"instant":

{"epochSecond": 1702447646, "nanoO Second" : 26465561}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap

i","message": "Entering sendOnDemandNf Di scover Request

function","endO Bat ch": fal se, "l ogger Fqcn": "org. apache. | oggi ng. sl f4j . Log4j Logge
r*,"threadl d": 101, "threadPriority":5, "nmessageTi nestanp": "2023- 12- 13T06: 07: 26. 0
26+0000"}

{"instant":

{"epochSecond": 1702447646, "nanoOf Second": 27251963}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap
i","message":"Send NfDiscover request with searchDat a:

{\"target Nf Type\":\"AMF\ ", \"request er Nf Type\":\"PCF\ ", \ " nf | nf oPar ansPresent\":
fal se,\"servicel nfoParansPresent\": fal se,\"enabl eF3\": true,\"enabl eF5\": f al se,
\"target Nf Set1d\":\"set001. regi on48. anf set. 5gc. mc012. ntc345\",\"ret entionPeri
od\ ": 5000, \"rawQueryPar aneters\":\"target-nf-type=AMr&r equest er - nf -

t ype=PCFé&t ar get - nf - set -

i d=set 001. regi on48. anf set. 5gc. mc012. ncc345\",\"f or ceRedi scoveryEnabl ed\": fal s
e}","endOr Batch": fal se, "l ogger Fgcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger", "th
readl d": 101, "threadPriority":5, "messageTi mestanp": "2023-12- 13T06: 07: 26. 027+000
0"}

{"instant":

{"epochSecond": 1702447646, "nanoO Second" : 27393966}, "t hread": " pool - 10-
thread-1", "l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. api . NRFCl i ent A
pi ", "message": "sendRequest ToNrf nrfRequest : NRFRequest [scheme=httnp,

r oot URI =nf 1st ub. gi - di na. svc: 8080, resourcePat h=/nnrf-disc/vl/ nf-instances,

met hod=CGET, body=nul |, headers=[],

sear chDat a={\ "t arget Nf Type\":\"AMR\ "/ \ "request er Nf Type\ ":\"PCF\ ", \ " nf | nf oPar am
sPresent\":fal se,\"servicel nfoParansPresent\":fal se,\"enabl eF3\":true,\"enabl e
F5\":fal se,\"target Nf Set1d\":\"set 001. regi on48. anfset. 5gc. mc012. ncc345\",\"re
tentionPeriod\":5000,\"rawQueryParameters\":\"target-nf-type=AMF&r equest er - nf -
t ype=PCFé&t ar get - nf - set -

i d=set 001. regi on48. anf set. 5gc. mc012. ncc345\",\"f or ceRedi scoveryEnabl ed\": fal s
e}, routeCount =0,

request Type=NFDI SCOVER] ", "endCOf Bat ch”: f al se, "I ogger Fqcn": "or g. apache. | oggi ng. s
| f4j.Log4j Logger", "threadl d": 101, "threadPriority":5,"messageTi nestanp": "2023-1
2-13T06: 07: 26. 027+0000" }
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{"instant":

{"epochSecond": 1702447646, "nanoO Second": 27518993}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap
i","message":"Returning retryConfig for ALL_REQUESTS NRFRetryConfig

[ servi ceRequest Type=ALL_REQUESTS, pri mar yNRFRet r yCount =0,

nonPri mar yNRFRet ryCount =0, al t er nat eNRFRet r yCount =- 1,

error ReasonsFor Fai | ure=[ 503, 504, 500, Socket Ti meout Excepti on,

JsonProcessi ngExcepti on, UnknownHost Excepti on, NoRout eToHost Excepti on],

gat ewayEr r or Codes=[ 503],

request Ti meout =10] ", "endCf Bat ch": f al se, "1 ogger Fqcn": " or g. apache. | oggi ng. sl f4j .
Log4j Logger", "threadl d": 101, "threadPriority":5, "nessageTi nestanp":"2023- 12- 13T
06: 07: 26. 027+0000"}

{"instant":

{"epochSecond": 1702447646, "nanoO Second": 27597244}, "t hread": " pool - 10-
thread-1", "l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. api . NRFCl i ent A

pi","message": "Sending request to NRF nflstub.gi-dina.svc: 8080, routeCount=0,
attenpt =0", "endCf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logg
er","threadld": 101, "threadPriority":5, "messageTi nest anp": "2023- 12- 13T06: 07: 26.
027+0000"}

{"instant":

{"epochSecond": 1702447646, "nanoO Second": 27630106}, "t hread": " pool - 10-
thread-1", "l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. api . NRFCl i ent A
pi ", "message":"trigger","endOf Batch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl
f4j.Log4j Logger", "threadld": 101, "threadPriority":5, "messageTi mestanp": "2023- 12
-13T06: 07: 26. 027+0000"}

{"instant":

{"epochSecond": 1702447646, "nanoO Second": 27663824}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap
i","message":"Returning retryConfig for ALL_REQUESTS NRFRetryConfig

[ servi ceRequest Type=ALL_REQUESTS, pri maryNRFRet ryCount =0,

nonPr i mar yNRFRet ryCount =0, al t er nat eNRFRet r yCount =- 1,

error ReasonsFor Fai | ure=[ 503, 504, 500, Socket Ti meout Excepti on,

JsonProcessi ngExcepti on, UnknownHost Excepti on, NoRout eToHost Excepti on],

gat ewayEr r or Codes=[ 503],

request Ti meout =10] ", "endCf Bat ch": f al se, "1 ogger Fqcn": " or g. apache. | oggi ng. sl f 4j .
Log4j Logger", "threadl d": 101, "threadPriority":5, "nessageTi nestanp":"2023- 12- 13T
06: 07: 26. 027+0000"}

{"instant":

{"epochSecond": 1702447646, "nanoO Second": 60172668}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFC i ent Ap

i ", "message": "Request returned response with status code :

200", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f4j . Log4j Logger", "t
hreadl d": 101, "threadPriority":5, "nmessageTi nestanp": " 2023- 12- 13T06: 07: 26. 060+00
00"}

{"instant":

{"epochSecond": 1702447646, "nanoO Second": 65762172}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFC i ent Ap

i","message": "Successful Response code

recei ved", "endCf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logge
r*,"threadl d": 101, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T06: 07: 26. 0
65+0000"}

{"instant":

{"epochSecond": 1702447646, "nanoO Second" : 65848611}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFC i ent Ap
i","message"”: " sendOnDemandNf Di scover Request with searchDat a:

{\"target Nf Type\":\"AMF\ ", \"request er Nf Type\":\"PCF\ ", \ " nf | nf oPar ansPresent\":
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fal se,\"servicel nfoParamsPresent\": fal se,\"enabl eF3\":true,\"enabl eF5\": f al se,
\"target Nf Set1d\":\"set001. regi on48. anf set. 5gc. mc012. ntc345\",\"ret entionPeri
od\ ": 5000, \"rawQueryPar aneters\":\"target - nf-type=AM~&r equest er - nf -

t ype=PCFé&t ar get - nf - set -

i d=set 001. regi on48. anf set. 5gc. mc012. ncc345\",\"f or ceRedi scoveryEnabl ed\": fal s
e} returned status code :

200", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f4j . Log4j Logger", "t
hreadl d": 101, "threadPriority":5, "nmessageTi mest anp": " 2023- 12- 13T06: 07: 26. 065+00

00"}

{"instant":

{"epochSecond": 1702447646, "nanoCf Second": 66116142}, "thread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. nrf

. Get Nrf Di scover yResponseUseCase", "nessage”: " Recei ved Di scovery Result. Code:
200, Body (SearchResult): {\"validityPeriod\": 1800, \"nflnstances\":
[{\"nflnstanceld\": \"13515195- c537- 4645-9b97- 96ec797f 111a\",
\"nfSetldList\": [\"set001.region48. anfset.5gc. mc012. ntc345\"],

\"al | owedNf Types\": [\"PCR\", \"SMA\"], \"nfType\": \"AMR\", \"plmList\":
[{\"nmcc\": \"450\", \"mmc\": \"05\"}], \"nfStatus\": \"REG STERED\",
\"fqgdn\": \"nflstub.gi-dina.sve\", \"priority\": 1, \"capacity\": 100,
\"load\": 80, \"locality\": \"2\", \"anfInfo\": {\"anfRegionld\": \"01\",
\"anfSetl1d\": \"001\", \"guam List\": [{\"plmld\": {\"nmcc\": \"450\",
\"mc\": \"05\"}, \"anfld\": \"010041\"}]}, \"nfServices\":
[{\"servicelnstancel d\": \"aaaa-bbbb-cccc-dddd\", \"serviceNane\": \"nanf-
comm ", \"versions\": [{\"apiVersionlnUi\": \"vI\", \"apiFullVersion\":
\"1.2.0\", \"expiry\": \"2020-07-30T12: 09: 55. 652\"}], \"scheme\": \"http\",
\"nfServiceStatus\": \"REG STERED\", \"ipEndPoints\": [{\"ipv4Address\":
null, \"ipv6Address\": null, \"transport\": \"TCP\", \"port\": 8080}],

\"all owedPl rms\": [{\"mcc\": \"450\", \"mmc\": \"05\"}], \"priority\": 2,
\"capacity\": 100, \"load\": 80, \"locality\": \"21"}]}, {\"nflnstanceld\":
\"13515195- ¢537- 4645- 9b97- 96ec797f 1111\ ", \"nfSet |l dList\":

[\"set001. regi on48. anf set. 5gc. mc012. ncc345\"], \"al | owedNf Types\": [\"PCR\",
\V"SMA "], \"nfType\": \"AMR\", \"plmList\": [{\"ncc\": \"450\", \"mc\":
\"05\"}], \"nfStatus\": \"REG STERED\", \"fqdn\": \"nf12stub. gi -di na.svec\",
\"priority\": 2, \"capacity\": 100, \"load\": 80, \"locality\": \"2\",
\"anfInfol": {\"anfRegionld\": \"01\", \"anfSetld\": \"001\", \"guamiList\":
[{\"plmld\": {\"pmcc\": \"450\", \"mmc\": \"05\"}, \"anfld\": \"010041\"}]},
\"nfServices\": [{\"servicelnstanceld\": \"aaaa-bbbb-cccc-dddd\",
\"serviceNane\": \"nanf-comm ", \"versions\": [{\"apiVersionlnUri\": \"vi\",
\"api Ful I Version\": \"1.1.0\", \"expiry\": \"2020-07-30T12: 09: 55. 652\ "}],
\"schenme\": \"http\", \"nfServiceStatus\": \"REG STERED\", \"i pEndPoi nts\":
[{\"ipv4Address\": null, \"ipv6Address\": null, \"transport\": \"TCP\",
\"port\": 8080}], \"allowedPl ms\": [{\"ncc\": \"450\", \"mc\": \"05\"}],
\"priority\": 2, \"capacity\": 100, \"load\": 80, \"locality\": \"2\"}]},
{\"nflnstancel d\": \"13515195-c537- 4645- 9b97- 96ec797f 2222\ ", \"nf Set | dList\":
[\"set001. regi on48. anf set. 5gc. mc012. ncc345\"], \"al | owedNf Types\": [\"PCR\",
\V"SMA "], \"nfType\": \"AMR\", \"plmList\": [{\"ncc\": \"450\", \"mc\":
\"05\"}], \"nfStatus\": \"REG STERED\", \"fqdn\": \"nf2stub.gi-dina.svc\",
\"priority\": 1, \"capacity\": 100, \"load\": 80, \"locality\": \"1\",
\"anfInfol": {\"anfRegionld\": \"01\", \"anfSetld\": \"001\", \"guamiList\":
[{\"plmld\": {\"pmcc\": \"450\", \"mmc\": \"05\"}, \"anfld\": \"010041\"}]},
\"nfServices\": [{\"servicelnstanceld\": \"aaaa-bbbb-cccc-dddd\",
\"serviceNane\": \"nanf-comm ", \"versions\": [{\"apiVersionlnUri\": \"vi\",
\"api Ful I Version\": \"1.1.0\", \"expiry\": \"2020-07-30T12: 09: 55. 652\ "}],
\"schene\": \"http\", \"nfServiceStatus\": \"REG STERED\", \"ipEndPoi nts\":
[{\"ipv4Address\": null, \"ipv6Address\": null, \"transport\": \"TCP\",
\"port\": 8080}], \"allowedPl ms\": [{\"ncc\": \"450\", \"mc\": \"05\"}],
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\"priority\": 1, \"capacity\": 100, \"load\": 80, \"locality\": \"1\"}]},
{\"nflnstancel d\": \"13515195-c537- 4645-9b97- 96ec797f 3333\ ", \"nf Set|dList\":
[\"set001. regi on48. anf set. 5gc. mc012. ncc345\"], \"al | owedNf Types\": [\"PCR\",
\V"SMA "], \"nfType\": \"AMR", \"plmList\": [{\"ncc\": \"450\", \"mc\":
\"05\"}], \"nfStatus\": \"REG STERED\", \"fqdn\": \"nf22stub.gi-dina.svc\",
\"priority\": 2, \"capacity\": 100, \"load\": 80, \"locality\": \"1\",
\"anfInfol\": {\"anfRegionld\": \"01\", \"anfSetld\": \"001\", \"guamiList\":
[{\"plmld\": {\"pmcc\": \"450\", \"mmc\": \"05\"}, \"anfld\": \"010041\"}]},
\"nfServices\": [{\"servicelnstanceld\": \"aaaa-bbbb-cccc-dddd\",
\"serviceNane\": \"nanf-comm ", \"versions\": [{\"apiVersionlnUri\": \"vi\",
\"api Ful I Version\": \"1.1.0\", \"expiry\": \"2020-07-30T12: 09: 55. 652\ "}],
\"schenme\": \"http\", \"nfServiceStatus\": \"REG STERED\", \"i pEndPoi nts\":
[{\"ipv4Address\": null, \"ipv6Address\": null, \"transport\": \"TCP\",
\"port\": 8080}], \"allowedPl ms\": [{\"ncc\": \"450\", \"mc\": \"05\"}],
\"priority\": 2, \"capacity\": 100, \"load\": 80, \"locality\": \"1\"}]},
{\"nflnstancel d\": \"13515195-c537- 4645- 9b97- 96ec797f 4444\ ", \"nf Set|dList\":
[\"set001. regi on48. anf set. 5gc. mc012. ncc345\"], \"al | owedNf Types\": [\"PCF\",
\V"SMA "], \"nfType\": \"AMR\", \"plmList\": [{\"ncc\": \"450\", \"mc\":
\"05\"}], \"nfStatus\": \"REG STERED\", \"fqdn\": \"nf21lstub.gi-dina.svc\",
\"priority\": 5 \"capacity\": 100, \"load\": 80, \"locality\": \"1\",
\"anfInfol\": {\"anfRegionld\": \"01\", \"anfSetld\": \"001\", \"guamiList\":
[{\"plmld\": {\"mcc\": \"450\", \"mmc\": \"05\"}, \"anfld\": \"010041\"}]},
\"nfServices\": [{\"servicelnstanceld\": \"aaaa-bbbb-cccc-dddd\",
\"serviceNane\": \"nanf-comm ", \"versions\": [{\"apiVersionlnUri\": \"vI\",
\"api Ful I Version\": \"1.1.0\", \"expiry\": \"2020-07-30T12: 09: 55. 652\ "}],
\"schenme\": \"http\", \"nfServiceStatus\": \"REG STERED\", \"ipEndPoi nts\":
[{\"ipv4Address\": null, \"ipv6Address\": null, \"transport\": \"TCP\",
\"port\": 8080}], \"allowedPl ms\": [{\"ncc\": \"450\", \"mc\": \"05\"}],
\"priority\": 5 \"capacity\": 100, \"load\": 80, \"locality\":

\"1\"}]1}1}1", "endOf Bat ch”: fal se, "l ogger Fqcn": "org. apache. | oggi ng. sl f 4j . Log4j Log
ger","threadl d":90,"threadPriority":5, "messageTi nestanp": "2023- 12- 13T06: 07: 26.

066+0000"}

{"instant":

{"epochSecond": 1702447646, "nanoCf Second": 67989020}, "thread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. nrf

. Get Nrf Di scover yResponseUseCase", "nmessage": "Dynami ¢ di scovery cache enabl ed :

fal se","endOf Bat ch": fal se, "l ogger Fgcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger ",
“threadl d": 90, "threadPriority":5, "nmessageTi nestanp": "2023- 12- 13T06: 07: 26. 067+0

000"}

{"instant":

{"epochSecond": 1702447646, "nanoCf Second": 124766789}, "t hread": "XNI O- 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Di scovery Response fetched :
Di scoverySear chResul t { quer yPar ams="t ar get - nf - t ype=AMF&r equest er - nf -

t ype=PCFé&t ar get - nf - set - i d=set 001. r egi on48. anf set. 5gc. mc012. ncc345',

sear chResul t ={\"val i di tyPeriod\":1800,\"nflnstances\":
[{\"nflnstanceld\":\"13515195-

c537- 4645- 9b97- 96ec797f 111a\ ", \ "nf Type\ ":\"AMF\ ", \ "nf Stat us\": \ "REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqgdn\":\"nf 1stub. gi -
dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ " \"SMA\ "], \"priority\": 1, \"capacity\":100,\"l oad\":80,\"local ity\":\"2
\",\"nfSetldList\":[\"set001.region48. anf set. 5gc. mc012. ntc345\"],\"anflnfo\":
{\"anfSet I d\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"meel "\ "4500" A "ime) "N "05\ ",V anf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\ "nanf -

comm ", \"versions\":
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[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1.1.0\",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceStatus\":\ " REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"al |l owedPl ms\":
[{\V"mecd "N "4500" A "mc\":\"05\"}],\"priority\":2,\"capacity\":100,\"I oad\": 80
A"localityV": V"2V "} ]}, {\"nflnstancel d\":\"13515195-

c537- 4645- 9b97- 96ec797f 1111\ ", \ "nf Type\ ":\"AMF\ ", \ "nf Stat us\": \ "REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqdn\":\"nf 12st ub. gi -
dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ ", \"SMA\ "], \"priority\":2,\"capacity\":100,\"l oad\":80,\"local ity\":\"2
\",\"nfSetldList\":[\"set001.region48. anf set. 5gc. mc012. ntc345\"],\"anflnfo\":
{\"anfSetd\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"mece\ "\ "4500" A "ime) "V "05\ "}V anf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\ " nanf -

comm ", \"versions\":

[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1.1.0\",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceStatus\":\ " REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"all owedPl ms\":
[{\V"necd "N "4500" A "mc\":\"05\"}],\"priority\":2,\"capacity\":100,\"I oad\": 80
A"localityV": V"2V "} ]}, {\"nflnstancel d\":\"13515195-

c537- 4645- 9b97- 96ec797f 2222\ ", \ "nf Type\ ":\"AMF\ ", \ "nf Stat us\": \ " REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqdn\":\"nf 2st ub. gi -

dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ ", \"SMA\ "], \"priority\": 1, \"capacity\":100,\"l oad\":80,\"locality\":\"1
\",\"nfSetldList\":[\"set001.region48. anf set. 5gc. mc012. ntc345\"],\"anfInfo\":
{\"anfSet I d\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"mecel "\ "4500" A "ime) A "05\ "}, Vtanf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\ "nanf -

comm ", \"versions\":

[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1.1.0\",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceStat us\":\ " REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"all owedPl ms\":
[{V"necd "\ 4500 " A "mc\ " \"05\"}],\"priority\":1,\"capacity\":100,\"I oad\": 80
A"localityV " :\"1\"}]}, {\"nflnstancel d\":\"13515195-

c537- 4645- 9b97- 96ec797f 3333\ ", \ "nf Type\ ":\"AMF\ ", \ "nf Stat us\": \ "REQ STERED\ ", \
“plmList\": [{\"mcc\":\"450\" , \"mc\":\"05\"}],\"fqdn\":\"nf22st ub. gi -
dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ " \"SMA\ "], \"priority\":2,\"capacity\":100,\"l oad\":80,\"local ity\":\"1
\",\"nfSetldList\":[\"set001.region48. anf set.5gc. mc012. ntc345\"],\"anfInfo\":
{\"anfSet I d\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"mec\ "\ "4500" A "ime) A" 05\ "}, Vtanf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\ "nanf -

comm ", \"versions\":

[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1.1.0\",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceStatus\":\"REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"al |l owedPl ms\":
[{\V"mech "N "4500" A "mc\":\"05\"}],\"priority\":2,\"capacity\":100,\"I oad\": 80
A'localityV " :\"1\"}]}, {\"nflnstancel d\":\"13515195-

c537- 4645- 9b97- 96ec797f 4444\ " \"nf Type\":\"AMF\ ", \ "nf Stat us\":\ " REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqdn\":\"nf21st ub. gi -
dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ " \"SMA\ "], \"priority\":5 \"capacity\":100,\"l oad\":80,\"local ity\":\"1
\",\"nfSetldList\":[\"set001.region48. anf set. 5gc. mc012. ntc345\"],\"anflnfo\":
{\"anfSet I d\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"meel "\ "4500" A "ime) "N "05\ ",V anf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\ "nanf -

comm ", \"versions\":
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[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1.1.0\",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceStatus\":\ " REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"al |l owedPl ms\":
[{\"necd "\ 4500 " A "mc\":\"05\"}],\"priority\":5 \"capacity\":100,\"I oad\": 80
A"localityV":\"1\"}]}],\"nrfSupportedFeatures\":\"72\"},

sour ceType=NRF}", "endOf Bat ch": f al se, "I ogger Fqcn": "or g. apache. | oggi ng. sl f4j . Log
4j Logger", "threadl d": 90, "threadPriority":5, "nmessageTi nestanp”: "2023-12- 13T06: 0

7: 26. 124+0000"}

Di scovery of AMF for UE policy association for the second tine:

{"instant":

{"epochSecond": 1702447706, "nanoCf Second": 365554062}, "t hread": "XNI O 1

task-2", "l evel ":"DEBUG', "I ogger Name": " com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. Di scoveryRul e", "message": " Checking if cache applies for a discovery
request (DiscoveryCache feature enabl ed: true, OC Force-Rediscovery

request ed:

false)","endOBat ch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f 4j . Log4j Logger "
,"threadl d": 90, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T06: 08: 26. 365+
0000"}

{"instant":

{"epochSecond": 1702447706, "nanoCf Second": 365614917}, "thread": "XNI O- 1

task-2", "l evel ":"DEBUG', "I ogger Name": " com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. Di scoveryRul ", "message": " Query Paraneters validation. IsFullyMtch ->
true, Params fromrequest -> [target-nf-type, requester-nf-type, target-nf-
set-id], Params fromconfig -> [target-nf-type, requester-nf-type, target-nf-
set -

id]","endO Batch": fal se, "l ogger Fqcn": "org. apache. | oggi ng. sl f4j . Log4j Logger", "t
hreadl d": 90, "threadPriority":5, "messageTi mest anp”: "2023-12- 13T06: 08: 26. 365+000

0"}
{"instant":

{"epochSecond": 1702447706, "nanoCf Second": 365677878}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. core. di scoveryrul

es. Di scoveryRul e", "nessage": "Di scoveryCache is enabl ed and queryParaneters

mat ched. Proceeding with DiscoveryResponse retrieval from

menory", "endCOf Bat ch”: f al se, "I ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger "
,"threadl d": 90, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T06: 08: 26. 365+
0000"}

{"instant":

{"epochSecond": 1702447706, "nanoCf Second": 365705820}, "t hread": "XNI O 1
task-2","level ":"DEBUG', "I ogger Name": " com or acl e. cgbu. cnc. nrf. core. di scoveryru

| es. Di scoveryEval uator", "message": "Rul e appli ed:

CacheRul e", "endCf Bat ch": fal se, "l ogger Fqcn": " or g. apache. | oggi ng. sl f 4j . Log4j Logg
er","threadld":90,"threadPriority":5, "nmessageTi mestanp":"2023-12- 13T06: 08: 26. 3
65+0000"}

{"instant":

{"epochSecond": 1702447706, "nanoCf Second": 365727980}, "t hread": "XNI O- 1
task-2","l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. CacheRul ", "nessage": "Appl yi ng Cache Rul e, grabbing NRF response from
Cache", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger ",
“threadl d": 90, "threadPriority":5, "messageTi nestanp": "2023- 12- 13T06: 08: 26. 365+0
000"}

{"instant":

{"epochSecond": 1702447706, "nanoCf Second": 370207433}, "thread": "XNI O- 1
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task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Successful retrieval of
Di scovery Response stored in Cache/ DB, proceeding with

validation","endOfBatch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f 4j . Log4j Log
ger","threadl d":90,"threadPriority":5, "messageTi nestanp": "2023- 12- 13T06: 08: 26.

370+0000"}

{"instant":

{"epochSecond": 1702447706, "nanoCf Second": 370252164}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Di scovery Response retrieved
from Cache/ DB i sAbout ToExpi re val ue : false

", "endOf Bat ch": fal se, "l ogger Fqcn": "org. apache. | oggi ng. sl f4j . Log4j Logger","thre
adl d": 90, "threadPriority":5, "nmessageTi mestanp”: " 2023-12- 13T06: 08: 26. 370+0000" }

{"instant":
{"epochSecond": 1702447706, "nanoCf Second": 370285114}, "thread": "XNI O- 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Di scovery Response retrieved
from Cache/DB is expired value : false

", "endOBatch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f4j . Log4j Logger", "thre
adl d": 90, "threadPriority":5, "nmessageTi mestanp”: " 2023-12- 13T06: 08: 26. 370+0000" }

{"instant":
{"epochSecond": 1702447706, "nanoCf Second": 378912228}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Di scovery Response fetched :

Di scoverySear chResul t { quer yPar ams="t ar get - nf - t ype=AMF&r equest er - nf -

t ype=PCFé&t ar get - nf - set - i d=set 001. r egi on48. anf set. 5gc. mc012. ncc345',

sear chResul t ={\"val i di tyPeriod\":1800,\"nflnstances\":
[{\"nflnstanceld\":\"13515195-

c537- 4645- 9b97- 96ec797f 111a\ ", \ "nf Type\ ":\"AMF\ ", \ "nf Stat us\": \ " REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqgdn\":\"nf 1stub. gi -

dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ " \"SMA\ "], \"priority\": 1, \"capacity\":100,\"l oad\":80,\"local ity\":\"2
\",\"nfSetldList\":[\"set001.region48. anf set.5gc. mc012. ntc345\"],\"anfInfo\":
{\"anfSetd\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"meel "\ "4500" A "ime) A" 05\ "}V anf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\ " nanf -

comm ", \"versions\":

[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1.1.0\",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceStat us\":\ " REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"al |l owedPl ms\":
[{\V"mecd "N "4500" A "mc\":\"05\"}],\"priority\":2,\"capacity\":100,\"I oad\": 80
A'localityV": V"2V "} ]}, {\"nflnstancel d\":\"13515195-

c537- 4645- 9b97- 96ec797f 1111\ ", \ "nf Type\ ":\"AMF\ "\ "nf Stat us\": \ "REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqdn\":\"nf 12st ub. gi -
dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ " \"SMA\ "], \"priority\":2,\"capacity\":100,\"l oad\":80,\"local ity\":\"2
\",\"nfSetldList\":[\"set001.region48. anf set.5gc. mc012. ntc345\"],\"anflnfo\":
{\"anfSet I d\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"meel "\ "4500" A "mime) "N "05\ "}V anf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\ "nanf -

comm ", \"versions\":

[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1.1.0\",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceSt atus\":\ " REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\ "port\":8080}],\"al |l owedPl ms\":
[{\V"necd "NV 4500 " A "mc\":\"05\"}],\"priority\":2,\"capacity\":100,\"I oad\": 80
A'local ityV": V"2V "} ]}, {\"nflnstancel d\":\"13515195-
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c537- 4645- 9b97- 96ec797f 2222\ ", \ "nf Type\ ":\"AMF\ ", \ "nf Stat us\": \ " REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqdn\":\"nf 2st ub. gi -

dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ ", \"SMA\ "], \"priority\": 1, \"capacity\":100,\"l oad\":80,\"locality\":\"1
\",\"nfSetldList\":[\"set001.region48. anf set.5gc. mc012. ntc345\"],\"anflnfo\":
{\"anfSet I d\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"mece\ "\ "4500" A "ime) "V "05\ "}V anf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\ "nanf -

comm ", \"versions\":

[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1.1.0\",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceSt atus\":\ " REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"all owedPl ms\":
[{\V"mecd "\ "4500" A "mc\":\"05\"}],\"priority\":1,\"capacity\":100,\"I oad\": 80
A'localityV " :\"1\"}]}, {\"nflnstancel d\":\"13515195-

c537- 4645- 9b97- 96ec797f 3333\ ", \ "nf Type\ ":\"AMF\ "\ "nf Stat us\": \ "REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqdn\":\"nf22st ub. gi -
dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ " \"SMA\ "], \"priority\":2,\"capacity\":100,\"l oad\":80,\"local ity\":\"1
\",\"nfSetldList\":[\"set001.region48. anf set.5gc. mc012. ntc345\"],\"anflnfo\":
{\"anfSet I d\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"mee\ "\ "4500" A "ime) "N "05\ "}V anf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\"nanf -

comm ", \"versions\":

[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1. 1.0\ ",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceStatus\":\ " REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"al |l owedPl ms\":
[{\V"mecd "N "4500" A "mc\ " \"05\"}],\"priority\":2,\"capacity\":100,\"I oad\": 80
A'localityV " :\"1\"}]}, {\"nflnstancel d\":\"13515195-

c537- 4645- 9b97- 96ec797f 4444\ " \ "nf Type\":\"AMF\ "\ "nf Stat us\": \ " REQ STERED\ ", \
“plmList\": [{\"mc\":\"450\" , \"mc\":\"05\"}],\"fqdn\":\"nf21st ub. gi -
dina.sve\ ", \"al | owedNf Types\":

[\"PCR\ " \"SMA\ "], \"priority\":5 \"capacity\":100,\"l oad\":80,\"locality\":\"1
\",\"nfSetldList\":[\"set001.region48. anf set.5gc. mc012. ntc345\"],\"anfInfo\":
{\"anfSetd\":\"001\",\"anf Regi onl d\":\" 01\ ", \"guam Li st\":[{\"pl mld\":
{\"meel "\ "4500" A "ime) A" 05\ "}V anf T d\ "\ " 010041\ "} ]}, \ " nf Servi ces\":
[{\"servicelnstancel d\":\"aaaa- bbbb-cccc-dddd\",\"servi ceNane\":\ " nanf -

comm ", \"versions\":

[{\"api VersionlnUri\":\"vI\" \"api Ful | Version\":\"1.1.0\",\ "expiry\":1"2020- 07
-30T12: 09: 55. 6502\ "}],\"scheme\":\"http\",\"nf Servi ceStat us\":\ " REG STERED\ ", \
“i pEndPoi nts\": [{\"transport\":\"TCP\",\"port\":8080}],\"al |l owedPl ms\":
[{\V"mecd "NV "4500" A "mc\":\"05\"}],\"priority\":5 \"capacity\":100,\"I oad\": 80
A"local ityV":\"1\"}]}],\"nrfSupportedFeatures\":\"72\"},

sour ceType=CACHE} ", "endOf Bat ch": f al se, "1 ogger Fgcn": "or g. apache. | oggi ng. sl f4j . L
0g4j Logger", "threadl d": 90, "threadPriority":5, "messageTi mestanp": "2023- 12- 13706
: 08: 26. 378+0000"}

UDR:

Di scovery of UDR for th first time:
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{"instant":

{"epochSecond": 1702447911, "nanoCf Second": 703559369}, "t hread": "XNI O 1
task-2","level ":"DEBUG', "I ogger Name": " com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. Di scoveryRul e", "message": " Checking if cache applies for a discovery
request (DiscoveryCache feature enabl ed: true, OC Force-Rediscovery

request ed:

false)","endOBat ch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f 4j . Log4j Logger "
,"threadl d": 90, "threadPriority":5, "nessageTi nestanp": "2023-12- 13T06: 11: 51. 703+
0000"}

{"instant":

{"epochSecond": 1702447911, "nanoCf Second": 703624658}, "t hread": "XNI O 1

task-2", "l evel ":"DEBUG', "I ogger Name": " com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. Di scoveryRul ", "message": " Query Paraneters validation. IsFullyMtch ->
true, Params fromrequest -> [target-nf-type, requester-nf-type, service-
nanes, target-nf-set-id], Parans fromconfig -> [target-nf-type, requester-nf-
type, service-names, target-nf-set-

id]","endO Batch": fal se, "l ogger Fqcn": "org. apache. | oggi ng. sl f4j . Log4j Logger", "t
hreadl d": 90, "threadPriority":5, "messageTi mest anp": "2023-12- 13T06: 11: 51. 703+000

0"}
{"instant":

{"epochSecond": 1702447911, "nanoCf Second": 703677942}, "thread": "XNI O- 1
task-2","level ":"I NFO', "l ogger Nane": "com oracl e. cgbu. cnc. nrf. core. di scoveryrul

es. Di scoveryRul e", "nessage": "Di scoveryCache i s enabl ed and queryParaneters

mat ched. Proceeding with Di scoveryResponse retrieval from

menory", "endCOf Bat ch”: f al se, "I ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger "
,"threadl d": 90, "threadPriority":5, "nessageTi nestanp": "2023-12- 13T06: 11: 51. 703+
0000"}

{"instant":

{"epochSecond": 1702447911, "nanoCf Second": 703715314}, "thread": "XNI O- 1
task-2","l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. core. di scoveryru

| es. Di scoveryEval uator", "message": "Rul e appli ed:

CacheRul e", "endCf Bat ch": fal se, "l ogger Fqcn": " or g. apache. | oggi ng. sl f 4j . Log4j Logg
er","threadld":90,"threadPriority":5, "nessageTi mestanp":"2023-12-13T06: 11: 51. 7
03+0000"}

{"instant":

{"epochSecond": 1702447911, "nanoCf Second": 703735621}, "t hread": "XNI O- 1
task-2","l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. core. di scoveryru

| es. CacheRul ", "nessage": " Appl yi ng Cache Rule, grabbing NRF response from

Cache", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger ",
“threadl d": 90, "threadPriority":5, "nmessageTi nestanp":"2023- 12- 13T06: 11: 51. 703+0

000"}

{"instant":

{"epochSecond": 1702447911, "nanoCf Second": 711068647}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Unsuccessful retrieval of

Di scovery Response from Cache/ DB, proceeding retrieval from NRF and saving
response in Cache/

DB", "endCf Bat ch": fal se, "I ogger Fqcn": "org. apache. | oggi ng. sl f4j . Log4j Logger","th
readl d":90,"threadPriority":5, "messageTi mestanp”: "2023-12- 13T06: 11: 51. 711+0000

Il}

{"instant":

{"epochSecond": 1702447911, "nanoCf Second": 711135709}, "thread": "XNI O- 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. nrf

. Get Nrf Di scover yResponseUseCase", "nmessage": " SearchDat a :
{\"target Nf Type\":\"UDR\ ", \"servi ceNames\": [\ " nudr-
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dr\"],\"requester Nf Type\":\"PCF\",\"nf | nf oPar ansPresent\": fal se, \ "servi cel nf oP
aramsPresent\":true,\"enabl eF3\":true,\"enabl eF5\": fal se,\"targetNf Set1d\":\"s
et 001. udr set. 5gc. mc012. ntc345\ ", \ "retenti onPeri od\": 5000, \"rawQuer yPar anet er s
\":\"target-nf-type=UDR&r equest er - nf -t ype=PCF&ser vi ce- nanes=nudr - dr & ar get - nf -
set -

i d=set 001. udr set.5gc. mc012. ncc345\",\ "forceRedi scoveryEnabl ed\": fal se}", "endO
fBatch":fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f4j . Log4j Logger", "threadl d": 9
0,"threadPriority":5, "messageTi nestanp": "2023- 12- 13T06: 11: 51. 711+0000"}
{"instant":

{"epochSecond": 1702447911, "nanoO Second": 711380511}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap

i","message": "Entering sendOnDemandNf Di scover Request

function","endO Bat ch": fal se, "l ogger Fqcn": "org. apache. | oggi ng. sl f 4j . Log4j Logge
r*,"threadl d": 101, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T06: 11: 51. 7
11+0000"}

{"instant":

{"epochSecond": 1702447911, "nanoO Second": 712130386}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap
i","message":"Send NfDiscover request with searchDat a:

{\"target Nf Type\":\"UDR\ ", \"servi ceNanmes\": [\ " nudr-

dr\"],\"requester Nf Type\":\"PCF\",\"nf | nf oPar ansPresent\": fal se, \ "servi cel nf oP
aramsPresent\":true,\"enabl eF3\":true,\"enabl eF5\": fal se,\"targetNf Set1d\":\"s
et 001. udr set. 5gc. mc012. ntc345\ ", \ "retenti onPeri od\ ": 5000, \"rawQuer yPar anet er s
\":\"target-nf-type=UDR&r equest er - nf -t ype=PCF&ser vi ce- nanes=nudr - dr & ar get - nf -
set -

i d=set 001. udr set. 5gc. mc012. ntc345\",\ "for ceRedi scoveryEnabl ed\": fal se}", "endO
fBatch":fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f4j . Log4j Logger", "threadl d": 1
01,"threadPriority":5,"messageTi mestanp": "2023-12-13T06: 11: 51. 712+0000"}
{"instant":

{"epochSecond": 1702447911, "nanoCf Second": 712257461}, "t hread": " pool - 10-
thread-1", "l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. api . NRFCl i ent A
pi ", "message": "sendRequest ToNrf nrfRequest : NRFRequest [scheme=httnp,

r oot URI =nf 1st ub. gi - di na. svc: 8080, resourcePat h=/nnrf-disc/vl/ nf-instances,

met hod=CGET, body=nul |, headers=[],

sear chDat a={\"target Nf Type\":\"UDR\ ", \"servi ceNames\ ": [\ " nudr -
dr\"],\"requesterNf Type\":\"PCF\",\"nf | nf oPar ansPresent\": fal se, \"servi cel nf oP
aramsPresent\":true,\"enabl eF3\":true,\"enabl eF5\": fal se,\"targetNf Set1d\":\"s
et 001. udr set. 5gc. mc012. ntc345\ ", \ "retenti onPeri od\ ": 5000, \"rawQuer yPar anet er s
\":\"target-nf-type=UDR&r equest er - nf -t ype=PCF&ser vi ce- nanes=nudr - dr & ar get - nf -
set-id=set 001. udrset.5gc. mc012. ntc345\",\ "for ceRedi scoveryEnabl ed\": f al se},

r out eCount =0,

request Type=NFDI SCOVER] ", "endCOf Bat ch”: f al se, "I ogger Fqcn": "or g. apache. | oggi ng. s
| f4j.Log4j Logger", "threadld": 101, "threadPriority":5,"messageTi nestanp":"2023-1
2-13T06: 11: 51. 712+0000" }

{"instant":

{"epochSecond": 1702447911, "nanoOf Second": 712395565}, "t hr ead": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFC i ent Ap
i","message":"Returning retryConfig for ALL_REQUESTS NRFRetryConfig

[ servi ceRequest Type=ALL_REQUESTS, pri maryNRFRet ryCount =0,

nonPr i mar yNRFRet ryCount =0, al t er nat eNRFRet r yCount =- 1,

error ReasonsFor Fai | ure=[ 503, 504, 500, Socket Ti meout Excepti on,

JsonProcessi ngExcepti on, UnknownHost Excepti on, NoRout eToHost Excepti on],

gat ewayEr r or Codes=[ 503],

request Ti meout =10] ", "endCf Bat ch": f al se, "1 ogger Fqcn": " or g. apache. | oggi ng. sl f 4j .
Log4j Logger", "threadl d": 101, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T
06: 11: 51. 712+0000"}
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{"instant":

{"epochSecond": 1702447911, "nanoCf Second": 712450944}, "t hr ead": " pool - 10-
thread-1", "l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. api . NRFCl i ent A
pi ", "message": "Sendi ng request to NRF nflstub. gi-dina.svc: 8080, routeCount=0,
attenpt =0", "endCf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logg
er","threadld": 101, "threadPriority":5, "messageTi nestanp": "2023- 12- 13T06: 11: 51.
712+0000"}

{"instant":

{"epochSecond": 1702447911, "nanoOf Second": 712478555}, "t hr ead": " pool - 10-
thread-1", "l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. api . NRFCl i ent A
pi","message": "trigger", "endO Batch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl
f4j.Log4j Logger", "threadld": 101, "threadPriority":5, "messageTi mestanp": "2023- 12
-13T06: 11: 51. 712+0000"}

{"instant":

{"epochSecond": 1702447911, "nanoO Second": 712505815}, "t hr ead": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap
i","message":"Returning retryConfig for ALL_REQUESTS NRFRetryConfig

[ servi ceRequest Type=ALL_REQUESTS, pri mar yNRFRet r yCount =0,

nonPri mar yNRFRet ryCount =0, al t er nat eNRFRet r yCount =- 1,

error ReasonsFor Fai | ure=[ 503, 504, 500, Socket Ti meout Excepti on,

JsonProcessi ngExcepti on, UnknownHost Excepti on, NoRout eToHost Excepti on],

gat ewayEr r or Codes=[ 503],

request Ti meout =10] ", "endCf Bat ch": f al se, "1 ogger Fqcn": " or g. apache. | oggi ng. sl f 4j .
Log4j Logger", "threadl d": 101, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T
06: 11: 51. 712+0000" }

{"instant":

{"epochSecond": 1702447911, "nanoOf Second": 731529927}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap

i ", "message": "Request returned response with status code :

200", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger ", "t
hreadl d": 101, "threadPriority":5, "nessageTi mestanp": " 2023- 12- 13T06: 11: 51. 731+00
00"}

{"instant":

{"epochSecond": 1702447911, "nanoCf Second": 736236543}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFC i ent Ap

i","message": "Successful Response code

recei ved", "endCf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logge
r*,"threadl d": 101, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T06: 11: 51. 7
36+0000"}

{"instant":

{"epochSecond": 1702447911, "nanoCf Second": 736285120}, "t hr ead": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFC i ent Ap
i","message": " sendOnDemandNf Di scover Request with searchDat a:

{\"target Nf Type\":\"UDR\ ", \"servi ceNames\": [\ " nudr-

dr\"],\"requester Nf Type\":\"PCF\",\"nf | nf oPar ansPresent\": fal se, \ "servi cel nf oP
aramsPresent\":true,\"enabl eF3\":true,\"enabl eF5\": fal se,\"targetNf Set1d\":\"s
et 001. udr set. 5gc. mc012. ntc345\ ", \ "retenti onPeri od\ ": 5000, \"rawQuer yPar anet er s
\":\"target-nf-type=UDR&r equest er - nf -t ype=PCF&ser vi ce- nanes=nudr - dr & ar get - nf -
set -id=set 001. udrset.5gc. mc012. ntc345\",\ "for ceRedi scoveryEnabl ed\": f al se}
returned status code

200", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f4j . Log4j Logger", "t
hreadl d": 101, "threadPriority":5, "nmessageTi mestanp": " 2023- 12- 13T06: 11: 51. 736+00

00"}

{"instant":

{"epochSecond": 1702447911, "nanoCf Second": 736499801}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. nrf
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. Get Nrf Di scover yResponseUseCase", "nmessage”: " Recei ved Di scovery Result. Code:
200, Body (SearchResult): {\"validityPeriod\": 100, \"nflnstances\":
[{\"nflnstanceld\": \"fe7d992h- 0541- 4c7d- ab84- 555550000000\ ",
\"nfSetldList\": [\"set001. udrset.5gc. mc012. ncc345\"], \"nf Typel": \"UDR",
\"nfStatus\": \"REG STERED\", \"plmList\": null, \"nsiList\": null
\"fqdn\": \"nf2stub.gi-dina.svc\", \"interPl mFgdn\": null,
\"ipv4Addresses\": null, \"ipv6Addresses\": null, \"priority\": 1,
\"capacity\": 50, \"load\": 10, \"locality\": \"2\", \"pcfinfol": null
\"udm nfo\": null, \"ausflinfo\": null, \"anflinfo\": null, \"snflnfo\": null
\"upfinfol": null, \"groupld\": \"udrI\", \"udrinfo\": {\"supi Ranges\"
[{\"start\": \"450081000000000\", \"end\": \"450081002000000\"}],

\"gpsi Ranges\": [{\"start\": \"13100000000\", \"end\": \"13102000000\"}],
\"supportedDataSets\": [\"POLICW"]}, \"bsfinfo\": null, \"custom nfol"
null, \"recoveryTinme\": null, \"nfServices\": [{\"servicelnstanceld\"

\ " 94d8d19a- b0d9- 4d6d- 994f - 39a49ed5c111\ ", \"serviceNane\": \"nudr-dr\"
\"versions\": [{\"api VersionlnUi\": \"vI\", \"apiFullVersion\"
\"1.15.1.0\", \"expiry\": \"2019-08-03T18: 55: 08. 871+0000\ "}], \"schene\"
\"http\", \"nfServiceStatus\": \"REG STERED\", \"fqdn\": nul I,
\"interPlmFqgdn\": null, \"ipEndPoints\": [{\"ipv4Address\": null,
\"ipv6Address\": null, \"transport\": \"TCP\", \"port\": 8080}],

\"api Prefix\": null, \"defaultNotificationSubscriptions\": null

\"all owedPl ms\": null, \"allowedNf Types\": [\"CHR\", \"PCR\"],

\"al | owedNf Domai ns\": null, \"allowedNssais\": null, \"priority\": 1,
\"capacity\": 100, \"load\": 50, \"locality\": \"1\", \"recoveryTi ne\"
1542876663222, \"supportedFeatures\": null}]}, {\"nflnstancel d\"
\"fe7d992b- 0541- 4c7d- ab84- 555551111111\ ", \"nfSet|dList\":

[\"set001. udrset.5gc. mc012. ntc345\ "], \"nfType\": \"UDR", \"nfStatus\":
\"REG STERED\", \"plmList\": null, \"nsiList\": null, \"fqgdn\"
\"nf21stub. gi -dina.sve\", \"interPl mFqdn\": null, \"ipv4Addresses\": null
\"ipvb6Addresses\": null, \"priority\": 2, \"capacity\": 50, \"load\": 20
\"locality\": \"2\", \"pcfinfo\": null, \"udm nfo\": null, \"ausflnfol"
null, \"anflinfo\": null, \"snflnfo\": null, \"upfinfol\": null, \"groupld\":
\"udr2\", \"udrinfo\": {\"supi Ranges\": [{\"start\": \"450081000000000\"
\"end\": \"450081002000000\"}], \"gpsi Ranges\": [{\"start\": \"13100000000\",
\"end\": \"13102000000\"}], \"supportedDataSets\": [\"PCLICW\ "]},
\"bsfInfol": null, \"custom nfo\": null, \"recoveryTime\": null
\"nfServices\": [{\"servicelnstanceld\": \"94d8d19a-

b0d9- 4d6d- 994f - 39a49ed5c111\ ", \"serviceName\": \"nudr-dr\", \"versions\":
[{\"apiVersionlnUri\": \"v1\" \"apiFullVersion\": \"1.15.1.0\", \"expiry\":
\"2019- 08- 03T18: 55: 08. 871+0000\"}], \"scheme\": \"http\"
\"nfServiceStatus\": \"REG STERED\", \"fqdnm\": null, \"interPl mFgdn\": null,
\"ipEndPoi nts\": [{\"ipv4Address\": null, \"ipv6Address\": null
\"transport\": \"TCP\", \"port\": 8080}], \"apiPrefix\": null

\"defaul tNotificationSubscriptions\": null, \"allowedPl ms\": null

\"al | owedNf Types\": [\"CHR\", \"PCF\"], \"all owedNf Dormai ns\": null

\"all owedNssais\": null, \"priority\": 2, \"capacity\": 50, \"load\": 20
\"recoveryTime\": 1542876663222, \"supportedFeatures\": null}]},
{\"nflnstancel d\": \"fe7d992b- 0541- 4c7d- ab84- 555553333333\ ", \"nfSet|dList\":
[\"set001. udrset.5gc. mc012. ntc345\ "], \"nfType\": \"UDR", \"nfStatus\":
\"REG STERED\", \"plmList\": null, \"nsiList\": null, \"fqgdn\"

\"nf 11st ub. gi -di na. sve\", \"interPl mFqdn\": null, \"ipv4Addresses\": null
\"ipvb6Addresses\": null, \"priority\": 4, \"capacity\": 50, \"load\": 10
\"locality\": \"1\", \"pcfInfo\": null, \"udm nfo\": null, \"ausflnfol"
null, \"anflinfo\": null, \"snflnfo\": null, \"upfinfol\": null, \"groupld\":
\"udr2\", \"udrinfo\": {\"supi Ranges\": [{\"start\": \"450081000000000\"
\"end\": \"450081002000000\"}], \"gpsi Ranges\": [{\"start\": \"13100000000\",
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\"end\": \"13102000000\"}], \"supportedDataSets\": [\"PCLICW\ "]},
\"bsfInfol": null, \"custom nfo\": null, \"recoveryTime\": null
\"nfServices\": [{\"servicelnstanceld\": \"94d8d19a-

b0d9- 4d6d- 994f - 39a49ed5c111\ ", \"serviceName\": \"nudr-dr\", \"versions\":
[{\"api VersionlnUri\": \"vI\" \"apiFullVersion\": \"1.15.1.0\", \"expiry\":
\"2019- 08- 03T18: 55: 08. 871+0000\"}], \"scheme\": \"http\"

\"nfServiceStatus\": \"REG STERED\", \"fqdnm\": null, \"interPl mFgdn\": null,
\"i pEndPoi nts\": [{\"ipv4Address\": null, \"ipv6Address\": nul |
\"transport\": \"TCP\", \"port\": 8080}], \"apiPrefix\": null

\"defaul tNotificationSubscriptions\": null, \"allowedPl ms\": null

\"al | owedNf Types\": [\"CHR\", \"PCF\"], \"all owedNf Dormai ns\": null

\"all owedNssais\": null, \"priority\": 4, \"capacity\": 50, \"load\": 10
\"recoveryTime\": 1542876663222, \"supportedFeatures\": null}]},
{\"nflnstancel d\": \"fe7d992b- 0541- 4c7d- ab84- 555554444444\ " \"nf Set|dList\":
[\"set002. udrset.5gc. mc012. ntc345\ "], \"nfType\": \"UDR", \"nfStatus\":
\"REG STERED\", \"plmList\": null, \"nsiList\": null, \"fqgdn\"

\"nf 12st ub. gi -di na. sve\", \"interPl mFqdn\": null, \"ipv4Addresses\": null
\"ipv6Addresses\": null, \"priority\": 5 \"capacity\": 50, \"load\": 40
\"locality\": \"2\", \"pcfinfo\": null, \"udm nfo\": null, \"ausflnfol"

null, \"anflinfo\": null, \"snflnfo\": null, \"upfinfol\": null, \"groupld\":
\"udr2\", \"udrinfo\": {\"supi Ranges\": [{\"start\": \"450081000000000\"
\"end\": \"450081002000000\"}], \"gpsi Ranges\": [{\"start\": \"13100000000\",
\"end\": \"13102000000\"}], \"supportedDataSets\": [\"PCLICW\ "]},
\"bsfInfol": null, \"custom nfo\": null, \"recoveryTime\": null
\"nfServices\": [{\"servicelnstanceld\": \"94d8d19a-

b0d9- 4d6d- 994f - 39a49ed5c111\ ", \"serviceName\": \"nudr-dr\", \"versions\":
[{\"api VersionlnUri\": \"v1\" \"apiFullVersion\": \"1.15.1.0\", \"expiry\":
\"2019- 08- 03T18: 55: 08. 871+0000\"}], \"scheme\": \"http\"

\"nfServiceStatus\": \"REG STERED\", \"fqdnm\": null, \"interPl mFgdn\": null,
\"i pEndPoi nts\": [{\"ipv4Address\": null, \"ipv6Address\": null
\"transport\": \"TCP\", \"port\": 8080}], \"apiPrefix\": null

\"defaul tNotificationSubscriptions\": null, \"allowedPl ms\": null

\"al | owedNf Types\": [\"CHR\", \"PCF\"], \"all owedNf Dormai ns\": nul |

\"all owedNssais\": null, \"priority\": 5 \"capacity\": 50, \"load\": 40
\"recoveryTime\": 1542876663222, \"supportedFeatures\": null}]},
{\"nflnstancel d\": \"fe7d992b- 0541- 4c7d- ab84- 555552222222\ ", \"nf Set | dList\":
[\"set002. udrset.5gc. mc012. ntc345\"], \"nfType\": \"UDR", \"nfStatus\":
\"REG STERED\", \"plmList\": null, \"nsiList\": null, \"fqgdn\"
\"nf22st ub. gi -di na. sve\", \"interPl mFqdn\": null, \"ipv4Addresses\": null
\"ipvb6Addresses\": null, \"priority\": 3, \"capacity\": 50, \"load\": 30
\"locality\": \"1\", \"pcfInfo\": null, \"udm nfo\": null, \"ausflnfol"

null, \"anflinfo\": null, \"snflnfo\": null, \"upfinfol\": null, \"groupld\":
\"udr2\", \"udrinfo\": {\"supi Ranges\": [{\"start\": \"450081000000000\"
\"end\": \"450081002000000\"}], \"gpsi Ranges\": [{\"start\": \"13100000000\",
\"end\": \"13102000000\"}], \"supportedDataSets\": [\"PCLICW\ "]},
\"bsfInfol": null, \"custom nfo\": null, \"recoveryTime\": null
\"nfServices\": [{\"servicelnstanceld\": \"94d8d19a-

b0d9- 4d6d- 994f - 39a49ed5c111\ ", \"serviceName\": \"nudr-dr\", \"versions\":
[{\"api VersionlnUri\": \"v1\" \"apiFullVersion\": \"1.15.1.0\", \"expiry\":
\"2019- 08- 03T18: 55: 08. 871+0000\"}], \"scheme\": \"http\"

\"nfServiceStatus\": \"REG STERED\", \"fqdnm\": null, \"interPl mFgdn\": null,
\"i pEndPoints\": [{\"ipv4Address\": null, \"ipv6Address\": null
\"transport\": \"TCP\", \"port\": 8080}], \"apiPrefix\": null

\"defaul tNotificationSubscriptions\": null, \"allowedPl ms\": null

\"al | owedNf Types\": [\"CHR\", \"PCFR\"], \"all owedNf Dormai ns\": null

\"all owedNssais\": null, \"priority\": 3, \"capacity\": 50, \"load\": 30
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\"recoveryTime\": 1542876663222, \"supportedFeatures\"
nul1}]1}]11", "endOr Bat ch": fal se, "1 ogger Fgcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logg
er","threadld":90,"threadPriority":5, "nessageTi mestanp":"2023-12-13T06: 11: 51. 7

36+0000"}

{"instant":

{"epochSecond": 1702447911, "nanoCf Second": 737221498}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. nrf

. Get Nrf Di scover yResponseUseCase", "nmessage": "Dynani ¢ di scovery cache enabl ed
fal se","endOf Batch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger "
“threadl d": 90, "threadPriority":5, "nmessageTi nestanp":"2023- 12- 13T06: 11: 51. 737+0

000"}

{"instant":
{"epochSecond": 1702447911, "nanoCf Second": 770303926}, "t hread": "XNI O- 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Di scovery Response fetched

Di scoverySear chResul t { quer yPar ams="t ar get - nf - t ype=UDR&r equest er - nf -

t ype=PCF&ser vi ce- names=nudr - dr & ar get - nf - set -

i d=set 001. udr set. 5gc. mc012. ntc345'

sear chResul t ={\"val i di tyPeriod\":100,\"nflnstances\":
[{\"nfInstanceld\":\"fe7d992b- 0541- 4c7d-

ab84- 555550000000\ ", \ " nf Type\ ":\"UDR",\"nf Status\":\"REG STERED\ ", \"fqdn\ ":\"
nf 2st ub. gi -

dina.sve\" \"priority\":1,\"capacity\":50,\"load\":10,\"local ity\":\"1\" ,\"nfS
etldList\":[\"set001. udrset.5gc. mc012. ncc345\"],\ "udrlnfo\": {\"supi Ranges\":
[{\"start\":1"450081000000000\",\"end\":\"450081002000000\"}],\"gpsi Ranges\":
[{\"start\":1"13100000000\",\"end\":\" 13102000000\ "}],\ "support edDat aSet s\ ":
[\"POLICW"]},\"nf Services\": [{\"servicelnstancel d\":\"94d8d19a-

b0d9- 4d6d- 994f - 39a49ed5¢111\ ", \ "servi ceNarme\ ":\ "nudr-dr\",\ "versions\"
[{\"apiVersionlnUri\":\"vI\" \"api Ful | Version\":\"1.15. 1. 0\ ", \"expi ry\":1"2019
-08-03T18: 55:08. 8712\ "}],\"schene\":\"http\",\"nf Servi ceSt at us\ ":\ " REG STERED\
“\"ipEndPoi nts\":[{\"transport\":\"TCP\" ,\"port\":8080}],\"al | owedNf Types\":
[\"CHR\ " \"PCR\ "], \"priority\":1,\"capacity\":100,\"l oad\":50,\"recoveryTi ne\"
:\"2018-11-22T708: 51: 03. 2222\ " ,\"local i ty\":\"21\"}],\"groupld\":\"udr1\"},
{\"nflInstanceld\":\"fe7d992b- 0541- 4c7d-

ab84- 555551111111\ ", \"nf Type\ ":\"UDR",\"nf Status\":\"REG STERED\ ", \"fqdn\ ":\"
nf 21st ub. gi -

dina.sve\" \"priority\":2,\"capacity\":50,\"l oad\":20,\"local ity\":\"2\" , \"nfS
etldList\":[\"set001. udrset.5gc. mc012. ncc345\"],\ "udrlnfo\": {\"supi Ranges\":
[{\"start\":1"450081000000000\",\"end\":\"450081002000000\"}],\"gpsi Ranges\":
[{\"start\":1"13100000000\",\"end\":\" 13102000000\ "}],\ "support edDat aSet s\ ":
[\"POLICW"]},\"nf Services\": [{\"servicelnstancel d\":\"94d8d19a-

b0d9- 4d6d- 994f - 39a49ed5¢111\ ", \ "servi ceNarme\ ":\ "nudr-dr\",\ "versions\"
[{\"apiVersionlnUri\":\"vI\" \"api Ful | Version\":\"1.15. 1. 0\ ", \"expi ry\":1"2019
-08-03T18: 55:08. 8712\ "}],\"schene\":\"http\",\"nf Servi ceSt at us\ ":\ " REG STERED\
“\"ipEndPoi nts\":[{\"transport\":\"TCP\" ,\"port\":8080}],\"al | owedNf Types\":
[\"CHR\ " \"PCR\ "], \"priority\":2,\"capacity\":50,\"l oad\":20,\"recoveryTi me\"
\"2018- 11-22T08: 51: 03. 2222\ "}],\"groupl d\":\"udr 1\ "},
{\"nflInstanceld\":\"fe7d992b- 0541- 4c7d-

ab84- 555553333333\ ", \ "nf Type\ ":\"UDR",\"nf Status\":\"REG STERED\ ", \"fqdn\ ":\"
nf 11st ub. gi -

dina.sve\" \"priority\":4,\"capacity\":50,\"load\":10,\"local ity\":\"1\" ,\"nfS
etldList\":[\"set001. udrset.5gc. mc012. ncc345\"],\ "udrInfo\": {\"supi Ranges\":
[{\"start\":1"450081000000000\",\"end\":\"450081002000000\"}],\"gpsi Ranges\":
[{\"start\":1"13100000000\",\"end\":\" 13102000000\ "}],\ "support edDat aSet s\ ":
[\"POLICW"]},\"nf Services\": [{\"servicelnstancel d\":\"94d8d19a-

b0d9- 4d6d- 994f - 39a49ed5¢111\ ", \ "servi ceNarme\ ":\ "nudr-dr\",\ "versions\"
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[{\"apiVersionlnUri\":\"vI\" \"api Ful | Version\":\"1.15. 1. 0\ ", \"expi ry\":1"2019
-08-03T18: 55:08. 8712\ "}],\"schene\":\"http\",\"nf Servi ceSt at us\":\ " REG STERED\
“\"ipEndPoi nts\":[{\"transport\":\"TCP\" ,\"port\":8080}],\"al | owedNf Types\":
[\"CHR\ " \"PCR\"],\"priority\":4,\"capacity\":50,\"l oad\": 10,\"recoveryTi me\"
\"2018- 11-22T08: 51: 03. 2222\ "}],\"groupl d\":\"udr 1\ "},
{\"nflInstanceld\":\"fe7d992b- 0541- 4c7d-

ab84- 555554444444\ " '\ "nf Type\ ":\"UDR",\"nf Status\":\"REG STERED\ ", \"fqdn\ ":\"
nf 12st ub. gi -

dina.sve\" \"priority\":5 \"capacity\":50,\"l oad\":40,\"local ity\":\"2\" , \"nfS
etldList\":[\"set002. udrset.5gc. mc012. ncc345\"],\"udrlnfol": {\"supi Ranges\":
[{\"start\":1"450081000000000\",\"end\":\"450081002000000\"}],\"gpsi Ranges\":
[{\"start\":1"13100000000\",\"end\":\" 13102000000\ "}],\ "support edDat aSet s\ ":
[\"POLICW"]},\"nf Services\": [{\"servicelnstancel d\":\"94d8d19a-

b0d9- 4d6d- 994f - 39a49ed5¢111\ ", \ "servi ceNane\ ":\ "nudr-dr\",\"versi ons\"
[{\"apiVersionlnUri\":\"vI\" \"api Ful | Version\":\"1.15. 1. 0\ ", \"expi ry\":1"2019
-08-03T18: 55:08. 8712\ "}],\"schene\":\"http\",\"nf Servi ceSt at us\":\ " REG STERED\
“\"ipEndPoi nts\":[{\"transport\":\"TCP\" ,\"port\":8080}],\"al | owedNf Types\":
[\"CHR\ ", \"PCR\"],\"priority\":5\"capacity\":50,\"l oad\": 40,\"recoveryTi me\"
\"2018- 11-22T08: 51: 03. 2222\ "}]1,\"groupl d\":\"udr 1\ "},
{\"nflInstanceld\":\"fe7d992b- 0541- 4c7d-

ab84- 555552222222\ " ,\ "nf Type\ ":\"UDR ", \"nf Status\":\"REG STERED\ ", \"fqdn\ ":\"
nf 22st ub. gi -

dina.sve\" \"priority\":3,\"capacity\":50,\"load\":30,\"local ity\":\"1\" ,\"nfS
etldList\":[\"set002. udrset.5gc. mc012. ncc345\"],\ "udrlnfo\": {\"supi Ranges\":
[{\"start\":1"450081000000000\",\"end\":\"450081002000000\"}],\"gpsi Ranges\":
[{\"start\":1"13100000000\",\"end\":\" 13102000000\ "}],\ "support edDat aSet s\ ":
[\"POLICW"]},\"nf Services\": [{\"servicelnstancel d\":\"94d8d19a-

b0d9- 4d6d- 994f - 39a49ed5¢111\ ", \ "servi ceNane\ ":\ "nudr-dr\",\"versi ons\"
[{\"apiVersionlnUri\":\"vI\" \"api Ful | Version\":\"1.15. 1. 0\ ", \"expi ry\":1"2019
-08-03T18: 55:08. 8712\ "}],\"schene\":\"http\",\"nf Servi ceSt at us\ ":\ " REG STERED\
“\"ipEndPoi nts\":[{\"transport\":\"TCP\" ,\"port\":8080}],\"al | owedNf Types\":
[\"CHR\ ", \"PCR\ "], \"priority\":3,\"capacity\":50,\"l oad\":30,\"recoveryTi me\"
\"2018-11-22T08: 51: 03. 2222\ "}],\ "groupl d\":\"udr 2\ "}],\ " nrf Support edFeat ures\"
ATT20"Y

sour ceType=NRF}", "endOf Bat ch": f al se, "I ogger Fqcn": "or g. apache. | oggi ng. sl f4j . Log
4j Logger", "threadl d": 90, "threadPriority":5, "nmessageTi nestanp”: "2023-12- 13T06: 1
1:51. 770+0000"}

Di scovery of UDR for the second tinme:

{"instant":

{"epochSecond": 1702448069, "nanoCf Second": 173667948}, "t hread": "XNI O 1
task-2","level ":"DEBUG', "I ogger Name": " com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. Di scoveryRul e", "message": " Checking if cache applies for a discovery
request (DiscoveryCache feature enabled: true, OC Force-Rediscovery

request ed:

false)","endOBat ch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f 4j . Log4j Logger "
,"threadl d": 90, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T06: 14: 29. 173+
0000"}

{"instant":

{"epochSecond": 1702448069, "nanoCf Second": 173707825}, "t hread": "XNI O- 1
task-2","level ":"DEBUG', "I ogger Name": " com or acl e. cgbu. cnc. nrf. core. di scoveryru
| es. Di scoveryRul ", "message": " Query Paraneters validation. IsFullyMtch ->
true, Params fromrequest -> [target-nf-type, requester-nf-type, service-
nanes, target-nf-set-id], Parans fromconfig -> [target-nf-type, requester-nf-
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type, service-names, target-nf-set-

id]","endOf Batch": fal se, "l ogger Fgcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger", "t
hreadl d": 90, "threadPriority":5, "messageTi mest anp": "2023-12- 13T06: 14: 29. 173+000

0"}

{"instant":

{"epochSecond": 1702448069, "nanoCf Second": 173763918}, "t hread": "XNI O- 1
task-2","level ":"I NFO', "l ogger Nane": "com oracl e. cgbu. cnc. nrf. core. di scoveryrul

es. Di scoveryRul e", "nessage": "Di scoveryCache i s enabl ed and queryParaneters
mat ched. Proceeding with DiscoveryResponse retrieval from

menory", "endCOf Bat ch”: f al se, "I ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger "
,"threadl d":90,"threadPriority":5, "messageTi mestanp": "2023-12- 13T06: 14: 29. 173+
0000"}

{"instant":

{"epochSecond": 1702448069, "nanoCf Second": 173787036}, "t hread": "XNI O- 1
task-2","l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. core. di scoveryru

| es. Di scoveryEval uator", "message": "Rul e appli ed:

CacheRul e", "endCf Bat ch": fal se, "l ogger Fqcn": " or g. apache. | oggi ng. sl f 4j . Log4j Logg
er","threadl d":90,"threadPriority":5, "messageTi nestanp": "2023- 12- 13T06: 14: 29. 1
73+0000"}

{"instant":

{"epochSecond": 1702448069, "nanoCf Second": 173803555}, "t hread": "XNI O 1

task-2","l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. core. di scoveryru

| es. CacheRul ", "nmessage": " Appl yi ng Cache Rule, grabbing NRF response from

Cache", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger ",
“threadl d": 90, "threadPriority":5, "nmessageTi nestanp": "2023- 12- 13T06: 14: 29. 173+0

000"}

{"instant":

{"epochSecond": 1702448069, "nanoCf Second": 178149415}, "thread": "XNI O- 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Successful retrieval of
Di scovery Response stored in Cache/ DB, proceeding with

validation", "endO Batch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f 4j . Log4j Log
ger","threadl d":90,"threadPriority":5, "messageTi nestanp": "2023- 12- 13T06: 14: 29.

178+0000"}

{"instant":

{"epochSecond": 1702448069, "nanoCf Second": 178179123}, "thread": "XNI O- 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Di scovery Response retrieved
from Cache/ DB i sAbout ToExpi re val ue : fal se

", "endOBatch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f4j . Log4j Logger", "thre
adl d": 90, "threadPriority":5, "nessageTi mestanp”: " 2023-12- 13T06: 14: 29. 178+0000" }

{"instant":
{"epochSecond": 1702448069, "nanoCf Second": 178199339}, "t hread": "XNI O- 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Di scovery Response retrieved
from Cache/DB is expired value : true

", "endOBatch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f4j . Log4j Logger", "thre
adl d": 90, "threadPriority":5, "nmessageTi mestanp”: " 2023-12- 13T06: 14: 29. 178+0000" }

{"instant":
{"epochSecond": 1702448069, "nanoCf Second": 178405635}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. cac

he. Get CacheDi scover yResponseUseCase", "nessage": "Di scovery Response has
expired, updating and retrieving fromNRF to

Cache", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger ",
“threadl d": 90, "threadPriority":5, "nmessageTi nestanp": "2023- 12- 13T06: 14: 29. 178+0

000"}
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{"instant":
{"epochSecond": 1702448069, "nanoCf Second": 178450502}, "t hread": "XNI O 1
task-2","level ":"I NFO', "l ogger Nane": "com oracl e. cgbu. cnc. nrf. core. usecases. nrf

. Cet Nrf Di scover yResponseUseCase", "nmessage": " SearchDat a :

{\"target Nf Type\":\"UDR\ ", \"servi ceNanmes\": [\ " nudr-

dr\"],\"requester Nf Type\":\"PCF\",\"nf | nf oPar ansPresent\": fal se, \"servi cel nf oP
aramsPresent\":true,\"enabl eF3\":true,\"enabl eF5\": fal se,\"targetNf Set1d\":\"s
et 001. udr set. 5gc. mc012. ntc345\ ", \ "retenti onPeri od\": 5000, \"rawQuer yPar anet er s
\":\"target-nf-type=UDR&r equest er - nf -t ype=PCF&ser vi ce- nanes=nudr - dr & ar get - nf -
set -

i d=set 001. udr set. 5gc. mc012. ntc345\",\ "for ceRedi scoveryEnabl ed\": fal se}", "endO
fBatch":fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f4j . Log4j Logger", "threadl d": 9
0,"threadPriority":5, "messageTi nestanp": "2023- 12- 13T06: 14: 29. 178+0000"}
{"instant":

{"epochSecond": 1702448069, "nanoCf Second": 178601367}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap
i","message": "Entering sendOnDemandNf Di scover Request

function","endO Bat ch": fal se, "l ogger Fqcn": "org. apache. | oggi ng. sl f 4j . Log4j Logge
r*,"threadl d": 101, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T06: 14: 29. 1
78+0000"}

{"instant":

{"epochSecond": 1702448069, "nanoO Second": 179243376}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap
i","message":"Send NfDiscover request with searchDat a:

{\"target Nf Type\":\"UDR\ ", \"servi ceNanmes\": [\ " nudr-

dr\"],\"requester Nf Type\":\"PCF\",\"nf | nf oPar ansPresent\": fal se, \ "servi cel nf oP
aramsPresent\":true,\"enabl eF3\":true,\"enabl eF5\": fal se,\"targetNf Set1d\":\"s
et 001. udr set. 5gc. mc012. ntc345\ ", \ "retenti onPeri od\ ": 5000, \"rawQuer yPar anet er s
\":\"target-nf-type=UDR&r equest er - nf -t ype=PCF&ser vi ce- nanes=nudr - dr & ar get - nf -
set -

i d=set 001. udr set. 5gc. mc012. ntc345\",\ "forceRedi scoveryEnabl ed\": fal se}", "endO
fBatch":fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f4j . Log4j Logger", "threadl d": 1
01,"threadPriority":5,"messageTi mestanp": "2023-12- 13T06: 14: 29. 179+0000" }
{"instant":

{"epochSecond": 1702448069, "nanoCf Second": 179374539}, "t hread": " pool - 10-
thread-1", "l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. api . NRFCl i ent A
pi ", "message": "sendRequest ToNrf nrfRequest : NRFRequest [scheme=http,

r oot URI =nf 1st ub. gi - di na. svc: 8080, resourcePat h=/nnrf-disc/vl/ nf-instances,

met hod=CGET, body=null, headers=[],

sear chDat a={\"target Nf Type\":\"UDR\ ", \"servi ceNames\ ": [\ " nudr -
dr\"],\"requester Nf Type\":\"PCF\",\"nf | nf oPar ansPresent\": fal se, \"servi cel nf oP
aramsPresent\":true,\"enabl eF3\":true,\"enabl eF5\": fal se,\"targetNf Set1d\":\"s
et 001. udr set. 5gc. mc012. ntc345\ ", \ "retenti onPeri od\ ": 5000, \"rawQuer yPar anet er s
\":\"target-nf-type=UDR&r equest er - nf -t ype=PCF&ser vi ce- nanes=nudr - dr & ar get - nf -
set-id=set 001. udrset.5gc. mc012. ntc345\",\ "for ceRedi scoveryEnabl ed\": f al se},

r out eCount =0,

request Type=NFDI SCOVER] ", "endCOf Bat ch”: f al se, "I ogger Fqcn": "or g. apache. | oggi ng. s
| f4j.Log4j Logger", "threadld": 101, "threadPriority":5,"messageTi nestanp":"2023-1
2-13T06: 14: 29. 179+0000" }

{"instant":

{"epochSecond": 1702448069, "nanoCf Second": 179497176}, "t hr ead": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFC i ent Ap
i","message":"Returning retryConfig for ALL_REQUESTS NRFRetryConfig

[ servi ceRequest Type=ALL_REQUESTS, pri maryNRFRet ryCount =0,

nonPr i mar yNRFRet ryCount =0, al t er nat eNRFRet r yCount =- 1,

error ReasonsFor Fai | ure=[ 503, 504, 500, Socket Ti meout Excepti on,
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JsonProcessi ngExcepti on, UnknownHost Excepti on, NoRout eToHost Excepti on],

gat ewayEr r or Codes=[ 503],

request Ti meout =10] ", "endCf Bat ch": f al se, "1 ogger Fqcn": " or g. apache. | oggi ng. sl f 4j .
Log4j Logger", "threadl d": 101, "threadPriority":5, "nessageTi nestanp":"2023- 12- 13T
06: 14: 29. 179+0000" }

{"instant":

{"epochSecond": 1702448069, "nanoOf Second": 179552046}, "t hr ead": " pool - 10-
thread-1", "l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. api . NRFCl i ent A

pi","message": "Sending request to NRF nflstub.gi-dina.svc: 8080, routeCount=0,
attenpt =0", "endCf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logg
er","threadld": 101, "threadPriority":5, "messageTi nestanp": "2023- 12- 13T06: 14: 29.
179+0000"}

{"instant":

{"epochSecond": 1702448069, "nanoO Second": 179577169}, "t hread": " pool - 10-
thread-1", "l evel ":"DEBUG', "I ogger Name": "com or acl e. cgbu. cnc. nrf. api . NRFCl i ent A
pi ", "message":"trigger","endOf Batch": fal se, "l oggerFgcn": "org. apache. | oggi ng. sl
f4j.Log4j Logger", "threadld": 101, "threadPriority":5, "messageTi mestanp": "2023- 12
-13T06: 14: 29. 179+0000"}

{"instant":

{"epochSecond": 1702448069, "nanoCf Second": 179601014}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFCl i ent Ap
i","message":"Returning retryConfig for ALL_REQUESTS NRFRetryConfig

[ servi ceRequest Type=ALL_REQUESTS, pri maryNRFRet ryCount =0,

nonPr i mar yNRFRet ryCount =0, al t er nat eNRFRet r yCount =- 1,

error ReasonsFor Fai | ure=[ 503, 504, 500, Socket Ti meout Excepti on,

JsonProcessi ngExcepti on, UnknownHost Excepti on, NoRout eToHost Excepti on],

gat ewayEr r or Codes=[ 503],

request Ti meout =10] ", "endCf Bat ch": f al se, "1 ogger Fqcn": " or g. apache. | oggi ng. sl f 4j .
Log4j Logger", "threadl d": 101, "threadPriority":5, "nessageTi nestanp":"2023- 12- 13T
06: 14: 29. 179+0000" }

{"instant":

{"epochSecond": 1702448069, "nanoCf Second": 197764440}, "t hr ead": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFC i ent Ap

i","message": "Request returned response with status code :

200", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger", "t
hreadl d": 101, "threadPriority":5, "nmessageTi mest anp": " 2023- 12- 13T06: 14: 29. 197+00
00"}

{"instant":

{"epochSecond": 1702448069, "nanoCf Second": 203073867}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFC i ent Ap

i","message": "Successful Response code

recei ved", "endCf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logge
r*,"threadl d": 101, "threadPriority":5, "nessageTi nestanp": "2023- 12- 13T06: 14: 29. 2
03+0000"}

{"instant":

{"epochSecond": 1702448069, "nanoO Second": 203133658}, "t hread": " pool - 10-
thread-1", "l evel ": "I NFO', "l ogger Nane": " com oracl e. cgbu. cnc. nrf. api . NRFC i ent Ap
i","message": " sendOnDemandNf Di scover Request with searchDat a:

{\"target Nf Type\":\"UDR\ ", \"servi ceNames\": [\ " nudr-

dr\"],\"requester Nf Type\":\"PCF\",\"nf | nf oPar ansPresent\": fal se, \ "servi cel nf oP
aramsPresent\":true,\"enabl eF3\":true,\"enabl eF5\": fal se,\"targetNf Set1d\":\"s
et 001. udr set. 5gc. mc012. ntc345\ ", \ "retenti onPeri od\ ": 5000, \"rawQuer yPar anet er s
\":\"target-nf-type=UDR&r equest er - nf -t ype=PCF&ser vi ce- nanes=nudr - dr & ar get - nf -
set -id=set 001. udrset.5gc. mc012. ntc345\",\ "for ceRedi scoveryEnabl ed\": f al se}
returned status code

200", "endOf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f4j . Log4j Logger", "t
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hreadl d": 101, "threadPriority":5, "nmessageTi mest anp": " 2023- 12- 13T06: 14: 29. 203+00

00"}

{"instant":

{"epochSecond": 1702448069, "nanoCf Second": 203337703}, "thread": "XNI O- 1
task-2","level ":"I NFO', "l ogger Nane": "com oracl e. cgbu. cnc. nrf. core. usecases. nrf

. Get Nrf Di scover yResponseUseCase", "nessage”: " Recei ved Di scovery Result. Code:
200, Body (SearchResult): {\"validityPeriod\": 100, \"nflnstances\":
[{\"nflnstanceld\": \"fe7d992h- 0541- 4c7d- ab84- 555550000000\ ",
\"nfSetldList\": [\"set001. udrset.5gc. mc012. ncc345\"], \"nf Typel": \"UDR",
\"nfStatus\": \"REG STERED\", \"plmList\": null, \"nsiList\": null
\"fqdn\": \"nf2stub.gi-dina.svc\", \"interPl mFgdn\": null,
\"ipv4Addresses\": null, \"ipv6Addresses\": null, \"priority\": 1,
\"capacity\": 50, \"load\": 10, \"locality\": \"2\", \"pcfinfol": null
\"udm nfo\": null, \"ausflinfo\": null, \"anfinfo\": null, \"snflnfo\": null
\"upfinfol": null, \"groupld\": \"udrI\", \"udrinfo\": {\"supi Ranges\"
[{\"start\": \"450081000000000\", \"end\": \"450081002000000\"}],

\"gpsi Ranges\": [{\"start\": \"13100000000\", \"end\": \"13102000000\"}],
\"supportedDataSets\": [\"POLICW"]}, \"bsfinfo\": null, \"custom nfol"
null, \"recoveryTinme\": null, \"nfServices\": [{\"servicelnstanceld\"

\ "94d8d19a- b0d9- 4d6d- 994f - 39a49ed5c111\ ", \"serviceNane\": \"nudr-dr\"
\"versions\": [{\"api VersionlnUi\": \"vI\", \"apiFullVersion\"
\"1.15.1.0\", \"expiry\": \"2019-08-03T18: 55: 08. 871+0000\ "}], \"schene\"
\"http\", \"nfServiceStatus\": \"REG STERED\", \"fqdn\": nul I,
\"interPlmFqgdn\": null, \"ipEndPoints\": [{\"ipv4Address\": null,
\"ipv6Address\": null, \"transport\": \"TCP\", \"port\": 8080}],

\"api Prefix\": null, \"defaultNotificationSubscriptions\": null

\"all owedPl ms\": null, \"allowedNf Types\": [\"CHR\", \"PCR\"],

\"al | owedNf Domai ns\": null, \"allowedNssais\": null, \"priority\": 1,
\"capacity\": 100, \"load\": 50, \"locality\": \"1\", \"recoveryTi ne\"
1542876663222, \"supportedFeatures\": null}]}, {\"nflnstancel d\"
\"fe7d992b- 0541- 4c7d- ab84- 555551111111\ ", \"nf Set|dList\":

[\"set001. udrset.5gc. mc012. ntc345\ "], \"nfType\": \"UDR", \"nfStatus\":
\"REG STERED\", \"plmList\": null, \"nsiList\": null, \"fqgdn\"
\"nf21stub. gi -dina. sve\", \"interPl mFqdn\": null, \"ipv4Addresses\": null
\"ipvb6Addresses\": null, \"priority\": 2, \"capacity\": 50, \"load\": 20
\"locality\": \"2\", \"pcfinfo\": null, \"udm nfo\": null, \"ausflnfol"
null, \"anflinfo\": null, \"snflnfo\": null, \"upfinfol\": null, \"groupld\":
\"udr2\", \"udrinfo\": {\"supi Ranges\": [{\"start\": \"450081000000000\"
\"end\": \"450081002000000\"}], \"gpsi Ranges\": [{\"start\": \"13100000000\",
\"end\": \"13102000000\"}], \"supportedDataSets\": [\"PCLICW\ "]},
\"bsfInfol": null, \"custom nfo\": null, \"recoveryTime\": null
\"nfServices\": [{\"servicelnstanceld\": \"94d8d19a-

b0d9- 4d6d- 994f - 39a49ed5c111\ ", \"serviceName\": \"nudr-dr\", \"versions\":
[{\"api VersionlnUri\": \"v1\" \"apiFullVersion\": \"1.15.1.0\", \"expiry\":
\"2019- 08- 03T18: 55: 08. 871+0000\"}], \"scheme\": \"http\"
\"nfServiceStatus\": \"REG STERED\", \"fqdnm\": null, \"interPl mFgdn\": null,
\"i pEndPoints\": [{\"ipv4Address\": null, \"ipv6Address\": null
\"transport\": \"TCP\", \"port\": 8080}], \"apiPrefix\": null

\"defaul tNotificationSubscriptions\": null, \"allowedPl ms\": null

\"al | owedNf Types\": [\"CHR\", \"PCFR\"], \"all owedNf Dormai ns\": null

\"all owedNssais\": null, \"priority\": 2, \"capacity\": 50, \"load\": 20
\"recoveryTime\": 1542876663222, \"supportedFeatures\": null}]},
{\"nflnstancel d\": \"fe7d992b- 0541- 4c7d- ab84- 555553333333\ ", \"nfSet|dList\":
[\"set001. udrset.5gc. mc012. ntc345\ "], \"nfType\": \"UDR", \"nfStatus\":
\"REG STERED\", \"plmList\": null, \"nsiList\": null, \"fqgdn\"

\"nf 11st ub. gi -di na. sve\", \"interPl mFqdn\": null, \"ipv4Addresses\": null
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\"ipv6Addresses\": null, \"priority\": 4, \"capacity\": 50, \"load\": 10
\"locality\": \"1\", \"pcfInfo\": null, \"udm nfo\": null, \"ausflnfol"

null, \"anflinfo\": null, \"snflnfo\": null, \"upfinfo\": null, \"groupld\":
\"udr2\", \"udrinfo\": {\"supi Ranges\": [{\"start\": \"450081000000000\"
\"end\": \"450081002000000\"}], \"gpsi Ranges\": [{\"start\": \"13100000000\",
\"end\": \"13102000000\"}], \"supportedDataSets\": [\"PCLICW\ "]},
\"bsfInfol": null, \"custom nfo\": null, \"recoveryTime\": null
\"nfServices\": [{\"servicelnstanceld\": \"94d8d19a-

b0d9- 4d6d- 994f - 39a49ed5c111\ ", \"serviceName\": \"nudr-dr\", \"versions\":
[{\"api VersionlnUri\": \"vI\" \"apiFullVersion\": \"1.15.1.0\", \"expiry\":
\"2019- 08- 03T18: 55: 08. 871+0000\"}], \"scheme\": \"http\"

\"nfServiceStatus\": \"REG STERED\", \"fqdnm\": null, \"interPl mFgdn\": null,
\"i pEndPoi nts\": [{\"ipv4Address\": null, \"ipv6Address\": null
\"transport\": \"TCP\", \"port\": 8080}], \"apiPrefix\": null

\"defaul tNotificationSubscriptions\": null, \"allowedPl ms\": null

\"al | owedNf Types\": [\"CHR\", \"PCF\"], \"all owedNf Dormai ns\": null

\"all owedNssais\": null, \"priority\": 4, \"capacity\": 50, \"load\": 10
\"recoveryTime\": 1542876663222, \"supportedFeatures\": null}]},
{\"nflnstancel d\": \"fe7d992b- 0541- 4c7d- ab84- 555554444444\ " \"nfSet|dList\":
[\"set002. udrset.5gc. mc012. ntc345\ "], \"nfType\": \"UDR", \"nfStatus\":
\"REG STERED\", \"plmList\": null, \"nsiList\": null, \"fqgdn\"

\"nf 12st ub. gi -di na. sve\", \"interPl mFqdn\": null, \"ipv4Addresses\": null
\"ipv6Addresses\": null, \"priority\": 5 \"capacity\": 50, \"load\": 40
\"locality\": \"2\", \"pcfinfo\": null, \"udm nfo\": null, \"ausflnfol"

null, \"anflinfo\": null, \"snflinfo\": null, \"upfinfol\": null, \"groupld\":
\"udr2\", \"udrinfo\": {\"supi Ranges\": [{\"start\": \"450081000000000\"
\"end\": \"450081002000000\"}], \"gpsi Ranges\": [{\"start\": \"13100000000\",
\"end\": \"13102000000\"}], \"supportedDataSets\": [\"PCLICW\ "]},
\"bsfInfol": null, \"custom nfo\": null, \"recoveryTime\": null
\"nfServices\": [{\"servicelnstanceld\": \"94d8d19a-

b0d9- 4d6d- 994f - 39a49ed5c111\ ", \"serviceName\": \"nudr-dr\", \"versions\":
[{\"api VersionlnUri\": \"v1\" \"apiFullVersion\": \"1.15.1.0\", \"expiry\":
\"2019- 08- 03T18: 55: 08. 871+0000\"}], \"scheme\": \"http\"

\"nfServiceStatus\": \"REG STERED\", \"fqdnm\": null, \"interPl mFgdn\": null,
\"i pEndPoi nts\": [{\"ipv4Address\": null, \"ipv6Address\": nul |
\"transport\": \"TCP\", \"port\": 8080}], \"apiPrefix\": null

\"defaul tNotificationSubscriptions\": null, \"allowedPl ms\": null

\"al | owedNf Types\": [\"CHR\", \"PCF\"], \"all owedNf Dormai ns\": null

\"all owedNssais\": null, \"priority\": 5 \"capacity\": 50, \"load\": 40
\"recoveryTime\": 1542876663222, \"supportedFeatures\": null}]},
{\"nflnstancel d\": \"fe7d992b- 0541- 4c7d- ab84- 555552222222\ ", \"nf Set | dList\":
[\"set002. udrset.5gc. mc012. ntc345\ "], \"nfType\": \"UDR", \"nfStatus\":
\"REG STERED\", \"plmList\": null, \"nsiList\": null, \"fqgdn\"
\"nf22st ub. gi -di na. sve\", \"interPl mFqdn\": null, \"ipv4Addresses\": null
\"ipvb6Addresses\": null, \"priority\": 3, \"capacity\": 50, \"load\": 30
\"locality\": \"1\", \"pcfInfo\": null, \"udm nfo\": null, \"ausflnfol"

null, \"anflinfo\": null, \"snflnfo\": null, \"upfinfol\": null, \"groupld\":
\"udr2\", \"udrinfo\": {\"supi Ranges\": [{\"start\": \"450081000000000\"
\"end\": \"450081002000000\"}], \"gpsi Ranges\": [{\"start\": \"13100000000\",
\"end\": \"13102000000\"}], \"supportedDataSets\": [\"PCLICW\ "]},
\"bsfInfol": null, \"custom nfo\": null, \"recoveryTime\": null
\"nfServices\": [{\"servicelnstanceld\": \"94d8d19a-

b0d9- 4d6d- 994f - 39a49ed5c111\ ", \"serviceName\": \"nudr-dr\", \"versions\":
[{\"api VersionlnUri\": \"v1\" \"apiFullVersion\": \"1.15.1.0\", \"expiry\":
\"2019- 08- 03T18: 55: 08. 871+0000\"}], \"scheme\": \"http\"

\"nfServiceStatus\": \"REG STERED\", \"fqdnm\": null, \"interPl mFgdn\": null,
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\"i pEndPoi nts\": [{\"ipv4Address\": null, \"ipv6Address\": null,

\"transport\": \"TCP\", \"port\": 8080}], \"apiPrefix\": null,

\"defaul tNotificationSubscriptions\": null, \"allowedPlms\": null,

\"al | owedNf Types\": [\"CHR\", \"PCR\"], \"all owedNf Dormai ns\": null,

\"all owedNssais\": null, \"priority\": 3, \"capacity\": 50, \"load\": 30,
\"recoveryTime\": 1542876663222, \"supportedFeatures\":

nul1}]1}]11", "endOr Bat ch": fal se, "1 ogger Fgcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logg
er","threadld":90,"threadPriority":5,"nmessageTi mestanp":"2023-12- 13T06: 14: 29. 2

03+0000"}

{"instant":

{"epochSecond": 1702448069, "nanoCf Second": 203984193}, "t hread": "XNI O- 1
task-2","level ":"I NFO', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. core. usecases. nrf

. Get Nrf Di scover yResponseUseCase", "nmessage": "Dynani ¢ di scovery cache enabl ed :
fal se","endOf Bat ch": f al se, "I ogger Fgcn": "or g. apache. | oggi ng. sl f 4] . Log4j Logger ",
“threadl d": 90, "threadPriority":5, "nessageTi nestanp":"2023- 12- 13T06: 14: 29. 203+0

000"}

4.23 Handling Race Condition Between Gx and Sy Sessions in

two sites

Policy supports handling race condition between Gx and Sy sessions in two sites that result in
Sy stale sessionsin PDS.

Race condition between Gx and Sy sessions

A sample race condition is when the PGW opens two different sessions (such as data and
voice or data and data sessions) with two different PCRF Core instances on sitel and site2,
termination request for both the sessions are sent to different sites.

While the session create Diameter Credit-Control-Request (CCR)-I appears to come in a
sequence succession, first data and then voice, the terminate request for both voice and data
are received at the same time in two different sites, while the device disconnects from the
network.

As this is happening at the same time, both sites Site 1 and Site 2 in their local database find
that there is another Gx session open. Both sites close their own Gx sessions, but as they both
(at this time) see a remaining Gx session at the other site, they keep the Sy session as open.

As the Session Termination Request (Sy-STR) is missing, the session remains active in OCS
resulting in stale Sy session.

@® Note

Currently, Policy only supports minimizing the number of stale sessions, but cannot
completely avoid the race condition.

Also, Policy does not support error handling for this feature.

Handling Stale Sy sessions

Revalidating the Sy session to ensure that the Sy session is still valid by polling OCS
(ResetContext)

Cloud Native Core, Converged Policy User Guide

F83322-12

November 18, 2025

Copyright © 2019, 2025, Oracle and/or its affiliates. Page 113 of 465



ORACLE

Chapter 4
Handling Race Condition Between Gx and Sy Sessions in two sites

Upon establishment of the first Gx session for the subscriber, if the Sy data is present on
PDS, PDS sends an Sy Spending-Limit-Request (SLR)-Intermediate to OCS requesting all
the policy counters.

If PDS receives a success response from OCS, it indicates that PDS is in sync with OCS.

If PDS receives UNKNOWN_SESSION_ID error, PDS deletes the old Sy session and
creates a new one.

Figure 4-24 SLA Returns Success

P W d PR

Dlame.ler PCRE-Core PDS Diameter 0cs
Gateway Connector

|

1

|

|

CCR GET [PDS Request with

CCR-1 1st session resetContext=true]

:j:her.k User Data - exist

GET [SLR Type: Intermediate]

SLR - Intermediate

SLR - Intermediate

SLA - Result-code 2001 H

SLA - Resull-code 2001

return

return L

Scenario: SLA return success

PCRF Core receives a CCR-I for first session through Diameter Gateway.
PCRF Core sends a Get request to PDS with r eset Cont ext flag set to tr ue.
PDS searches for the corresponding user data in its database.

If the data exists, PDS sends an Sy SLR-Intermediate request to OCS to fetch all the
policy counters. PDS sends this request through Diameter Connector routed through
Diameter Gateway.

OCS reponds with Spending Limit Answer (SLA) with success result code 2001. The
response is sent from OCS to Diameter Connector routed through Diameter Gateway.

Diameter Connectors returns the success response to PDS.
PDS updates the details in its database and returns the response to PCRF Core.

PCRF Core responds to the CCR-I request for session 1 with Diameter Credit-Control-
Request (CCA).
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Figure 4-25 SLA Returns 5002, Get New Sy Session, PDS Update Sy Session

COR- _
COR- st session GET [PDS Request with

resetContext=true]

SLR - Intermediate

check User Data - exist

GET [SLR Type: Intermediate]

SLR - Intermediate

SLA - Resuli-code 5002

—*
—

SLA - Result-code 5002

SLR - Initial

return 404

GET [SLR Type: Initial]

SLR - Initial

SLA - Resuli-code 2001

SLA - Result-code 2001

retum

) DB Update session

Scenario: SLA return 5002, and Get new
Sy session, PDS update Sy session

PCRF Core receives a CCR-I for first session through Diameter Gateway.

PCRF Core sends a Get request to PDS with r eset Cont ext flag settotrue.

1
2
3. PDS searches for the corresponding user data in its database.
4

If the data exists, PDS sends an Sy SLR-Intermediate request to OCS to fetch all the
policy counters. PDS sends this request through Diameter Connector routed through

Diameter Gateway.

o

OCS reponds with Spending Limit Answer (SLA) with success result code 5002 indicating

Diameter Unknown Session Id. The response is sent from OCS to Diameter Connector

routed through Diameter Gateway.

6. Diameter Connector sends a 404 error to PDS.

7. PDS sends a GET request with SLR Type: Initial to Diameter Connector to get the new Sy

session.

8. Diameter Connector forwards the SLR - Initial request to OCS through Diameter Gateway.

9. OCS sends SLA with Result-Code 2001 to Diameter Connetor through Diameter Gateway

indicating Diameter Success.

10. Diameter Connector returns the success response to PDS.

11. PDS updates its database and returns the response to PCRF Core.

12. PCRF Core responds to the CCR-I request for session 1 with Diameter Credit-Control-

Request (CCA).

@® Note

For any unsuccessful response other than 5002 (404) the existing record will be

deleted.

Handling stale Sy sessions by limiting the humber of Gx sessions that can be
associated with an Sy session for a specific APN
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PCRF provides Max Sessions Count to specify how many Gx sessions can be associated
with an Sy session for a specific APN.

If Max Sessions Count exceeds the limit, PCRF revalidates the Sy session with OCS.

This method protects against cases where Gx CCR-T are not sent by the PGW/received by the
PCREF for a specific APN.

Here is an example call flow with Max Sessions Count=1. The request for the first Gx session
results with a success response, while the second request is revalidated.

Figure 4-26 First Gx Session

CCR

Diameter PCRF-Core POS Diameter ocs
Gateway Connector

CCR-l 1st session [vaolte]

: 1

D:\s search SySessionld Not present

GET [SLR Type: Initial]

SLR - Initial

SLR - Initial

SLA - Resuli-code 2001 H

SLA - Result-code 2001

return 204

cea return [ bt nse ySassion ;

First Gx Session

PCRF Core receives a CCR-I for first session through Diameter Gateway.

PCRF Core sends a Get request to PDS with r eset Cont ext flag set to t r ue along with
other parameters such as DNN (with Data Network Name), SST (with Slice or Service
Type) and SD (with Slice Differentiator Name).

PDS searches for the data in its database.

If the data does not exist for the given Sy Sessionld, PDS sends an Sy SLR-Intermediate
request to OCS to fetch all the policy counters. PDS sends this request through Diameter
Connector routed through Diameter Gateway.

OCS reponds with Spending Limit Answer (SLA) with success result code 2001. The
response is sent from OCS to Diameter Connector routed through Diameter Gateway.

Diameter Connectors returns the success response to PDS.
PDS updates the details in its database and returns the response to PCRF Core.

PCRF Core responds to the CCR-I request for session 1 with Diameter Credit-Control-
Request (CCA).
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Figure 4-27 Second Gx Session

CGCRA

CCR-1 2nd session [volte]

SLR - Intermediate

GET [SLR Type: Intermediate]

SLR - Inlermediate

SLA - Resuli-code 2001

¥
L "1

SLA - Resuli-code 2001

CCA

return

refurn 204

2nd Gx Session

1. PCRF Core receives a CCR-I for second session through Diameter Gateway.

2. PCREF Core sends a Get request to PDS with r eset Cont ext flag set to f al se along with
other parameters such as DNN (with Data Network Name), SST (with Slice or Service
Type) and SD (with Slice Differentiator Name).

w

PDS searches for the data in its database.

4. If the data exists for the given Sy Sessionld, PDS sends an Sy SLR-Intermediate request
to OCS to fetch all the policy counters. PDS sends this request through Diameter
Connector routed through Diameter Gateway.

5. OCS reponds with Spending Limit Answer (SLA) with success result code 2001. The
response is sent from OCS to Diameter Connector routed through Diameter Gateway.

6. Diameter Connectors returns 204 no data response to PDS.

N

PDS updates the details in its database and returns the response to PCRF Core.

8. PCREF Core responds to the CCR-I request for session 2 with Diameter Credit-Control-
Request (CCA).

Figure 4-28 Second Gx Session: SLA Returns 5002, Get New Sy Session, PDS Update
Sy Session

CCRA.
—

GCCR-1 2nd session [volte]

SLR - Intermediate

GET [SLR Type: Intermediate]

SLR - Intermediale

SLA - Resuli-code 5002

SLR - Initial

_| _SLA - Resul-code 5002

return 404

GET [SLR Type: Initial]

SLR - Initial

SLA - Resuli-code 2001

SLA - Resull-code 2001

return

refurn 204
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PCRF Core receives a CCR-I for second session through Diameter Gateway.

PCRF Core sends a Get request to PDS with r eset Cont ext flag set to f al se along with
other parameters such as DNN (with Data Network Name), SST (with Slice or Service
Type) and SD (with Slice Differentiator Name).

PDS searches for the data in its database.

If the data exists for the given Sy Sessionld, PDS sends an Sy SLR-Intermediate request
to OCS to fetch all the policy counters. PDS sends this request through Diameter
Connector routed through Diameter Gateway.

OCS reponds with Spending Limit Answer (SLA) with success result code 5002. The
response is sent from OCS to Diameter Connector routed through Diameter Gateway.

Diameter Connectors returns 404 error to PDS.

PDS sends a GET request with SLR Type: Initial to Diameter Connector to get the new Sy
session.

Diameter Connector forwards the SLR - Initial request to OCS through Diameter Gateway.

OCS sends SLA with Result-Code 2001 to Diameter Connetor through Diameter Gateway
indicating Diameter Success.

Diameter Connector returns the 204 response to PDS.
PDS updates its database and returns the response to PCRF Core.

PCRF Core responds to the CCR-I request for session 1 with Diameter Credit-Control-
Request (CCA).

Managing Handling Race Condition Between Gx and Sy Sessions over two sites

Enable

To enable the PDS revalidation functionality:

You can enable the PDS revalidation functionality using the CNC Console or REST API for
Policy.

Enable using CNC Console:

To enable revalidation of the Sy stale sessions, set the value of

USER. ocsSpendi ngLi mi t. reset Cont ext OnGxCr eat e key under Advanced Settings in
Settings page for PCRF Core to t r ue.

For more details, see PDS Settings.

Enable using REST API:
To enable the revalidation functionality, configure the advanced settings keys in the
{api Root }/ oc-cnpol i cy-configuration/vl/ services/pcrfcorel/settings REST API.

For more details, see Policy REST Specifications section in Oracle Communications Cloud
Native Core, Converged Policy REST Specification Guide.

Configure

You can configure the revalidation functionality to handle the stale Sy sessions using CNC
Console or REST API for Policy.

Configure using CNC Console:
For revalidating Sy sessions, configure Enable Fetch and Resubscribe and Session
Count per DNN/APN List Settings under Settings page for PDS.

For more information, see PDS Settings.
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* Configure using REST API: Policy provides {apiRoot}/oc-cnpolicy-configuration/vl/
services/pds/pdsSettings REST API to configure the PDS revalidation functionality.

Observability
Metrics
The following PDS metrics are used to revalidate the Sy sessions:

e revalidation_request

e revalidation_response

For more details on these metrics, see Policy DS Metrics.

4.24 Support of Policy Action to Send the Notify Terminate

PCF provide policy rules to network functions SMF/AMF. It integrates with AMF for Access and
Mobility Policy Control and User Equipment (UE) related policies and with SMF for session
management policies. To provide updated Policies, PCF initiates an updat e notification request
toward SMF/AMF. On receiving SMF/AMF response, the PCF either decides to update the
Policies or sends request to terminate the policy association.

The PCF policy engine evaluates configured Policies that are triggered by events received
from SMF, AMF, CHF, and UDR. The policy triggers are sent to PCF during the following
cases:

* UDR notifies the PCF about a Policy subscription changes
e CHF notifies PCF of Policy counter status changes

*  AMF notifies PCF for AM and UE Policy updates

*  SMF notifies PCF for session and PCC updates

On receiving policy trigger information, the Policy Runtime Engine (PRE) evaluates the Policies
and makes the requested policy decision. The PCF may decide to send an update or terminate
request toward AMF/SMF. If PCF decides to terminate, it invokes

Npcf _AMPol i cyCont r ol _Updat eNot i fy service operation toward AMF or

Npcf SMPol i cyCont rol _Updat eNot i fy toward SMF requesting for termination of the policy
association.

PCF Triggering AM UpdateNotify Terminate

The following flowchart illustrates the flow of PCF triggering AM terminateNotify request toward
AMF for termination of the Policy association.

Cloud Native Core, Converged Policy User Guide

F83322-12

November 18, 2025

Copyright © 2019, 2025, Oracle and/or its affiliates. Page 119 of 465



ORACLE’

Figure 4-29 PCF Triggering AM UpdateNotify Terminate
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Chapter 4

Support of Policy Action to Send the Notify Terminate

2: If notifications requests are coming from either UDR or CHF or AMF, go to step 3, if not, go

to step 7.

3: User/Spending limit data updated in AM association.

4: Request from AM service goes to PRE.
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5: PRE evaluates the policies. If ReleaseSession action (with or without cause) is present go to
step 6, if not, go to step 7.

6: Trigger AM terminate notify toward AMF.
7: AM Terminate notify is not triggered.

If PCF requests the termination of AM Policy association, it sends an HTTP Post request with
"{notificationUri}/terminate" as URI (where the notification URI was previously supplied by the
AMF). The request body of termination notification includes:

» the policy association Id encoded as "polAssold” attribute; and

» the cause as to why PCF requests the termination of the policy association encoded as
"cause" attribute

The following figure, illustrates the request for termination of the policy association from PCF.

Figure 4-30 Deletion of Policy Association
-

POST "{notificationUri}/terminate

204 Mo Content

PCF termination request is made with Ter ni nati onNoti fi cati on data type.

Table 4-13  Definition of Type TerminationNotification

|
Attribute Name Data Type Description

resourceUri Uri The resource URI of each
AM/UE/SM policy association
related to the notification.

cause PolicyAssociationReleaseCause The cause for PCF requesting for
Policy association termination.

Table 4-14 Enumeration PolicyAssociationReleaseCause

___________________________________________________________________________|
Enumeration value Description

UNSPECIFIED This value is used for unspecified reasons.
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Table 4-14 (Cont.) Enumeration PolicyAssociationReleaseCause

________________________________________________________________________________|
Enumeration value Description

UE_SUBSCRIPTION This value indicates that the policy association
needs to be terminated because the subscription of
UE has changed such as removal of a
subscription.

INSUFFICIENT_RES This value indicates that the server is overloaded
and needs to terminate the policy association.
REACTIVATION_REQUESTED This value indicates that policy association needs

to be terminated, since PCF is not able to maintain
the existing PDU session. PCF requests for PDU
session reactivation.

This enumeration value is exclusive to
SmPolicyAssociationReleaseCause only.

Policy blockly Rel ease Session with cause holds the PCF cause for termination of AM policy
association. The cause for termination is configurable by the user and the default cause value
is UE_SUBSCRI PTI ON.

AMF on receiving post request for termination from PCF, either sends a 204 No Content
response for the successful processing or an appropriate failure response. After successful
processing of PCF request, AMF invokes Npcf _AMPol i cyCont rol _Del et e service operation to
terminate the policy association. Upon receiving the delete request, PCF deletes the Policy
association and its associated sessions in UDR. It sends either a 204 No Cont ent response
indicating the success of the deletion or an appropriate failure response.

When PCF does not receive the delete request from AMF, the Policy association is not deleted
in Policy and thus its associated resources with the external NFs are not deleted.

Cloud Native Core, Converged Policy User Guide

F83322-12

November 18, 2025

Copyright © 2019, 2025, Oracle and/or its affiliates. Page 122 of 465



ORACLE Chapter 4
Support of Policy Action to Send the Notify Terminate

AM Service Call Flow

Figure 4-31 Call Flow for AM Terminate for UDR updateNotify with delResources

PCF

AMF { AM Service ] { PRE Service ] [ CHF } { UDR }

| AM Session established | i | User Data is
i i H deleted
i ! updateNotify request ;
I : 200 OK
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request ..i
200 with terminate |
decision

notifyTerminate request

rF 3
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AMF triggers delete
Session request for
AM

AMPolicy delete request

AM deletes the session from
DB and sends unsubscribe
request to CHF if subscribed

1. AMF sends a UE session established message to AM Policy service.

2. At UDR when a user data is deleted then, UDR sends an updateNotify request to AM
service. The updateNotify request includes the del Resour ces property containing the path
of the resource that was deleted.

3. AM Policy service forwards the 200 OK message to UDR.
4. AM Policy service sends a Policy evaluation request to PRE to evaluate the details.

5. Depending on the evaluation, PRE includes Rel ease Sessi on action in its response to AM
Policy service.

6. In case of termination, AM Policy service sends a terminateNotify request to AMF.

7. AMF sends a 204 No Content response to AM Policy service indicating that the request
was successful.

8. AMF triggers a delete session requests and sends AM Policy delete request to AM Policy
service.

9. AM Policy service deletes the AMPolicyAssociation from the database and sends an
unsubscribe request to CHF.
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10. CHF removes the subscription and responds to AM Policy service with 204 No Cont ent

message.

Figure 4-32 Call Flow for AM Terminate for CHF updateNotify or TerminateNotify

)
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204 No content

1. AMF sends an AM session established message to AM Policy service.

—————

2.  When the Policy Counters for a subscriber is deleted in CHF, it sends an updateNotify
orterminateNotify request to AM Policy service.

3. AM Policy service forwards the 200 OK message to CHF.

4. AM Policy service sends a Policy evaluation request to PRE to evaluate the details.

5. Depending on the evaluation, PRE includes Release Session action in its response to AM

Policy service.

6. AM Policy service sends a notifyTerminate request to AMF.

7. AMF sends a 204 No Content response to AM Policy service indicating that the request

was successful.

8. AMF triggers a delete session request and sends a AMPolicy delete request to AM Policy

service.

9. AM Policy service deletes the AMPolicyAssociation from the database and sends an

unsubscribe request to UDR, if subscribed.

Cloud Native Core, Converged Policy User Guide
F83322-12
Copyright © 2019, 2025, Oracle and/or its affiliates.

November 18, 2025

Page 124 of 465



ORACLE

Chapter 4
Support of Policy Action to Send the Notify Terminate

10. UDR removes the subscription and responds to AM Policy service with 204 No Cont ent

message.

UE Service Call Flow

Figure 4-33 Call Flow for UE Terminate for UDR updateNotify with delResources

PCF
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204 No content

AMF sends a UE Session established message to UE Policy service.

When a user data is deleted in UDR, UDR sends an updateNotify request to UE Policy
service. The updateNotify request includes the delResources property, containing the path
of the resource that was deleted.

UE Policy service sends a Policy evaluation request to PRE to evaluate the details.

Depending on the evaluation, PRE includes Release Session action in its response to UE
Policy service.

UE Policy service sends a notifyTerminate request to AMF.

AMF sends a 204 No Cont ent response to UE Policy service indicating that the request
was successful.

UE Policy service forwards the 204 No Cont ent message to UDR.

AMF triggers a delete session request and sends a UEPolicy delete request to UE Policy
service.

UE Policy service deletes the UEPolicyAssociation from the database and sends an
unsubscri be request to CHF, if subscribed.
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10. CHF removes the subscription and responds to UE Policy service with 204 No Cont ent

message.

Figure 4-34 Call Flow for UE Terminate for CHF updateNotify or updateNotifyTerminate
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1. AMF sends a UE Session established message to UE Policy service.

2.  When the Policy Counters for a subscriber is deleted in CHF, CHF sends an updateNotify
or updateNotify Terminate request to UE Policy service.

3. UE Policy service sends a Policy evaluation request to PRE to evaluate the details.

4. Depending on the evaluation, PRE includes Release Session action in its response to UE

Policy service.

5. UE Policy service sends a notifyTerminate request to AMF.

6. AMF sends a 204 No Content response to UE Policy service indicating that the request

was successful.

7. UE Policy service forwards the 204 No Cont ent message to CHF.

8. AMF triggers a delete session request and sends a UEPolicy delete request to UE Policy

service.

9. UE Policy service deletes the UEPolicyAssociation from the database and sends an
unsubscribe request to UDR, if subscribed.
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10. UDR removes the subscription and responds to UE Policy service with 204 No Cont ent
message.

SM Service Call Flow

Figure 4-35 Call Flow for SM Terminate for UDR updateNotify with delResources

PCF
‘ SMF ‘ ‘ SM Service ‘ ‘ PRE ‘ ‘ PDS ‘ UDR Connector ' ‘ UDR ‘
| 5M Session Establishment Procedure
T . T
1. The UDR triggers the PolicyDataC Sfification with delR 1o the PCF
e
i i b
2. The UDR Connector forwards the PolicyDataCl i fion to the PDS
- \
H

:
7”713, The PDS updates the locl data cache

|
4. The PDS tniggers the UserDataChangeNofification to the SM Service

1
|

5. The SM Service updates the policy association
F i

|
i
|: 6. The SM Service triggers the PolicyRequest to the PRE

»
>

ifthe Reldase Session Action is received in the PolicyDecisionData

7. The SN Service tniggers session termindtion nofification to the SMF

8. The SMF tnggers session termination request to the PCF
3 i

SM Session Termination Procedure

1. The UDR triggers the PolicyDataChangeNatification with the attribute "delResources" to
the PCF.

The UDR Connector forwards the received PolicyDataChangeNotification to the PDS.
After receiving the UDR notification PDS updates the database

PDS triggers the user data change notification request to SM service.

The SM service updates the Policy association.

The SM service sends policy request to PRE.

N o g & 8w Db

If PRE decides to terminate SM policy association, SM service triggers session termination
notification to the SMF.

8. The SMF triggers session termination request to the PCF
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Figure 4-36 Call Flow for AM Terminate for CHF updateNotify or TerminateNotify
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SMF sends a SM session established message to SM Policy service.

When the Policy Counters for a subscriber is deleted in CHF, CHF sends an updateNotify
or updateNotify Terminate request to SM Policy service.

SM Policy service sends a Policy evaluation request to PRE to evaluate the details.

Depending on the evaluation, PRE includes Release Session action in its response to SM
Policy service.

SM Policy service sends a notifyTerminate request to SMF.

SMF sends a 204 No Cont ent response to SM Policy service indicating that the request
was successful.

SM Policy service forwards the 204 No Cont ent message to CHF.

SMF triggers a delete session request and sends a SMPolicy delete request to SM Policy
service.

SM Policy service deletes the SMPolicyAssociation from the database, sends an
unsubscribe request to UDR, if subscribed and deregisteration request to BSF.

UDR removes the subscription and responds to SM Policy service with 204 No Cont ent
message.

BSF deregisters the subscriber and responds to SM Policy service with 204 No Cont ent
message.

PCF Decision Not to Terminate AM/SM Policy Association

In case of the PCF decision, to keep the Policy associations and not to terminate it, the default
policy is used and data is not fetched from the UDR.
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If PCF decides to keep the Policy associations, the default policy is used and not the data from
UDR. PCF invokes UpdateNotify service operation toward AMF/SMF to update the AM/SM
Policy control information. PCF updates the local database as ampolicydata/smpolicydata.
Since the data from UDR is not present for the subscriber, UDR should not have any
subscription for this subscriber.

When PCF receives updates of an Policy association from the AMF/SMF for this session, it
performs UDR query request based on configurations from am dat a/ sm dat a. If UDR sends an
error response due to USER_NOT_FOUND, then PCF takes actions according to "Error
handling feature for AM/SM Policy" feature.

Managing Support of Policy Action to Send the Notify Terminate
This section explains the procedure to enable and configure the feature.
Enable

This forms Policy applications core feature functionality. You do not need to enable or disable
this feature.

Configure Using Blockly

New blocks UDR del Resources contai ns, Rel ease Session with cause and Rel ease
sessi on without cause are introduced in AM/UE/SM services. For more information, see
Oracle Communications Cloud Native Core, Converged Policy Design Guide.

Observability

Metrics:

The following AM service metrics are used for this feature:

e ocpm egress_request_total

e ocpm.egress_response_total

The following UE service metrics are used for this feature:

e http_in_conn_request

e http_out_conn_response

UDR service uses ocpm user servi ce_i nbound_count _t ot al metric for this feature.

Maintain
If you encounter alerts at system or application levels, see Alerts section for resolution steps.

In case the alerts still persist, perform the following:

e Collect the logs: For more information on how to collect logs, see Oracle Communications
Cloud Native Core, Converged Policy Troubleshooting Guide.

* Raise a service request: See My Oracle Support for more information on how to raise a
service request.

4.25 Bulwark Pod Congestion Control

Bulwark, a Policy microservice provides distributed lock mechanism using distributed
coherence. It handles concurrent transactions across consumer services. Since the lock is
distributed, the deployed pods request a lock for a resource based on a unique identifier in the
global system rather than acquiring a lock locally in a single pod.
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The traffic at bulwark service is high as all the consumer services use its distributed lock
mechanism to handle concurrent transactions. In the production environment, the bulwark
pods must be protected from traffic congestion. Bulwark pod congestion control functionality
helps in regulating the traffic and improves its service availability.

Determining Pod Congestion State

Bulwark pod exists in any of the following three states at any given time:
1. Normal

2. DOC (Danger of Congestion)
3. Congested

Periodically, the state of the pod's congestion gets determined. This interval is configurable,
and the default setting is 5000 milliseconds.

Figure 4-37 Different Pod Congestion States

NORMAL |« >@

The pod's state gets determined by considering the following points.

< »CONGESTED

1. Calculate the congestion state for the following resources:

a. Queue: For the DOC and CONGESTED pod states, compare the number of pending
messages in the queue with the configured pending messages threshold.

Figure 4-38 Congestion States

| NORMAL | DOC | CONGESTED |

-_ . - | - . = = o = = .

L1 - DOC state threshold
L2 - CONGESTED state threshold

L1+ | L1+2 | L1+43

b. CPU - The CPU usage for congestion state is calculated by comparing the CPU usage
of the Container (monitored using cgroup parameter - cpuacct . usage that provides
current cpu usage in hanoseconds) with the configured threshold. The following
formula calculates the CPU usage:

CurrentCpul/sage— LastCpuUsage
Currentlime— LastSamplelime

CPUs

x 100
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c. Memory - In order to phase out memory-based congestion control in the future, the
threshold for memory consumption for the congestion state is set at 100%.

2. The congestion state for pod gets assigned a maximum congested state based on the
congestion state of the resources. For Example, the calculated congestion state of the pod
becomes CONGESTED when its CPU becomes NORMAL and Queue becomes
CONGESTED.

The following table provides the evaluated pod states for different CPU and Queue states:

Table 4-15 Published Pod Congestion State

Pod CPU Queue
CONGESTED NORMAL CONGESTED
DOC DOC NORMAL
DOC DOC DOC

3. The current congestion state of the pod holds the published state of the pod congestion
state. This changes to the calculated congestion state only when the calculated state
remains same for all the configured number of continuous sample counts. By doing so, the
pod avoids events like short bust of traffic triggering a change in the congestion state and
load shedding. However, in the following scenario, the current congestion state changes to
DOC whenever:

* the current state is NORMAL and calculated state is CONGESTED, or
« the current state is CONGESTED and calculated state is NORMAL

Triggering Congestion Control

Every time Bulwark receives request to its lock and unlock service, the system checks for the
current congestion state of the pod. The current congestion state on being Congested or DOC
the congestion control mechanism gets triggered.

The lock and unlock requests have oc- nessage- pri ority attribute in the request header. The
priority value ranges between 0 to 100 with O being the highest and 100 being the lowest
priority.

The consumer services such as SM, AM, UE, and PDS services shall support priority header
functionality to their lock and unlock requests based on message types and use cases.

Below figure illustrates this process.

Figure 4-39 Process Flow for Triggering Congestion Control

\ L Request
Y Get the .
' Getthe message C ug::; esshti:: 5 ' Request "'-._P” onty;g s Reject
from API controller ! "OR DOC / Er;ogi;r " Discard
' o Priority (ie. 5) /

If the consumer services requests are without priority value set, then the bulwark service
considers the default priority values. The Bulwark service default lock and unlock request
priorities are:

« DEFAULT_LOCK_REQUEST_PRIORITY: 25
» DEFAULT_UNLOCK_REQUEST_PRIORITY: 15
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Priority-Based Load Shedding

The congestion load rule configurations for current congestion state of the pod are applied to
perform priority-based load shedding. It determines if the message with the assigned priority
should be rejected or accepted.

These rules get configured per congestion state. If there are no rule configured for a
congestion state, then bulwark accepts the request as a default behavior. The user can
customize the result codes for the rejected requests when configuring the load rules.
Customized the default result code is 503 Servi ce Unavail abl e.

The default load shedding rules for bulwark service:

- state: DANGER OF_CONGESTI ON
di scardPriority: 20

- state: CONGESTED
di scardPriority: 10

When Bulwark pod is in congestion state, the response code for the rejected requests can be
configured using the r esponseCode Helm parameter in the val ues. yanl file. By default, the

r esponseCode parameter for Bulwark service is set to 500 response code. The user can
configure this parameter with other supported 5xx response codes.

Sample Helm Configuration for Bulwark Service:

congestion:
responseCode: 500

@® Note

In Policy 24.2.4, the default response code is currently set to 500.

SM Service Supporting the Priority Header for Lock and Unlock requests

SM service supports bulwark congestion control by adding the priority attribute oc- message-
priority in the lock/unlock requests header. The 3gpp-Shi-Message-Priority header is used to
specify the message priority for 3GPP service based interfaces. This header is included in
messages when a priority for the message must be conveyed. By default the oc-message-
priority uses the 3gpp-Sbi-Message-Priority value to evaluate message priority. Requests
without 3gpp-Shi-Message-Priority header are assigned default values. The default priority
values for the following requests are:

* CREATE-24

« UPDATE-18
 UPDATE_NOTIFY - 18
- DELETE-16

« CLEANUP -18
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If the user wants to assign a different priority to the response message than the default ones,
this can be configured using the Advanced settings of SM service in the CNC Console.
Following are the advanced setting configurable parameters:

REQUEST PRI ORI TY_FOR SM CREATE
REQUEST PRI ORI TY_FOR SM UPDATE
REQUEST PRI ORI TY_FOR_SM UPDATE_NOTI FY
REQUEST PRI ORI TY_FOR SM DELETE
REQUEST PRI ORI TY_FOR_SM CLEANUP

Moreover, if the user does not want to consider the 3gpp-Shi-Message-Priority value for oc-
message-priority then the Advanced setting field USE_ TGPP_SBI _MSG PRI ORI TY should be set to
false in the SM service configurations.

Below diagram shows the call flow for SM service supporting the priority header functionality.

Figure 4-40 Call Flow Diagram for Bulwark Congestion Control
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Pod in D with rajoct priority a5 & valua
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Bulwark receives an SM service lock request with priority set to 10 when it is in the DOC
state with the reject priority set to 5. On comparing both priorities, bulwark rejects the
message with result code since the message priority value is higher than the reject priority.
The message returns with result code 503 Servi ce unavai | abl e or any configurable error
code with message.

Bulwark receives an SM service unlock request with priority set to 3 when it is in the DOC
state with the reject priority set to 5. On comparing both priorities, bulwark accepts the
message with result code Success since the message priority value is lower than the reject
priority.

Bulwark receives an SM service lock request with priority set to 10 when it is in the
CONGESTED state with reject priority set to 1. On comparing both priorities, bulwark
rejects the message with result code since the message priority value is higher than the
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reject priority. The message returns with result code 503 Servi ce unavai | abl e or any
configurable error code with message.

* Bulwark receives an SM service unlock request with priority set to 5 when it is in the
CONGESTED state with reject priority set to 1. On comparing both priorities, bulwark
rejects the message with result code since the message priority value is higher than the
reject priority. The message returns with result code 503 Servi ce unavail abl e or any
configurable error code with message.

» Bulwark receives an SM service lock or unlock request when it is in the NORMAL state.
Bulwark accepts the message with result code Success since the requests do not have
priority value set.

Managing Bulwark Pod Congestion Control
Enable

By default, the Pod Congestion control is disabled for Bulwark service. You can enable this
feature using CNC Console or REST API for Policy.

@® Note

If user either adds or updates the Threshold configurations for Bulwark service, then
Congestion Control feature gets disabled. The user will have to enable the congestion
control feature again for Bulwark service using the Settings menu in CNC Console,
and the new/updated Threshold configurations will be applied.

Configure Using CNC Console

Perform the Bulwark Congestion Control feature configurations on the Settings, Threshold and
Load Shedding Rules in CNC Console as described in Congestion Control section.

Configure Using REST API

Perform the feature configurations as described in "Congestion Control" section in Oracle
Communications Cloud Native Core, Converged Policy REST Specification Guide.

Observability
Metrics:

Following metrics were updated in the Pod Congestion Metrics section.

e occnp_pod_congestion state
e occnp_pod_resource_state

e occnp_pod_resource_congestion_state

@® Note

Prometheus automatically injects name of the pod with label name
"kubernetes_pod_name" to the metric. This information is further used for alerting
purposes.

Alerts:

Following alerts are used by this feature:
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e PodDoc
« POD CONGESTED

* PodMemoryCongested

« POD PENDING_REQUEST CONGESTED
¢ PodMemoryDoC

« POD _CPU CONGESTED

Maintain

Error logs are generated when the system is congested and the actions taken to bring the
system back to normal. Warning logs are generated to indicate the congestion level. However,
error logs are not generated when messages are rejected to avoid additional resource usage
to write error logs.

If you encounter alerts at system or application levels, see Alerts section for resolution steps.

In case the alerts still persist, perform the following:

e Collect the logs: For more information on how to collect logs, see Oracle Communications
Cloud Native Core, Converged Policy Troubleshooting Guide.

* Raise a service request: See My Oracle Support for more information on how to raise a
service request.

4.26 Support for UDR Discovery Using Group ID

PCF interfaces with UDR to receive subscriber related data for the UE (uePolicySet) AM
(amPolicyData) and SM (smPolicyData) information. On PCF receiving requests from AMF or
SMF, it performs UDR discovery using NRF.

With user equipment existing in millions, thousands of UDR discovery requests are sent to
NRF. Many UE's subscription data will be associated to a single UDR in form of UDR groups.
PCF, by performing UDR discovery using the UDR group id reduces the number of discovery
requests to NRF for the same UDR. The UDR Group ID refers to one or more UDR instances
managing a specific set of SUPI's.

SMF/AMF makes following PCF GET and initial POST requests with UDR group id oc- pol i cy-
udr - group-id-1i st to receive Policy associations associated with the user or SUPI.

e AMF for AM Policy association, POST ../npcf-am-policy-control/v./policies/
(PolicyAssociationRequest)

e AMF for UE Policy association,POST ../npcf-ue-policy-control/v./policies/
(PolicyAssociationRequest)

e SMF for SM Policy association,POST ../npcf-smpolicycontrol/v./sm-policies
(SmPolicyContextData)

Core services (SM/ AM/UE) accepts requests containing oc- pol i cy- udr - group-i d-1i st
header from NF consumer and forwards it to PDS. PDS forwards it to UDR connector. Based
on the discovery parameters and the NF communication profile configurations received in the
request, UDR connector selects query parameters and forms a request toward NRF client for
UDR discovery or rediscovery.

For example the request toward NRF:

CGET ../nnrf-disc/v./nf-instances?target-nf-type=UDR&r equest er - nf -t ype=PCF&gr oup-
i d-1ist=<Val ue from XXX- UDR- G oup- | d>&dat a- set =PCLI CY
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Based on query parameters for UDR discovery or rediscovery and configurations, NRF client
supports either non-SUPI or SUPI based caching.

Customizing Header Name Containing udr-group-id-list

PCF receives the service requests with header that contain UDR Group Id associated with the
user/SUPI. Default custom header name is oc- pol i cy- udr-group-id-1ist. The user shall be
able to customize the header name as per their requirements at r out esConf i g in PCF
custom_values.yaml file. Adding header for the following routes:

e SMF for SM Policy association - sm create_sessi on_route
*  AMF for UE Policy association - ue_creat e_sessi on_rout e
e AMF for AM Policy association - am create_sessi on_route

An example of default header structure in the custom_values.yaml file:

rout esConfig:
- id: smcreate_session route
uri: http://{{ .Release.Nane }}-occnp-pcf-sm
{{ .Values.global.servicePorts. pcfSnServiceHtp }}
pat h: /npcf-snpolicycontrol/*/smpolicies
order: 1
met hod: POST
readBodyFor Log: true
filters
sublLog: true, CREATE, SM
cust onReqHeader EntryFil ter
headers:
- met hods
- PCST
header sLi st :
- header Narme: 3gpp- Shi - Message-Priority
defaul tVal : 24
source: inconingReq
sour ceHeader: 3gpp- Shi - Message-Priority
override: false
- header Name: oc-policy-udr-group-id-Iist
source: inconingReq
sour ceHeader: oc-policy-udr-group-id-Iist
override: false

UDR Discovery in Model B and Model C Communications

SMF/AMF sends SM/AM Policy association requests with oc- pol i cy-udr-group-id-1ist to
PCF. And then PCF performs UDR discovery/rediscovery based on oc- pol i cy- udr - gr oup- i d-
list request header to NRF.

Figure 4-41 UDR Discovery with oc-policy-udr-group-id-list Header to NRF

SMIAM-Create request UDR Discovery/

. with ) Rediscovery based on oc-
oc-policy-udr-group-id- policy-udr-group-id-list
SMFIAMF fist=trdrtudra= > PCF > NRF
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During the GET and initial POST requests, PCF along with existing query parameters, t ar get -
nf-set-id, data-set, preferred-locality, dnn, snssais, guanm fora NF communication
profile, now will also have the following parameters for UDR discovery.

e group-id-list
°  supi

The following table shows the query parameters (supi, group-id-list) that go from UDR
connector to NRF Client for UDR discovery.

Table 4-16 Query Parameters
|

Query Parameters Selected to Discovery Parameters Query Parameters Sent to NRF
Sent from UDR Connector to Received by UDR Connector Client for UDR Discovery
NRF Client from PDS
group-id-list group-id-list, supi group-id-list
group-id-list supi supi
supi group-id-list, supi supi
supi supi supi
supi and group-id-list group-id-list, supi group-id-list, supi
supi and group-id-list supi supi
NF Communication Profile is not  supi supi
configured
NF Communication Profile is not  Group-Id-List, SUPI SUPI
configured
® Note

» UE Policy uses the UDR selected for the UE during AM Policy association. When
UDR_RELATED_RESOURCE for anPol i cyDat a and UEPol i cySet are enabled,
PCF does not perform UDR discovery again during UE Policy association for the
UE for which AM Policy association is already established

* UE Policy gets NFProfiles again from NRF if the same UDR that sent
amPolicyData during AM Policy association is giving error and when the
UDR_RELATED_RESOURCE for anPol i cyDat a and UEPol i cySet are enabled.
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Call Flows

Figure 4-42 SMF sends SM Policy Association Request with oc-policy-udr-group-id

PCF

) (o) () (=) (=] (2] )

SM’C“’E‘Q‘_(‘I’E"["":i“;g_’ﬁ”’“m” GET. Ipdsh2/user-dala,
ISt udrd u param:{user{userlds™ |GET.iu to-notify] GET _/nnri-dischnf-instancestarget-
{"supildList™"imsi- fimsi- 5 ni-type=UDR&requester-nf-
4500810011110017} 450081001111001m5i5:1ﬂ[ type=PCF&group-id-list=udr1,udr2&
81000000002 service-names=nudr-dr B
udrGroupldList will be sent Discover DR based on SURI
as params in reqParam ist will be sent_| o
P A as params in reqParam 5muDl:f:;'rgl;tr:‘ffchz:éﬁgge&erf
UDR Profiles
Fetch smPolicyData
smPolicyData
smPolicyData
SMPolicyData
SM-Create
Spccess

1. SMF sends SM Create request with oc- pol i cy-udr-group-id-1ist:"udrl, udr2" to SM
service.

2. SM service sends a GET request along with udr group id lists as request parameters to
PDS.

3. PDS sends a GET request along with udr group id lists as request parameters to UDR
Connector

4. UDR Connector sends a GET request along with udr group id lists as request parameters
to NRF Client.

5. NRF Client sends UDR discovery request along with SUPI, Groupld, target-nf-
type,requester-nf-type, and service-name request parameters to UDR via NRF.

NRF Client sends the UDR profiles to UDR Connector.
UDR responds back with snpol i cydat a to UDR Connector.

UDR connector forwards the response to SM service via PDS.

© ® N o

With successful creation of SM Policy association, SM service responds back to SMF with
SM Create success.
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Figure 4-43 AMF sends AM Policy Association Request with oc-policy-udr-group-id

PCF

Ab-Create (oc-pblicy-udr-group-it- gey jngepsiuser-data,
list"udy1,udr2") param:{"user{userlds™ |GET.iu to-notify] GET _innri-discivint-instances?target-
{supildList=imsi- fimsi- nttype=UDR&requester-ntype=PCF&
4500810011110017} 450081001111001 msisdn- group-id-list=udr1,udr2&service-
81000000002 names=nudr-dr H
|51ww|\;e el yarGrouplList will be sent Discover UDR based on SURI,
asparamsinreqraram | - a5 params in reqParam (Groupld, targert-nf-type, requester-
niype service-names
UDR Profiles
Fetch amPolicyData
amPolicyData
amPolicyData
amPolicyData
AM-Create Success

1. AMF sends AM Create request with oc- pol i cy-udr-group-id-1ist:"udrl, udr2" to AM
service.

2. AM service sends a GET request along with udr group id lists as request parameters to
PDS.

3. PDS sends a GET request along with udr group id lists as request parameters to UDR
Connector

4. UDR Connector sends a GET request along with udr group id lists as request parameters
to NRF Client.

5. NRF Client sends UDR discovery request along with SUPI, Groupld, target-nf-
type,requester-nf-type, and service-name request parameters to UDR via NRF.

NRF Client sends the UDR profiles to UDR Connector.
UDR responds back with anpol i cydat a to UDR Connector.

UDR connector forwards the response to AM service via PDS.

© ® N o

With successful creation of AM Policy association, AM service responds back to AMF with
AM Create success.
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Figure 4-44 AMF sends UE Policy Association Request with oc-policy-udr-group-id

PCF

|

AMF J [ UE-Service ] [ PDS ] { UDR-Connector J ‘ NRF-Client ‘ { NRF J { UDR J

© @ N o

UE—Create_ (of—poli:y—u:ir«gmupi:— GET. /pdsh2luser-data,
list"udrd,udr2") param:Cuser{userlds™ |GET.iu to-notify] GET innr-dischnfinstances?target-
{"supildList™"imsi- fimsi- ni-type=UDR&requester-nf-
4500810011110017} 450081001111001 msisdn- type=PCF&group-id-list=udr1,udr2&
81000000002 senvice-names=nudr-dr
udrGroupldLIStwill B Sent |y, pid ist will be sent Discover, UDR based on SUH
as params in reqParam as params in reqParam Groupld, targert-ni-type, requester-
nf-type service-names

UDR Profiles

Fetch uePolicySet

uePolicySet

uePolicySet

uePolicySet

UE-Create
Success

AMF sends UE Create request with oc- pol i cy-udr-group-id-1ist:"udrl, udr2" to UE
service.

UE service sends a GET request along with udr group id lists as request parameters to
PDS.

PDS sends a GET request along with udr group id lists as request parameters to UDR
Connector

UDR Connector sends a GET request along with udr group id lists as request parameters
to NRF Client.

NRF Client sends UDR discovery request along with SUPI, Groupld, target-nf-
type,requester-nf-type, and service-name request parameters to UDR via NRF.

NRF Client sends the UDR profiles to UDR Connector.
UDR responds back with uePol i cySet to UDR Connector.
UDR connector forwards the response to UE service via PDS.

With successful creation of UE Policy association, UE service responds back to AMF with
UE Create success.

Policy Features Impacted due to UDR Discovery using Group-id-list

Impact on Non-SUPI based Caching: When non-SUPI based caching is enabled, UDR
discovery/rediscovery is done using group-i d-1i st. NRF client cache's the discovered NF
profiles along with query parameters. The following table shows if NRF Client cache's the NF
profile or not when non-SUPI based caching is enabled:

Table 4-17 NRF Client Caching
|

NRF Agent Query Parameters  Query Parameter for UDR Caching at NRF Client
Configurations Discovery at NRF Client

group-id-list group-id-list True

group-id-list group-id-list, supi False

group-id-list supi False
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Table 4-17 (Cont.) NRF Client Caching

_______________________________________________________________________________|
NRF Agent Query Parameters  Query Parameter for UDR Caching at NRF Client

Configurations

Discovery at NRF Client

Other than group-id-list

group-id-list

False (as query parameters sent
to NRF client and configured
should be same)

For more information about non-supi based caching, see the Support for Non-SUPI based On-
Demand Discovery Caching of NF Profiles section.

Impact on SUPI-based Caching: When SUPI-based caching is enabled, UDR discovery/
rediscovery is done using SUPI and ( SUPI , G- oup- | d- Li st) . Enabling the non-SUPI-based
caching will not be applicable as the query parameter contains SUPI. For more information,
see Support for SUPI based NRF Discovery Optimization and Response Caching from UDR

section.

Impact on Session Retry: For GET and initial POST requests, this feature is not impacted and
the UDR discovery happens based on query parameters as configured in NF communication
profile. For more information, see Support for Session Retry and Alternate Route Service

section.

UDR Discovery in Model D Communication

SMF/AMF sends SM/AM Policy association requests with oc- pol i cy-udr-group-id-1ist to
PCF. And then PCF performs UDR discovery using 3gpp- Sbi - Di scovery-group-1d-1i st

request header to SCP.

Figure 4-45 UDR Discovery with 3gpp-Shi-Discovery-group-ld-list Header to SCP

SMFIAMF

SMW/AM-Create request with
oc-policy-udr-group-id-
list"udr1 udr2 » PCF

Sending 3gpp-Sbi-
Discovery-group-ld-list
header to SCP
SCP

Y

UDR connector compares NF communication profile configurations, NF discovery settings,
Model D configurations and discovery parameters received from PDS and accordingly sends
the request header to SCP based on the following table:

Table 4-18 Query Parameters

NF Communication
Configurations

Values Received by UDR
Connector

Header Sent to SCP

udr-group-id-list

udr-group-id-list, supi

3gpp-Shi-Discovery-group-1d-list

udr-group-id-list

supi

No Header

supi

udr-group-id-list, supi

3gpp-Shi-Discovery-SUPI

supi

supi

3gpp-Shi-Discovery-SUPI

udr-group-id-list, supi

udr-group-id-list, supi

3gpp-Shi-Discovery-group-ld-list,
3gpp-Shi-Discovery-SUPI

udr-group-Id-list, supi

supi

3gpp-Shi-Discovery-SUPI
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@® Note

If configured, the UDR discovery happens for subsequent sessions for the same
subscriber based on udr-group-id-list.

Call Flow

Figure 4-46 Model D, AMF sends UE Policy Association Request with oc-policy-udr-
group-id-list

PCF

|

Egress-
AMF J [ UE-Service ] [ PDS ] [ UDR-Connector J Gateway SCP

© © N o

|UE-Create (octpalicy-udr-groupit- get jpashziuser-data
list"udr1,udr2°) param:{'user{userlds” |GET fu
{"supildList™Timsi- fimsi-
450081001111001F} | 450081001111001, msisdn-
81000000002 GET ../13gpp-Sbi-Discovery-group-d-
udrGroupldList wmpbesem udrGroupldList will be sent list header
as params in reqParam as params in reqParam

GET ../3gpp-Sbi-Discovery-
group-ld-list header

uePolicySet

uePolicySet

uePolicySet

UE-Create
Success

AMF sends UE Create request with oc- pol i cy-udr-group-id-1list:"udrl, udr2" to UE
service.

UE service sends a GET request along with udr group id lists as request parameters to
PDS.

PDS sends a GET request along with udr group id lists as request parameters to UDR
Connector

UDR Connector sends a GET request along with 3gpp-Shi-Discovery-group-ld-list header
to Egress Gateway.

Egress Gateways sends a GET request along with 3gpp-Shbi-Discovery-group-Id-list
header to SCP.

SCP responds with uePol i cySet to Egress Gateway.
Egress Gateways forwards uePol i cySet to UDR Connector.
UDR connector forwards the response to UE service via PDS.

With successful creation of UE Policy association, UE service responds back to AMF with
UE Create success.

Managing Supports UDR Discovery using Group ID

Enable

This forms Policy applications core feature functionality. You do not need to enable or disable
this feature.
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Helm

You can customize the custom headers using header Name and sour ceHeader routing
parameters for SM/UE/AM service in cust om val ues. yam file. For more information about
routing configurations, see the "Custom Header Name for UDR Group Id" section in Oracle
Communications Cloud Native Core, Converged Policy Installation, Upgrade, and Fault
Recovery Guide.

Configure Using CNC Console

The initial discovery parameters for Model B and C Communication profiles now supports the
following parameters:

e target-nf-set-id

e supi

e group-id-Ilist

Model D Communication profile supports the following parameters:
e target-nf-set-id

e supi

* data-set

o preferred-locality

e« dnn
e snssais
e guam

e group-id-Ilist

For more information about these discovery parameters, see the NF Communication Profiles
section in the Common Data group, under Service settings in CNC Console.

The on demand discovery of caching in NRF client supports a new query parmeter gr oup- i d-
l'i st. For more information, see the NRF Agent section under Service settings in CNC
Console.

Maintain
If you encounter alerts at system or application levels, see Alerts section for resolution steps.

In case the alerts still persist, perform the following:

* Collect the logs: For more information on how to collect logs, see Oracle Communications
Cloud Native Core, Converged Policy Troubleshooting Guide.

* Raise a service request: See My Oracle Support for more information on how to raise a
service request.

4.27 Network Policies

Network Policies are an application-centric construct that allows you to specify how a pod
communicates with various network entities. It creates pod-level rules to control
communication between the cluster's pods and services, and to determine which pods and
services can access one another inside a cluster.

Previously, the pods under Policy deployment could be contacted by any other pods in the
Kubernetes cluster without any restrictions. Now, Network Policies provide namespace-level
isolation, which allows secured communications to and from Policy with rules defined in
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respective Network Policies. The Network Policies enforce access restrictions for all the
applicable data flows except communication from Kubernetes node to pod for invoking
container probe. For example, PCF internal microservices cannot be contacted directly by any
other pods.

The key purpose of implementing Network Policies is to support principle of zero trust, the
concept that no service or network can be trusted, including in house services and networks.

The following table lists the different access policies to be used by Policy traffic flows.

@® Note

This list is not exhaustive but tries to represent all the data flows supported by Policy
traffic flows.

Microservice Direction Client/Server Port Access Policy
Configuration Svc | Egress Database 3306, K8s API K8s Network
K8s API server| Server Port Policies
for K8s secret
Configuration Svc | Egress Jaeger Agent | 6831 K8s Network
Policies
Configuration Svc | Ingress Console 8081 K8s Network
Egress Policies
Gateway for
configuration
Ingress
Gateway for
configuration
Perf-info for
configuration
App-info for
configuration
ATS
ARS
NrfClient
Configuration Svc | Ingress Prometheus 9000 K8s Network
Liveness Policies
Readiness
Ingress Gateway Egress Jaeger Agent | 6831 K8s Network
Policies
Ingress Gateway Egress Database 3306, K8s API K8s Network
K8s API Server Port Policies
Server for K8s
Secret
Ingress Gateway Egress Coherence 8000, 7 K8s Network
Policies
Ingress Gateway Ingress Perf Info 8000 K8s Network
Policies
Ingress Gateway Ingress SBI Peer 80, 443 3GPP-defined
Access Policies
Ingress Gateway Ingress Coherence 7, 8000, 8095, K8s Network
8096 Policies
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Microservice Direction Client/Server Port Access Policy
Ingress Gateway Ingress e Prometheus 9000 K8s Network
e Liveness Policies
¢ Readiness
Egress Gateway Egress * Jaeger Agent |6831 No Access Policy
due to SBI Egress*
Egress Gateway Egress e Database 3306 No Access Policy
« K8s API due to SBI Egress*
Server for K8s
Secret
Egress Gateway Egress e Coherence 7, 8000 No Access Policy
due to SBI Egress*
Egress Gateway Egress e SBI Peer Decided at run- 3GPP-defined
time Access Policies
Egress Gateway Egress ¢« ARS ARS Port K8s Network
Policies
Egress Gateway Ingress  Egress 7, 8000 K8s Network
Gateway for Policies
coherence
Egress Gateway Ingress e Prometheus 9000 K8s Network
e Liveness Policies
¢ Readiness
Egress Gateway Ingress e Coherence 7, 8000 K8s Network
Policies
Audit Ingress e Prometheus 9000 K8s Network
. Liveness Policies
¢ Readiness
Audit Egress . Database 3306, K8s API K8s Network
o K8s API Server Port Policies
Server for K8s
Secret
App Info Ingress ¢ Registration 8000 K8s Network
+  Subscription Policies
e Auditor
App Info Ingress ¢ Prometheus 9000 K8s Network
. Liveness Policies
¢ Readiness
App Info Egress DB monitoring | 8080 K8s Network
port Policies
diam-gateway Egress e Jaeger Agent |6831 K8s Network
Policies
diam-gateway Ingress ¢ Prometheus 9000 K8s Network
e Liveness Policies
¢ Readiness
diam-gateway Egress e Database 3306, K8s API K8s Network
« K8s API Server Port Policies
Server for K8s
Secret
diam-gateway Ingress < Peer 3868 K8s Network
Policies
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Microservice Direction Client/Server Port Access Policy
Query-Svc Ingress e Prometheus 9000 K8s Network
. Liveness Policies
¢ Readiness
Query-Svc Egress * Jaeger Agent |6831 K8s Network
Policies
User svc Ingress e Prometheus 9000 K8s Network
e Liveness Policies
¢ Readiness
User svc Ingress e Monitoring 8000, 9443 K8s Network
Policies
User svc Egress e Jaeger 6831 K8s Network
Policies
Policy DS Ingress ¢ Prometheus 9000 K8s Network
. Liveness Policies
¢ Readiness
Policy DS Ingress e Monitoring 8000, 9443 K8s Network
Policies
Policy DS Egress e Database 3306, K8s API K8s Network
«  K8s API Server Port Policies
Server for K8s
Secret
Policy DS Egress e Jaeger 6831 K8s Network
Policies
Notifier Ingress ¢ Prometheus 9000 K8s Network
. Liveness Policies
¢ Readiness
Notifier Egress e Jaeger 6831 K8s Network
Policies
Notifier Egress e Signaling 8080 K8s Network
Policies
Nwdaf-agent Ingress ¢ Prometheus 9000 K8s Network
. Liveness Policies
¢ Readiness
Nwdaf-agent Egress e Database 3306, K8s API K8s Network
«  K8s API Server Port Policies
Server for K8s
Secret
Nwdaf-agent Egress e Jaeger 6831 K8s Network
Policies
Bulwark Ingress e Prometheus 9000 K8s Network
. Liveness Policies
¢ Readiness
Bulwark Egress e Signaling 8080 K8s Network
Policies
Bulwark Egress e Jaeger 6831 K8s Network
Policies
Performance Ingress e Prometheus 9000 K8s Network
. Liveness Policies

. Readiness
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Microservice Direction Client/Server Port Access Policy
Performance Egress e Signaling 8080 K8s Network
Policies
alternate route svc | Ingress e« Coherence 7, 8000, 8095, K8s Network
8096 Policies
alternate route svc | Ingress ¢ Prometheus 9000 K8s Network
. Liveness Policies
¢ Readiness
soap-connector Egress e Signaling 8000, 8443 K8s Network
Policies
soap-connector Egress e Jaeger Agent |6831 K8s Network
Policies
soap-connector Ingress ¢ Prometheus 9000 K8s Network
B Liveness Policies
¢ Readiness
soap-connector Ingress e Monitoring 9000 K8s Network
Policies
usage-mon Egress e Jaeger Agent |6831 K8s Network
Policies
usage-mon Egress e Database 3306 K8s Network
«  K8s API Policies
Server for K8s
Secret
usage-mon Egress e Signaling 8000 K8s Network
Policies
usage-mon Ingress e Prometheus 9000 K8s Network
e Liveness Policies
¢ Readiness
Idap-gateway Egress e Jaeger Agent |6831 K8s Network
Policies
Idap-gateway Egress e Signaling 8000, 8443 K8s Network
Policies
Idap-gateway Ingress e Prometheus 9000 K8s Network
. Liveness Policies
¢ Readiness
diam-connector Egress e Signaling 8000 K8s Network
Policies
diam-connector Ingress e Diameter 3868 K8s Network
Policies
diam-connector Ingress e Monitoring 9000 K8s Network
Policies
diam-connector Ingress ¢ Prometheus 9000 K8s Network
e Liveness Policies
¢ Readiness
Biding Egress e Signaling 8000, 9443 K8s Network
Policies
Biding Egress e Jaeger Agent |6831 K8s Network
Policies
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Microservice Direction Client/Server Port Access Policy
Biding Egress Database 3306, K8s API K8s Network
K8s API Server Port Policies
Server for K8s
Secret
Biding Ingress Monitoring 9000 K8s Network
Policies
Biding Ingress Prometheus 9000 K8s Network
Liveness Policies
Readiness
pcrf-core Egress Signaling 8000, 9443 K8s Network
Policies
pcrf-core Egress Jaeger Agent | 6831 K8s Network
Policies
pcrf-core Ingress Diameter 3868 K8s Network
Policies
pcrf-core Ingress Monitoring 9000 K8s Network
Policies
pcrf-core Ingress Prometheus 9000 K8s Network
Liveness Policies
Readiness
SM Service Egress Jaeger Agent | 6831 K8s Network
Policies
SM Service Egress Signaling 8000, 9443 K8s Network
Policies
SM Service Egress Database 3306, K8s API K8s Network
K8s API Server Port Policies
Server for K8s
Secret
SM Service Ingress Prometheus 9000 K8s Network
Liveness Policies
Readiness
SM Service Ingress Monitoring 9000 K8s Network
Policies
AM Service Egress Jaeger Agent | 6831 K8s Network
Policies
AM Service Egress Database 3306, K8s API K8s Network
K8s API Server Port Policies
Server for K8s
Secret
AM Service Egress Signaling 8000, 9443 K8s Network
Policies
AM Service Ingress Prometheus 9000 K8s Network
Liveness Policies
Readiness
AM Service Ingress Monitoring 9000 K8s Network
Policies
UE Service Egress Jaeger Agent | 6831 K8s Network
Policies
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Microservice Direction Client/Server Port Access Policy
UE Service Egress . Database 3306, K8s API K8s Network
e K8s API Server Port Policies
Server for K8s
Secret
UE Service Egress e Signaling 8000, 9443 K8s Network
Policies
UE Service Ingress ¢ Prometheus 9000 K8s Network
. Liveness Policies
¢ Readiness
UE Service Ingress *  Monitoring 9000 K8s Network
Policies
PRE Egress * Jaeger Agent |6831 K8s Network
Policies
PRE Egress e Signaling 8000 K8s Network
Policies
PRE Ingress e Prometheus 9000 K8s Network
. Liveness Policies
¢ Readiness
PRE Ingress e Monitoring 9000 K8s Network
Policies
nrf-client Egress e Jaeger Agent |6831 K8s Network
Policies
nrf-client Egress e Performance |8000
e Platform
nrf-client Egress e Cache Service | 8095, 8096
nrf-client Egress e Database 3306, K8s API K8s Network
e K8s API Server Port Policies
Server for K8s
Secret
nrf-client Ingress e Prometheus 9000 K8s Network
. Liveness Policies
¢ Readiness

As an assumption when deploying Policy, the following labels are set by default:

Table 4-19 Default Labels

|
Pod Label

<name_of_the_pod> np

Note: This label is only used as long as NRF pods
do not use the label app.kubernetes.io/part-of with
occnp value.

app.kubernetes.io/name:

<name_of_each_service>

np is custom global label that must be added as follows:

1. Openoccnp-custom val ues. yam file.

2. Add the label under cust onExt enti on- al | Resour ces- | abel s section.
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For example:

cust onExt ensi on

# The “factorylLabel Tenplates™ and “factoryAnnotationTenplates™ can
# accept tenplates rather than plain text.
factoryLabel Tenpl ates: {}
factoryAnnotationTenpl ates: {}
al | Resour ces

| abels: {

" "cnpol i cy"
}

np":

Run the following Helm upgrade command.

hel m upgrade <hel m nanme> <build file.tgz> -f <custom val ues.yam > --
nanmespace
<nanespace>

When the upgrade is complete, the new tag must be observed on all pods.

PCF Security Policies:

deny-ingress-all: To block all ingress traffic of pods present in a PCF deployment.

allow-ingress-network-sbi: To allow traffic on the Ingress Gateway Pods on container
ports 8000 and 9443 to allow sbi traffic.

allow-ingress-diameter-traffic: To allow Ingress traffic for diameter gateway, diameter
connnector, and PCRF Core on port 3868.

allow-ingress-local-prometheus: To allow Ingress traffic for all services on port 9000.
allow-ingress-local-policy-flow: To allow Ingress traffic between pods inside PCF.

allow-ingress-network-gui: To allow ingress traffic on port 8000 for CM Service to access
CNC Console.

deny-egress-all: To block all egress traffic for all the pods.

allow-egress-network-all-gws: To allow Egress traffic on all ports for these pods [occnp-
egress-gateway, diam-gateway, l[dap-gateway, occnp-alternate-routel].

allow-egress-network-pre: To allow Egress traffic on all ports for PRE (only use this when
PER is enabled).

allow-egress-local-database: To allow Egress traffic on ports 3306 & 8080 for connection
with database.

allow-egress-local-k8sapi: To allow Egress traffic on port 6443.
allow-egress-local-jaeger: To allow Egress traffic on port 6831.
allow-egress-local-dns: To allow Egress traffic on port 53.

allow-egress-local-flow: To allow Egress traffic between pods inside PCF.
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@® Note

The default Network Policies to be applied for Policy are the recommended even
though they are not very granular but they keep operational overhead to the minimum
and still achieve access control security.

Managing Network Policies
Enable

To use this feature, Network Policies need to be applied to the namespace wherein Policy is
applied.

Configure

You can configure this feature using Helm. For information about configuring network policy for
Policy deployment, see Configuring Network Policy section in Oracle Communications Cloud
Native Core, Converged Policy Installation, Upgrade, and Fault Recovery Guide.

Observe

There are no specific metrics and alerts required for the Network Policies feature.

4.28 Support for SUPI based NRF Discovery Optimization and
Response Caching from UDR

This feature helps in optimizing SUPI based NRF discoveries between the query and
subscription (GET and POST) of the policy data request towards UDR.

PCF discovers the NF Profiles from NRF along with the query parameters used in discovery
request, which are discovered on demand based on SUPI. SUPI based NRF discovery result
for UDR GET request is cached till the POST request is completed. The on demand discovery
based on SUPI is currently supported only for UDR discovery. The cache for the discovered
UDR profiles expires even if the UDR POST result is success or fail.

The following diagram shows the SUPI based NRF discovery result for UDR GET request is
cached till the POST request is completed.
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Figure 4-47 UDR GET Discovery Result Reused in UDR POST

PCF NRF UDR1 UDR2

.
.

1

i

SUPI based NBF discovery [ |
.

i

discovery result h‘ i

i

UDR GET
[
H
response
Gmmmmmmm s R R LR o
UDR POST.
|
E'rror
R ===
SUPI based NRF discovery

;
if POST is Inifial i
|
'
i
'
UDR POST. :
'
Success/Ermror i_
_______________________________ e
]
|
'
]
i
|
'

The NF discovery result
in UDR GET can be optimized
to be reused in UDR POST

discovery result
e CIBCOVE e

M

PCF sends SUPI based NRF discovery request to NRF.
NRF discovers the NF profile using SUPI.

PCF sends UDR GET request to UDR1.

UDR1 sends response message to PCF.

PCF sends UDR POST request to UDR1.

UDR 1 responds with an error.

PCF does SUPI based NRF discovery if the POST is initial.
NRF provides the corresponding discovery result.

PCF sends UDR POST to UDR2.

© ® N o g kM & NP

=
o

. UDR2 responds with success or error. If it is successful, cache data is cleared. If it fails
and there are no futher retry attempts, then POST fails and cache data is cleared.

Instead of doing discovery for amPolicyData and uePolicySet separately, the UDR information
used in fetching amPolicyData can be reused in fetching uePolicySet and vice versa. PCF can
rediscover the NF profiles for UDR based on the query parameter SUPI, from NRF during
POST, if POST fails and uses the discovered profiles from the cache that was cached during
GET.

The following diagram shows the reuse of UDR profile for amPolicyData GET in uePolicySet
GET.
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Figure 4-48 Reuse of UDR profile for amPolicyData GET in uePolicySet GET
SUPI based NRF discovery
dizscovery result ﬂ

i S
UDR GET

AM-CREATE _
— >
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UE-CREATE
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Previously, there used to be discovery which is optimized

by sending GET to same UDR where GET for AM was sent

UDR GET

response

For AM-Create request, PCF sends SUPI based NRF discovery request to NRF.

NRF discovers the NF profile using SUPI.

PCF sends UDR GET request to UDR1.

UDR1 sends response message to PCF.

For UE-Create request, PCF sends the GET to same UDR where GET for AM was sent.
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UDR1 sends corresponding response message to PCF.

Managing the Feature
This section explains the procedure to enable and configure the feature.
Enable and Configure

By default, this feature is disabled. You can enable using CNC Console by configuring the
following advanced settings:

*  Set value of the following keys under the Advanced Settings section on the PDS Settings
page:
— UDR_FETCH_RELATED_RESOURCE
— UPDATE_SSV_DATASOURCE_INFO_ON_CHANGE
For information about how to configure for in CNC Console, see PDS Settings.

»  Set value of the following keys under the Advanced Settings section on the PCF User
Connector page:

— UDR_NF_PROFILE_COOKIE_ENABLED

— UDR_NF_PROFILE_COOKIE_COMPRESS
— UDR_NF_PROFILE_COOKIE_LIMIT

— UDR_GET_USE_RELATED_RESOURCE
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For information about how to configure for in CNC Console, see PCF User Connector.

Observe

The following metrics have been added for this feature:

Policy DS Metrics
— occnp_nf_cookie_forwarded_total
— occnp_nf_cookie_recieved_total

For more information, see Policy DS Metrics.

User Service Metrics
— occnp_udr_nf_cookie_enabled_total
— occnp_udr_use_related_resource

For more information, see User Service Metrics .

4.29 RAA Error Code Handling

RAA error code handling helps in error handling at SM and PA services. The operator should
be able to take corrective actions on the receipt of error response from Diameter Connector for
initiated update-notify or RAR message.

The operator can configure the corrective action on the error handling configuration page for
PA service. Based on this configuration, the PA service receives the error response from
Diameter Connector. The Diameter Connector forwards the received diameter error result code
in the error header of the response.

Following are the actions that PA service can use:

Terminate the transaction: To terminate the transaction or call.

@® Note

If error handling configuration is not done, the default behavior is to terminate the

transaction.

Cleanup session: To delete the corresponding Rx session locally. The PA service initiates
the delete request internally that causes the corresponding PCC rule to be removed by SM

service by sending Update_Notify request to SMF and also send

dependentContextBinding delete request. In this case, no more ASR or STR messages get

exchanged.

@® Note

In case of 5002 DIAMETER_UNKNOWN_SESSION_ID, the default behavior is to
cleanup the session. The 'Terminate the transaction' action should be configured

only in case of an explicit requirement.
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@® Note

There is no retry action of update notify http request (RAR) by error handling library at
SM/PA service and all the attempts for retry for RAR must be performed as part of
diameter session retry at Diameter Gateway.

Managing RAA Error Code Handling
This section explains the procedure to enable and configure the feature.
Enable

To enable RAA error handling, set the value of SYSTEM.PA_ERROR_HANDLER_ENABLED
key to true in the Advanced Settings of PA service. For more information, see PCF Policy
Authorization.

Configure

Once the service is enabled, you can configure the RAA error handling functionality under
Error Handling on CNC Console for Policy. For information about how to configure for in CNC
Console, see Error Handling.

Observe

The following metrics have been added in PCF Session Management service for this feature:
e error_handler_exec_total
e error_handler_in_total

e error_handler_out_total

For more information, see SM Service Metrics.

Support in Converged Policy Mode

CNC Policy and its microservices can be deployed in a K8s Kubernetes environment that
supports the IPv6 addressing. It supports the complete range of IPv6 prefixes as defined in the
3GPP TS 29.571 and 3GPP TS 29.510 specifications.

@® Note

CNC Policy supports either IPv6 or IPv4 protocol for communication. Dual IPs support
is currently not available.

The protocol configurations can be performed during deployment using the Custom Values
YAML file for CNC Policy. For more information about the confgurations, see Oracle
Communications Cloud Native Core, Converged Policy Installation, Upgrade and Fault
Recovery Guide.

External Communications

With the support for IPv6 protocol, CNC Policy allows communication with external NFs over
the following interfaces:

e The DNS (Domain Name System) for the resolution of FQDNs
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e The SBIl interface over the HTTP/2 and HTTPS protocols for the following types of
connections:

— Consumer Connections
— Producer Connections
« Diameter interface for the following types of connections:
— Connection as a server. For example, connection with PGW
— Connection as a client. For example, connection to OCS over Sy
e Service IP endpoints
«  Provisioning interface for connection with Cloud Native Core Console (CNCC)
*  CNC Policy Rest API interface for the REST API Client configurations over IPv6

Internal Communications

CnPolicy supports all the internal communication over IPv6 addresses for PCF, PCRF, and
Converged Policy modes.

The internal communications include:

e Inter microservice communication

e Communication with CnDbTier

e Communication with IGW, EGW

e Communication with Diameter Gateway and Diameter connector
e DNS for FQDN resolution

e Integration with common services using IPv6 addressing for observability - logging,
monitoring and tracing

e Communication with platform components supporting retrieval of certificates/public/private
keys

Managing IPv6 Support in Converged Policy Mode
Deploy and Configure
To deploy Policy in the IPv6 environment:

1. The cnDBTier must have IPv6 enabled. For information about installing cnDBTier, see
"Installing cnDBTier" in Oracle Communications cnDBTier Installation Guide.

2. Deploy Policy over the IPv6 supported cnDBTier site. For information about installing and
deploying Policy, see Oracle Communications Converged Policy Installation and Upgrade
Guide.

You need to configure the IPv6 support during installation using the Custom Values YAML file
for CNC Policy. The following parameters must be updated in the custom values file for CNC
Policy:

Table 4-20 IPv6 Parameters

- ________________________________|
Parameter Description

ingress-gateway.islpv6Enabled Set the value to true for this parameter when Policy

is deployed in IPv6 cluster.
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Table 4-20 (Cont.) IPv6 Parameters
|

Parameter Description

egress-gateway.islpv6Enabled Set the value to true for this parameter when Policy
is deployed in IPv6 cluster.

alternate-route.islpv6Enabled Set the value to true for this parameter when Policy
is deployed in IPv6 cluster.

diam-gateway.envSupportedipAddressType Set the value to IPV6 for this parameter when
Policy is deployed in IPv6 cluster.

global.islpvSixSetup Set the value to "true" if you are going to require
HTTP communication over IPv6.

For more information about configuring the parameter value, see "Customizing CNC Policy" in
Oracle Communications Converged Policy Installation and Upgrade Guide.

4.31 Handling Rx Stale Sessions

Policy Control Function (PCF) supports auditing the Rx session periodically to detect and
remove stale sessions. This helps to avoid unlimited system memory utilization growth.

An Rx session is considered as stale when an association exists in PCF, but is not used by
Proxy Call Session Control Function (P-CSCF) or Application Function (AF) for a specific time
period. The time period after which the session is considered as stale is configurable.

PCF detects an Rx stale session based on:

*  Configured Time To Live (TTL)
e Authorization Lifetime using:
—  Support of Rx Subscription Expiry
— Authorization Lifetime Attribute Value Pair (AVP)

TTL is the time period for which an Rx session can be active. When the TTL of an Rx session
reaches its maximum as configured by the user, the Rx session will be considered as stale.

Authorization Lifetime is the maximum lifetime of an Rx session. When the life time of a
session reaches its Authorization Life Time, the session is considered as stale and is cleaned

up.

@® Note

Currently, the value of Authorization Lifetime is just echoed back and it is expected to
be the same value as configured in TTL under Audit settings in Policy Authorization
service (PA service).

The P-CSCF provides Authorization Lifetime AVP and the Support of Rx Subscription
Expi ry feature bit for the Supported-Feature AVP in Rx Authorization Authentication Request
Initial (AAR-I).

PCF echoes back the value in Authorization Lifetime AVP in Authorization Authentication
Answer (AAA) response to P-CSCF along with the Support of Rx Subscription Expiry
feature bit in the Supported-Feature AVP.
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The P-CSCF sends Authorization Authentication Request Update (AAR-U) according to the

Authorization Lifetime AVP.

PCF updates the last access timestamp of the Rx session when it receives AAR-U from P-

CSCF.

PCF sends abort session request to P-CSCF and removes the stale Rx Session locally along
with the related PCC rules in SMF, upon detection.

Detection and removal of stale Rx session generates appropriate alert and log entries.

Call Flow

Figure 4-49 Rx Stale Session Detection and Deletion Based on TTL and Authorization-

| Audit Service | SM Service SM DB Binding Service AF/PCSCF SMF

| [Registers with AudiSarica

i |for menitoring Rx Sessions|

-

F sends AAR-| with Auth Lifetime AVP=24hrs|
and feature support bit
PCF sends AAA, echoes values
of Auth Lifetime AVP=24hrs
and feature support bif

TTL=24Hrs
Max TTL=25Hrs H
Audit Cycle interval Exmrqs
Audit scans all the Rx Sessions that have
crossed the TTL and finds that Session1
expired in 2nd Cycle H Max TTL expired = false

+ |Audit Notifies SM Service

H session 1is stale

—_——

PCF sends ASR to PCSCF|

—>
IPCSCF sends ASAto PCF|

[PCSCF sends STR to PCF|

H—
'SM Service clean up the Rx Session
internally and associated MSs

ISM Service sends UpdateNotify to SMI
with associaied PCC Rules as NULL

1. If the Enable Audit field is enabled under Audit group in PCF Policy Authorization page
for Service Configurations, SM service registers with Audit service for monitoring Rx

sessions.

2. SM service receives AAR-I message from P-CSCF with Support of Rx Subscription

Expi ry feature bit for the Supported-Feature AVP.

If the Enable Authorization Lifetime field is enabled under System group in PCF Policy
Authorization page for Service Configurations, and the AAR-I message includes
Authorization-Lifetime AVP, SM service sends Authorization-Lifetime to P-CSCF in Rx AAA
messages. It returns the same value of Authorization-Lifetime AVP to P-CSCF, as the
value received from P-CSCF.

SM service registers with the Audit service for monitoring the Rx session.

Audit service analyzes the EXPIRY_TIMESTAMP and compares it with TTL value. If
necessary, it sends a message to SM service as mentioned in the next step.
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6. If AAR-U for an Rx session is not received and its TTL expires, Audit service sends a

message to SM service with Max TTL Expired = true.

7. SM service sends an Abort Session Request (ASR) to P-CSCF for that Rx session.

8. P-CSCF sends a successful Abort Session Answer (ASA) response to SM service.

9. P-CSCF also sends a STR to SM service.
10. SM service responds to P-CSCF with STA message.

Figure 4-50 RXx session cleanup when Audit service detects a stale session

PCF
|Aud\t Service I | SM Service/ PA Service I PCF [diam-connector] AF/P-CSCF ‘
| Post _jauditjnotify/ | H !
| Dist of stale Rx sessions]_ |
d d HTTP POST { . /smservicenotify/terminate}
[with Terminationinfo, "termCause”: "PDU_SESSION_TERMINATION"]
| [Abort-Cause (500,VM.v=10415,=16) = BEARER_RELEASED (0)] |
ASA
ASA
Start AF_MAX_WAIT_DURATION_FOR_STR Timer for STR Iﬁ
AF_MAX_WAIT_DURATION_FOR_STR timer expi
i i STR
| HTTP POST ../npcf-policyauthorization/v1/app-sessions/{ appSessionid}/delete |
[(2) Check if the AppSession exists in the DB and delete accordingly] %
i i STA
STA
Audit Service | | SM Service/ PA Service | PCF [diam-connector] AF/P-CSCF ‘

If Enable Audit field is enabled, SM service registers with Audit service for auditing Rx
sessions. Depending on the value of EXPI RY_TI MESTANP field in AppSessi on database, the
Audit service considers that the Max TTL of an Rx session has expired. SM service updates
EXPI RY_TI MESTAMP after every successful AAR-I and AAR-U messages. In case of
georedundancy, the Audit service uses Sl TEl Dfield in AppSessi on database to filter and handle

the Rx sessions for multiple sites.

1. When Audit service detects that some of the Rx sessions expired and for any reason these
Rx sessions are not deleted after TTL expiry, Audit service sends the list of such Rx

sessions to PA service for which the Max TTL has expired.

2. For all the Rx sessions in the list, PA service sends PDU Session Termination request to

SM service.

3. SM service sends ASR to P-CSCF and waits for a configured time period to receive a
successful Abort Session Answer (ASA) response from P-CSCF.

*  When sending ASR, if SM service receives any response that is not success (except

for timeout), it cleans up the session.

— If ASA times out, SM service checks if AppSession exists for these sessions in
Audit service. SM service deletes the Rx Session and the associated resources
internally. Also, it deletes the associated PCC Rules from SMF externally, by

sending Update Notification to SMF.

— If SM service receives ASA with error code other than 5002 (for reasons like the
ASR request did not go out of PCF), then the Audit service does not delete the
AppSession for such sessions. Depending on the configuration, SM service
resends the ASR to P-CSCEF. If all the retries fail with timeout or any other error,
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SM service deletes the Rx Session and associated resources internally. Also, it
deletes the associated PCC Rules from SMF externally, by sending Update
Notification to SMF.

* If SM service receives a successful ASA from P-CSCF, it waits for receiving a STR
from P-CSCF.

4. PCF uses AF_MAX_ WAI T_DURATI ON_FOR_STRtimer to receive the STR from P-CSCF.

If AF_MAX_WAI T_DURATI ON_FOR_STRtimer expires and SM service does not receive STR
from P-CSCF, SM service checks if AppSession exists for these sessions. SM service
deletes the Rx Session and the associated resources internally. Also, it deletes the
associated PCC Rules from SMF externally, by sending Update Notification to SMF.

5. If SM service receives a successful STR from P-CSCF, SM service checks if AppSession
exists for these sessions. SM service cleans up these Rx sessions and the associated
resources externally and internally. Also, it deletes the associated PCC Rules from SMF
externally, by sending Update Notification to SMF.

6. SM service responds to P-CSCF with STA.

*  When there are bulk of stale Rx records detected, in order to avoid performance impact on
the system, Policy allows to configure:

— the rate at which ASR is sent to P-CSCF.

— the rate at which the records are deleted.

Managing Handling Rx Stale Sessions
Enable

By default, this feature is disabled. You can enable stale Rx session audit and deletion using
CNC Console or REST API for Policy.

Enable using CNC Console:
To enable the Rx Stale Session detection based on TTL and Authorization-Lifetime:

e To enable auditing by Audit service, configure:

— Enable Audit parameter to t r ue under Audit group in PCF Policy Authorization
page for Service Configurations.

— Configure App Session Age (in minutes) parameter under Audit group in PCF
Policy Authorization page for Service Configurations.

* To enable detection and deletion of stale sessions based on Authorization Lifetime, enable
Enable Authorization Lifetime parameter under Systems group in PCF Policy
Authorization page for Service Configurations.

For more information about enabling the feature through CNC Console, see PCF Policy
Authorization.

Enable using REST API

To enable the feature, set the value of enabl e parameter to t r ue in Audi t group in Pol i cy
Aut hori zation Service API.

For more information about enabling the feature through REST API, see Policy Authorization
Service in Oracle Communications Cloud Native Core, Converged Policy REST Specification
Guide.

Configure
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You can configure this feature using the CNC Console or REST API for Policy.

Configure using CNC Console: Perform the feature configurations under Audit group in PCF
Policy Authorization page for Service Configurations. For more information, see PCF
Policy Authorization.

Configure using REST API: Configure the parameters under Audi t group in Pol i cy

Aut hori zation Servi ce API. For more information about configuring the feature through
REST API, see Policy Authorization Service in Oracle Communications Cloud Native Core,
Converged Policy REST Specification Guide.

@ Note

e Onupgrade, SI TEI Dand EXPI RY_TI MESTAMP contains null values in all AppSession
records until there is an update on the AppSession.

e As SI TEI Dand EXPI RY_TI MESTAMP contains null values, the default value of Handl e
NULL As Stal e parameter is set to f al se. You must enable this setting after the
desired TTL has passed after site upgrade. This will cleanup all AppSessions for
which S| TEI D and EXPI RY_TI MESTAMP contains null value. That is, they did not
receive an update for the duration after upgrade and now these sessions are
considered as stale.

Observability

Metrics

The following SM service metrics are used to differentiate between SM and PA deletions:
e audit_delete_records_max_ttl_count

e audit_notifications_sent

e audit_delete_records_count

e audit_terminate_notify

For more details on these metrics, see SM Service Metrics.

4.32 Data Compression

Data compression can be used to reduce the data size and hence the storage used by
database. It can also be used to improve the communication latency between application and
DB when compression is performed at the application level.

Following are the available options for data compression schemes:
«  MySQL_Compressed: Compression and decompression performed at MySq|l level

« Zlib_Compressed: Compression and decompression performed at application level

Binding, PDS, and PCRF-core services support this feature only with Zlib_Compressed
scheme. SM service supports this feature with both MySQL Compressed and
Zlib_Compressed schemes.

Managing the Feature

Enable
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This feature is disabled by default. It can be enabled by choosing the compression scheme
from respective service configuration. For more information, see the details of the Data
Compression Scheme field in PDS, Binding Service, and PCF Session Management in the
Configuring Policy Using CNC Console section.

Configure
You can configure this feature using Helm for PCF Session Management and CNC Console for
PCF Session Management, PDS, and Binding service as follows:

e Helm: Set the value of the parameter snDat aConpr essi onSchene and
pabDat aConpr essi onSchene to 0, 1, or 2 during install or upgrade. For more information,
see the Oracle Communications Cloud Native Core, Converged Policy Installation,
Upgrade, and Fault Recovery Guide.

«  CNC Console: You can configure this feature using the Data Compression Scheme field
in PDS, Binding Servie, and PCF Session Management in the Configuring Policy Using
CNC Console section.

Observe
The following metric has been added in PCF Session Management service for this feature:

e occnp_db_overall_processing_time

For more information, see SM Service Metrics.

4.33 Usage Monitoring on Gx Interface

Cloud Native 4G Policy implements Usage Monitoring or Quota Management using the
combination of PCRF Core and Usage Monitoring. These two microservices have their
respective policy engines and thus separate policy projects. Each of the two microservices
(along with their respective policies) has the following functions with respect to Quota
Management:

e PCREF Core - Controls PCC and/or Session Rules, and Charging Description.
* Usage Monitoring - Controls the Quota Selection, Accumulation and Grant.

For details on PCRF Core, see PCRF Core Service

For details on Usage Monitoring Service, see Usage Monitoring Service

To achieve end to end use cases of 4G quota, the policies must be split into these two
microservice functions.

The configuration of Quota plans can be done at two places:

e CNC Policy - Quota plans that are not per subscriber can be configured directly on CNC
Policy and used in Policy Configuration. Fore more details, see Usage Monitoring Service.

* UDR - Quota plans that need to be assigned per subscriber can be provisioned on the
UDR.
For details on UDR Quota plans, see Converged Quota Support section in Oracle
Communications Cloud Native Core, Unified Data Repository User Guide.

@ Note

Quota plans when configured in CNC Policy will avoid duplication of the plan data in
UDR for every subscriber.
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Quota Management for a Subscriber

Usage Monitoring supports different quota plans for a subscriber such as Basic, Dynamic,
Daily, Roaming, Monthly quota based on volume of usage.

Basic Quota
Basic quota specifies restrictions on the amount of data volume, active session time, or
service-specific events that a subscriber can consume.

A single quota can express limits on any combination of volume, time, or events. A Basic quota
is also referred as a plan. For example, Domestic/Home/ Roaming plan.

Plan
A plan describes a subscriber's basic, recurring service. A plan can be a basic plan, or a pass
or a top-up.

The quota plan for a subscriber is provisioned at UDR. For details on provisioning quota and
dynamic quota for a subscriber, see Convered Quota Support section in Oracle
Communications Cloud Native Core, Unified Data Repository User Guide.

Plans include policy characteristics such as time and volume limits. These characteristics can
be computed automatically or through policy rules. Policy actions grant plans, based on a
subscriber's tier provisioned on ChnUDR.

The following fields under Usage Monitoring page for Service configurations can be used to
configure the time and volume limits for a plan:

*  Minimum Volume Grant (bytes): Minimum grant value (in bytes) that can be approved for
volume based usage monitoring.

e Maximum Volume Grant (bytes): Maximum grant value (in bytes) that can be approved for
volume based usage monitoring.

*  Minimum Time Grant (seconds): Minimum grant value (in seconds) that can be approved
for time based usage monitoring.

*  Maximum Time Grant (seconds): Maximum grant value (in seconds) that can be approved
for time based usage

monitoring.

The default volume and time grants for the plan can be configured using the fields available
under Default Volume Grant and Default Time Grant sections in Usage Monitoring page.

A plan can have associated quota controls, which in turn can be subject to modification or
over-ride through Passes, Top-ups, and Roll-overs.

Reset frequency can be:

e Hourly

e Dalily

*  Weekly
e Monthly
e Yearly

*  Never

Postpaid monthly data plans are monthly recurring data plans that have defined volumel/time
thresholds associated. Users are notified about the user’s current usage at various levels.
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On reaching the threshold, the user’s access is subjected to suspension of service or reduced
quality of service.

The default usage levels can be configured using the following fields under Default Usage
Levels section in Usage Monitoring page for Services Configuration in CNC Console:

e Minor Usage Level (%): Threshold value in percentage indicating minor usage.
e Major Usage Level (%): Threshold value in percentage indicating major usage.
«  Critical Usage Level (%): Threshold value in percentage indicating critical usage.

« Exhausted Usage Level (%): Threshold value in percentage indicating usage level has
exhausted allowed limit.

Dynamic Quota
Dynamic quotas are one-time changes to a subscriber’s service.

There are two types of dynamic quotas:

* Passes
*  Top-ups.
Passes

Passes allow the service providers to grant resources outside of a subscriber’s normal/default
plan.

A pass is a one-time override quota that a subscriber can purchase that temporarily replaces
or adds to a subscriber's default plan.

It allows users to access data till a predefined quota (either volume, time or event based) for a
specific validity period.

For short time users, there can be different types of data passes:

e Hourly

e Dalily

*  Weekly
e Monthly
e Yearly

*  Never

A subscriber can have multiple passes. An active Pass can modify the QoS controls, charging
parameters, or other configurable rules associated with a subscriber’s service.

A Pass may:

*  be valid for a restricted interval

e start when provisioned, or at a specific time, or upon occurrence of a triggering event
within its validity interval

* end at a specific time, or after given duration once activated, or upon a particular event

e apply continuously, or only during certain time periods, or only under certain conditions
(e.g. when roaming)

» apply to the subscriber’s overall usage, or be more limited (e.g. applying only to specific
applications, flows, traffic types, or pre-defined rules)

Passes are common options for pre-paid subscribers, who frequently have limited or no data
access via their basic plan, and may purchase Passes to gain access to such services. They
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can also be used to allow Casual Use plans for pre- or post-paid subscribers to purchase
services on an occasional basis which they would not otherwise subscribe for on an ongoing
basis.

Users are notified about the user’s current usage at various levels. On reaching the threshold,
the user’s access is subjected to suspension of service or reduced quality of service.

Pass configuration options can be modified. The dynamic PCC rules are updated based on the
changes on the Pass Configuration.

Upon deletion of a pass, the pass is exhausted immediately.

Top-up

A Top-up allows to extend access to services beyond the time or volume limits typically
enforced by a plan. A top-up is processed if the default plan is exhausted, or the quota is
expired. There can be multiple Top-ups for a subscriber based on time or volume.

@® Note

Passes cannot not have Top-ups.

Top-up configuration options can be modified. The dynamic PCC rules are updated based on
the changes on the Top-up configuration.

Upon deletion of a Top-up, the Top-up is exhausted immediately.

The quota plan for a subscriber is provisioned at UDR. For details on provisioning quota and
dynamic quota for a subscriber, see Convered Quota Support section in Oracle
Communications Cloud Native Core, Unified Data Repository User Guide.

Quota details are configured at UDR based on uelD using the REST API: {apiRoot}/nudr-dr-
prov/vl/policy-data/{ueld}. For more details on how to add the quota information, see
Provisioning Operations for PCF Data section in Oracle Communications Cloud Native Core,
Unified Data Repository REST Specification Guide.

Whenever there is a change in the subscriber quota information, UDR noatifies Policy through
updateNotify message.

The order/priority of basic plan, pass or top-ups can be specified using Selection Order 1,
Selection Order 2, and Selection Order 3 fields under Data Limit Selection section in
Usage Monitoring page for Service configurations in CNC Console for Policy. For more
information, see Usage Monitoring Service.

Exhaustion (Quota)

Exhaustion occurs when reports indicate that usage of a metered unit has equalled or
exceeded the specified quota limit. If a recurring quota is exhausted, typically the subscriber’s
sessions are subjected to more restrictive policies until the end of the plan period or billing
cycle.

Expiration (Quota)

Expiration occurs when a periodic plan reaches the end of the plan period or billing cycle, or
when a one-time pass or top-up reaches its established End Time or close to the validity
period.
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@® Note

The time-based expiration of a Quota is quite different from the exhaustion of a Quota
restricting the active session Time of a subscriber’s usage.

A plan (periodic quota) is typically reset at expiration.

Rollover
A rollover allows a subscriber to carry forward unused units from one billing cycle to another.

For example, if a subscriber is allowed 10 GB of data a month and only uses 9 GB, the
remaining 1 GB of data can be saved for use in the next month.

Rollover units can accumulate and can be carried across multiple months.
Data units are rolled over based on multiple conditions such as:

* Rollover unused data when it is more than a minimum threshold.

e Total data (base data + rollover data) may not exceed a maximum cap.
« Rollover certain percentage of unused data.

- Data may be rolled over for a fixed number of billing cycles.

When data is rolled over without any restriction, the leftover volume/time can be added to the
base volume/time in the next billing cycle.

When data is rolled over with restrictions on duration of usage (for example, a maximum
number of rollover periods/cycles), it needs to be tracked as separate rollover definitions (data
limits).

The data rollover for a plan can be enabled using Data Rollover field under Usage
Monitoring page for Service Configurations.

The data rollover can be configured based on a particular profile. The rollover profiles can be
created by configuring the fields in Data Rollover Profiles page under Usage Monitoring in
Policy Data Configurations.

You can create multiple profiles and specify profile to be used for the plan using Data Rollover
Profile field under Usage Monitoring page for Service Configurations.

Also, you can specify the default rollover profile to be used in Default Data Rollover Profile
field.

Support for Multiple Passes for a subscriber
Usage Monitoring supports One time passes.

Support for Multiple Top-Ups
Usage Monitoring supports One time top-ups.

Matchlist for Quota use cases

To identify the geographical location where the data usage is occurring as well as to ensure
that the correct quota plan is applied, Policy uses match lists while defining the MCC/MNC
allocations, RAT-Type, Service GW IP address, APN Lists.

« |Pv4 Subnet - When a Match List is created with a data type of IPv4 subnet, the Items are
configured with valid IPv4 subnet addresses in CIDR notation.

For example, 192.168.10.0/24.
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PRE evaluates if an IPv4 address belongs to one of the subnets configured in the match
list.

« |Pv6 Subnet - When a Match List is created with a data type of IPv6 subnet, the Items are
configured with valid IPv6 subnet addresses in CIDR notation.

For example, 2001:db8:abcd:0012::0/64.

PRE evaluates if an IPv6 address or an IPv6 Prefix belongs to one of the subnets
configured in the match list.

* Regular Expression - When a Match List is created with a data type of Regular Expression,
the Items are configured with valid Regular Expressions, such as ([a-zA-Z0-9. _-])+$.

PRE evaluates if a string matches one of the Regular Expressions configured in the match
list.

Support for flexible billing day change

Billing day for an active plan can be changed from monthly to yearly, weekly, daily, or hourly.
The billing day change can be applied to either the current billing cycle or next billing cycle.

The Apply Billing Day / Data Plan Change field under Usage Monitoring page for Service
configurations in CNC Console can be used to indicate whether the billing change should be
applied to current billing cycle or to the next billing cycle.

With flexible billing day change, the billing day for plans will also be changed with the same
periodicity. But, Policy supports changing the periodicity as well.

The billing date change should take place and determine if the usage should be pro-rated.

- Delayed behavior: Allows the billing day change to take effect on the next billing cycle
irrespective of the current usage. Quota will be reset after the current billing cycle end date
is reached.

* Immediate behavior: Allows the billing day change to take effect immediately. Quota will
also be reset immediately.

« Default behavior: Allows the flexible billing day changes to take place immediately. For a
user with no current usage and for a user that has current usage, billing day change will
take place after the end of the user’s current billing cycle is reached.

The Enable Pro-rated Data at The Time of Billing Day Change field under Usage
Monitoring page for Service configurations can be used to indicate whether pro-rated data
calculation should be applied to the selected plan at a time of billing day change.

Usage monitoring support at PCC rule level
Policy supports Usage monitoring either at PCC rule level or at session level.

Usage monitoring can be requested on an individual rule (PCC rule level) or on all rules
activated during a IP-CAN session (session level).

e Based on certain custom attributes on CnUDR, quota can be granted for an application like
whatsapp or facebook although the pass or a top-up volume been exhausted.

- Differentiate unlimited usage of certain application and not volume accumulate those
applications for overall quota monitoring. For example: Plans with Facebook unlimited.

Multiple quotas contain single session-level and multiple PCC-level grants.
Rollover will be applicable for PCC-level grants.

* PCCRule data can be provisioned at UDR or configured at Policy. This can be of type
BASE, TOP-UP and PASS.
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*  PCCRUule can also be rollover. All rollover configurations will be applicable for PCCRule
data limits.

e PCCRUule can also allow excessUsage data.
*  PCCRUule can be of Type BASE, Top-up and pass.

You can configure the usage monitoring at PCC rule level using the following blocks available
under Policy Projects in CNC Console.

* PCC Rule Hint: Allows to access the value of PCCRuleHint from Data limit profile and
apply the same in UMPolicyDecision in monitoring key.

* Active Monitoring Key with PCCRuleHint: Allows to select a monitoring key for the
configured PCCRule from usage monitoring policy decision which fulfills the value from
active monitoring with PccRuleHint attribute.

For more information on configuring the PCC rules for usage monitoring, see Usage Monitoring
section in Oracle Communications Cloud Natvie Core, Policy Design Guide.

Pro-Rating of quota limits

Policy supports pro-rating of quota volume. If a subscriber’s profile billing day is changed, a
shorter than usual period occurs (either from the date of change, or after the next scheduled
reset).

For example, if the user has a plan with a monthly quota of 30GB and the plan start date is the
1st of every month, now the plan is activating at the 10th of that month, so rather than
allocating the complete 30GB to the user, only 20GB will be allocated to the user as the
expected activation date is the 1st of the month, but the plan activates after 10 days, so the
remaining data is 20GB for that month.

The following parameters under Usage Monitoring page for Service Configurations can be
used to configure the pro-rating of the quota:

e Enable Pro-rated Data at The Time of Activation: lindicates whether pro-rated data
calculation should be applied to the selected plan at a time of activation or not.

e Enable Pro-rated Data at The Time of Billing Day Change: lindicates whether pro-rated
data calculation should be applied to the selected plan at a time obilling day change .

Pro-rating can be configured per plan to reduce the quota allocation for the short period.

@ Note

Pro rating is not applicable for one-time plan.

Quota Policy conditions

The Policy supports a number of blocks, actions, and conditions that can be used for
constructing Policy rules, such as:

« where the user has greater than number of rollover units of type unit type for plan name
and usage type.

« where the user is using greater than 80 percent and less than 100 percent of total volume
for Monthly1,Dailyl

e where the user is using greater than 100 percent of total volume for Monthly1,Dailyl
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For more information on the blocks, actions, and conditions available to wrtite Policy rules, see
see Usage Monitoring section in Oracle Communications Cloud Natvie Core, Policy Design
Guide..

PRE support for Usage Monitoring

Policy uses Policy Runtime Engine (PRE) to enable and manage the following usage
monitoring use cases:

«  Grant pass or top-ups.

e Enable time of day quota. For example, If time of day is between HH:MM:SS - HH:MM:SS
grant x% of volume and Y QoS

e Quota Plans can be activated by Policy Rule Conditions which look for attributes on
—  Gx attributes : MCC-MNC, RAT Type, Serving GW IP address.

— CnUDR such as Tier, Entitlement, or Custom Field(s)values provisioned in the
Subscriber Profile

PRE performs the Policy evaluation when it receives a notification from UDR regarding quota
or state data update.

Possible change of parameters include:

* Reset of Quota, triggers an action to throttle, block, or re-direct user to charging portal
» Billing day change triggers pro-rata calculation
e Subscriber Tier change

*  Any customer attribute definition change

Support for profiles based configuration
Data Limit Profiles

When a subscriber is provisioned with multiple quota plans with different priorities, a separate
profile can be used to track each plan. For example, if a subscriber is provisioned a daily plan
and a monthly plan, one profile is used to track the daily quota limit and another profile is used
to track the monthly quota limit.

A unigue name and identifier can be assigned to each data limit profile and details such as
plan type, profile type, parent plan, priority, usage level, reset period and billing day can be
configured for the profile.

Data Limit Profiles can be configured using CNC Console and REST API.

e Using CNC Console: Apply the configurations in Data Limit Profiles page under Usage
Monitoring in Policy Data Configurations.
For more information, see Data Limit Profiles.

e Using REST API: Configure the parameters in UM Data Limit Profile API.
For more information, see UM Data Limit Profile section in Oracle Communications, Cloud
Native Core, REST API Guide.

Data Limit Selection Profiles
A set of rules can be used to select one or more data plans based on certain conditions.

For example, if a subscriber is provisioned with one monthly limit quota plan and two roaming
plans: roam1 and roam2, a selection rule can be used to select a plan based on home zone
and roaming zone. Separate selection profiles can be created for each selection rule.
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A unique name can be assigned to each selection profile and details such as rule type, rule
priority, parameter type (forwarded attribute/Policy decision tag), attribute name, and match list
can be configured for the profile.

Data Limit Selection Profiles can be configured using CNC Console and REST API.

e Using CNC Console: Apply the configurations in Data Limit Selection Profiles page
under Usage Monitoring in Policy Data Configurations.
For more information, see Data Limit Selection Profiles.

e Using REST API: Configure the parameters in UM Data Limit Selection Profile API.
For more information, see UM Data Limit Selection Profile section in Oracle
Communications, Cloud Native Core, REST API Guide.

Data Limit Sorting Profiles
Sorting rule is a set of rules to sort data limits.

When a subscriber is provisioned with multiple quota plans, a sorting rule can be applied to
sort the quota plan based on a criteria. For example, if a subscriber is provisioned with two
Monthly Limit Quota plan with different priority planl - priorityl and plan2 - priority2, a sorting
rule can be created to select plan with higher priority. Separate sorting profiles can be created
for sorting rules.

The sorting rules can be configured based on order of index, parameter type, attribute name,
and order.

If selection rules are configured, sorting rules are applied after applying selection rules and
when the output of selection rules results in more than one data limit.

Data Limit Sorting Profiles can be configured using CNC Console and REST API.

* Using CNC Console: Apply the configurations in Data Limit Sorting Profiles page under
Usage Monitoring in Policy Data Configurations.
For more information, see Data Limit Sorting Profiles.

e Using REST API: Configure the parameters in UM Data Limit Sorting Profile API.
For more information, see Data Limit Sorting Profile section in Oracle Communications,
Cloud Native Core, REST API Guide.

Data Rollover Profiles
When data rollover is enabled, data rollover profile can be used to configure the rollover.

The data rollover profile can be configured with details such as:
e rollover data consumption

* maximum number of rollovers

e data rollover percentage

e maximum rollover threshold

e minimum rollover threshold

e data limit cap

Data Rollover Profiles can be configured using CNC Console and REST API.

« Using CNC Console: Apply the configurations in Data Rollover Profiles page under
Usage Monitoring in Policy Data Configurations.
For more information, see Data Rollover Profiles.

e Using REST API: Configure the parameters in UM Data Limit Sorting Profile API.
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For more information, see Data Rollover Profile section in Oracle Communications, Cloud
Native Core, REST API Guide.

Attribute Forwarding Profiles

Policy supports forwarding the value of attributes such as Serving Gateway MCC MNC / IP
Address, and APN from PCRF Core to Usage Monitoring Service. An attribute forwarding
profile is used to configure the list of attributes to be forwarded from PCRF Core to Usage
Monitoring.

An attribute forwarding profile can be configured with details such as attribute name, attribute
source, attribute selection (predefined/custom), request message type (diameter message/
HTTP message), and attribute location.

The attribute forwarding profile name must be specified in PCRF Core settings.

Attribute forwarding profiles can be configured using CNC Console or REST API:

» Using CNC Console: Apply the configurations in Attribute Forwarding Profiles page
under Common Data for Service Configurations.
For more information, see Attribute Forwarding Profiles.

e Using REST API: Configure the parameters in Attribute Forwarding Profile API.
For more information, see Attribute Forwarding Profile section in Oracle Communications,
Cloud Native Core, REST API Guide.

Data Compression in Usage Monitoring

In order to handle the growing size of the Usage Monitoring database and the replication
volume, Policy supports compressing the Usage Monitoring data.

Usage Monitoring service application is used to reduce the V columns in UnrCont ext table for
data persisted in the database.

Data Compression Scheme flag available under Usage Monitoring page for Service
Configurations in CNC Console is used to configure the compression status on the V
columns in UnCont ext table.

When accessing the data from UnCont ext . v, the application determines the compression
status based on the value of COWPRESS|I ON_SCHEME and does the decompression accordingly.

The Data Compression Scheme flag accepts the following values:

e Disabl ed: Indicates that the data will not be compressed and will be stored in the column
in uncompressed format. The value of COWRESSI ON_SCHEME for that row is set to the
default value 0.

« MSQ Conpressed: Indicates that the data will be compressed using MySQL and will be
stored in the column in compressed format. The value of COVWPRESSI ON_SCHEME for that row
is set to 1.

e Application Conpressed: Indicates that the data will be compressed using Zlib and will be
stored in the column in compressed format. The value of COWPRESSI ON_SCHEME for that row
is set to 2.
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@® Note

* The existing data will remain in uncompressed format and their
COMPRESSION_SCHEME" is set to default NULL. Once the "Data Compression
Scheme" changes to "MySQL Compressed" or "Application Compressed", all
future v column data will be in compressed format.

» Existing session's data will be compressed once we send CCR-U/UDR Notify with
compression enabled.

For more information on configuring data compression for Usage Monitoring, see Configuring
Usage Monitoring.

Managing the Feature

This section provides information on enabling, configuring, observability and logging for Usage
Monitoring on Gx Interface.

Enable
By default, the Usage Monitoring service is disabled.

To enable the service, set the Enabled parameter under Usage Monitoring group in PCRF
Core Settings page for Service Configuration. to t r ue at the time of installing or upgrading
Policy.

For information on how to set the parameter value, see Oracle Communications Cloud Native
Core, Converged Policy Installation, Upgrade and Fault Recovery Guide.

The Enable PRE field under Usage Monitoring page for Service configurations in CNC
Console can be used to enable or disable the interaction with PRE for Policy evaluation as per
the match list.

Configure
You can configure the Usage Monitoring for Gx interface using CNC Console and REST API.

* Configure using CNC Console: To configure Usage Monitoring for Gx interface using
CNC Console, perform the configurations as described in the following sections:

—  Configuring Usage Monitoring

— Settings
— Attribute Forwarding Profiles

— Usage Monitoring

For details on the blocks used to create Policy projects, see Oracle Communications Cloud
Native Core, Converged Policy Design Guide.

* Configure using REST API: Refer to the Usage Monitoring section in Oracle
Communications Cloud Native Core, Converged Policy REST Specification Guide.

4.33.1 Migrating Subscribers from OCPM to PCRF Deployment

Quota details for both OCPM (4G) and Converged Policy (5G) are configured and provisioned
at the individual subscriber level in OCUDR and CnUDR respectively.
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For details on how CnUDR provisions and manages the quota information for PCRF, see
Convered Quota Support section in Oracle Communications Cloud Native Core, Unified Data
Repository User Guide.

Using Provisioning Gateway, 4G provisioning system provisions OCPM data over SOAP/XML
interface on CnUDR. Provisioning Gateway converts SOAP/XML to REST/JSON and forwards
to CnUDR. CnUDR converges the OCPM quota and dynamic quota data to Converged data
model and stores in CnUDR.

For details on how CnhUDR integreates with the provisioning gateway, see Cloud Native Core,
Provisioning Gateway Interface Specification Guide.

CnPCREF interacts with CnUDR to access and manage both OCPM and converged quota
information. cnPCRF uses the N36 interface toward CnUDR for OCPM call flows.

The OCPM data that CnPCRF receives from CnUDR includes:

* Quota data: the runtime quota data of a subscriber. That is, the data time and/or volume
consumed by that subscriber and the other meta-data. For example, plan activation date,
reset date, any roll-over plans and their corresponding usages.

The remaining quota must be derived based on the consumed data retrieved from 4G
UDR.

* Dynamic quota data: includes the provisioning data for dynamic plans which are also
known as passes and top-ups.

e p
@ Important
Since the 4G data structures for quota usages and monitoring are not defined by

3GPP standards, there must be a mapping from the proprietary 4G data structures to
3GPP defined 5G Data structures.

\. J

The following diagram depicts the connectivity between OCPM and CnUDR which will be
swicthed to CnPCRF and CnUDR.

Cloud Native Core, Converged Policy User Guide

F83322-12

November 18, 2025

Copyright © 2019, 2025, Oracle and/or its affiliates. Page 173 of 465



ORACLE Chapter 4

5P 055

Usage Monitoring on Gx Interface

SOAP
Provisioning
Interface Provisioning

Nudr Prov

GET/PUT/PATCH
Nudr (N36)

Sh

(CamiantUse

r & Quota
etc)

Converged Policy
cnPCRF

Diverting the subscribers from OCPM deployment to PCRF deployment involves the following
procedures:

Migrating Subscribers from OCUDR to ChUDR

Subscribers from OCUDR are migrated to CnUDR either using the migration tool or on-
demand.

Using the migration tool, the subscribers are migrated in batches based on subscriber range
during the off peak hours.

The subscriber data is exported in EXML format, which is compatible with 4G OCUDR export
format. It supports the export of 4G policy data (VSA and umData/umDataLimits) in EXML
format from 5G UDR to 4G OCUDR using the subscriber export tool. In case of any error
during the migration, the EXML format supports rollback of exported data.

For more details on the data export, see Support for EXML Format section in Oracle
Communications Cloud Native Core, Unified Data Repository User Guide.

@® Note

When Migration is in progress, dual provisioning at both OCUDR and CnhUDR is not
supported.
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For more details on how the subscribers are migrated from OCUDR to CnUDR, see Migrating
Subscriber Data from 4G UDR to 5G UDR section in Oracle Communications Cloud Native
Core, Unified Data Repository User Guide.

The migration of the subscriber data can be monitored using the metrics mentioned under
nudr-migration-service Metrics section in Oracle Communications Cloud Native Core, Unified
Data Repository User Guide.

In case of migration failure for any reason either at OCUDR or at ChUDR, the quota for the
subscriber must be reprovisioned to make up for any quota loss.

In case of new deployment, ChUDR must provision usage monitoring level, which indicates the
level of the usage monitoring instance (PDU Session level or per Service). When Enabl e
Quota M gration parameter is enabled, CnPCRF reads InitialServiceSpecific from OCUDR
and sets the UsageMonLevel in ChUDR.

To set the UsageMonLevel, configure the following mandatory parameters in UDR for SM
Policy data for subscriber profile:

Table 4-21 Mandatory Parameters
|

Parameter Description

umDataLimits.endDate Indicates the end date and time till when the usage
monitoring level to be applied.

umDataLimits.name Uniquely identifies the UM Data Limit Profile by a
name.

umDataLimits.limitld Specifies the limit identifier. Multiple limit identifiers
may have the same priority.

umDataLimits.umLevel Indicates the level of the usage monitoring instance
(PDU Session level or per Service).

umDataLimits.startDate Indicates the start date and time from when the
usage monitoring level to be applied.

umDataLimits.usageLimit.duration Indicates the duration of the usage limit in
seconds.
Range: 3600 - 31536000 (1 Year)

umDataLimits.usageLimit.totalVolume Specifies the total data octets for both downlink
and uplink.

Range: 512 - 1073741824000 (1000 GB)

umDataLimits.usageLimit.uplinkVolume Specifies the uplink data octets.
Range: 512 - 1073741824000 (1000 GB)

umDataLimits.usageLimit.downlinkVolume Specifies the downlink data octets.
Range: 512 - 1073741824000 (1000 GB)

umDataLimits.resetPeriod.period Indicates whether the periodicity is "YEARLY",
"MONTHLY", "WEEKLY", "DAILY" or "HOURLY".

Default value: Monthly

umDataLimits.Type Indicates which day of the period to reset the
usage limit.
Default value: LAST_DAY

Note: If this configuration is updated, the new
configuration shall be applied in the next billing

cycle.
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Description

umDataLimits.Priority

A Priority is used to weigh it with other Data Limit
Profiles and UDR provisioned Data Limits of the
same Plan Type. The priority can be used by Policy
or Data Limit Selection Profile for choosing among
different candidate profiles.

The Plan Type, Priority within that Plan Type and

the Selection Order of Plan Types together decide
the order of selection of Data Plans.

For disaster recovery purposes on CnUDR, the database is backed up as described in Manual
Database Backup and Restore section in Oracle Communications Cloud Native Core, Unified
Data Repository Installation, Upgrade, and Fault Recovery Guide.

Diverting the Sh Traffic from OCPM to ChUDR

OCPM interacts with CnUDR over Sh interface.

To migrate the incoming traffic from OCPM to CnUDR;:

1. Log in to the OCPM Console with the given credentials.

2. Add the new data source.

a. Under Configuration section for MPE_CLUSTER, click Data Sources tab.

b. Add the new data source as explained in Adding a Data Source section in Oracle
Communications Policy Management Configuration Management Platform Wireless

User's Guide.

3. Configure Sh data source.

a. Under Configuration section for MPE_CLUSTER, click Data Sources tab.

b. Click Modify.

c. Add the Sh data source as as explained in Configuring an Sh Data Source section in
Oracle Communications Policy Management Configuration Management Platform

Wireless User's Guide.

4. Configure the server information as explained in Configuring Sh Server Information section
in Oracle Communications Policy Management Configuration Management Platform
Wireless User's Guide. Perform all the necessary

5. Reports tab under Configuration section for MPE Clusters can be used to monitor the
status and activity of the connection. For more details, see Policy Server Reports section in
Oracle Communications Policy Management Configuration Management Platform Wireless

User's Guide.

@ Note

If CnUDR receives any Sh-UDR request from OCPM and the subscriber profile is
not yet migrated to CnUDR, CnUDR fetches the data from OCUDR on-demand

and responds to OCPM.
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On the CnUDR front, you can monitor the connectivity to OCPM using the metrics mentioned
under Diameter Gateway Metrics and nudr-diameterproxy-service Metrics sections in Oracle
Communications Cloud Native Core, Unified Data Repository User Guide.

In case of errors from cnUDR, rollback the Sh connection from CnUDR to OCUDR by
configuring the data source back to OCUDR and changing the server connectivity as explained
in Configuring Sh Server Information section in Oracle Communications Policy Management
Configuration Management Platform Wireless User's Guide.

Configuring CnPCREF to fetch the data from ChUDR
Configure the CnPCRF to fetch the data from CnUDR.

Perform the following congurations in Usage Monitoring page under Service
Configurations in CNC Console:

i. Enable Enable Quota Migration field to allow retrieval of OCPM data from
CnUDR.

ii. Configure the following fields under Custom Attribute Mapping:
 Reset Day & Time
* Data Plan Name
e Data Plan Priority
e Data Plan Type
+ Data Rollover
« Data Rollover Profile
« Parent Plan Name
« Parent Plan Source

Data migrated from CnUDR includes the volume usage as is in custom attributes.
Based on the Total available volume, CnPCRF calculates the InputVolume and
OutputVolume for both Monthly quota and Dynamic Quota for Passes and Top-
Ups.

iii. Verify the priority of the plans and configure Reverse Priority field accordingly to
make sure that the order or priority in both OCPM and CnPCRF are aligned.

For more details, see Configuring Usage Monitoring section in Oracle Communications
Cloud Native Core, Converged Policy User Guide.

If Data Limit Sorting Profiles is enabled, configure the fields in Data Limit Sorting
Profiles page under Usage Monitoring in Policy Data Configurations.

For more details, see Data Limit Sorting Profiles section in Oracle Communications
Cloud Native Core, Converged Policy User Guide.

Create the Policy projects for OCPM subscribers using the blocks in Policy Projects
under Policy Management in CNC Console.

With more number of subscribers migrated from OCUDR to CnUDR, more number of
subscribers can be configured on CnPCRF to fetch the profiles from CnUDR.

For more details on writing polices, see Oracle Communications Cloud Native Core,
Converged Policy Design Guide.

Once all the OCPM subscribers are migrated to CnPCRF, terminate the sessions at
OCPM and configure the subscriber range to divert the subscribers to ChnPCRF. Only
CnPCRF will send the GET request to CnUDR for subscriber profiles.

In case of any failure either at ChUDR or at CnPCRF during the migration:
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i. Disable Enable Quota M gration flag
ii. Bring up the OCPM again.
iii. Configure the OCPM to fetch the data from CnUDR over Sh interface.

Any quota loss during the fallback from CnPCRF to OCPM is made up by
reprovisioning the quota.

For details on the metrics used to monitor the successful migration at CnPCRF, see Usage
Monitoring Metrics section in Oracle Communications Cloud Native Core, Converged Policy
User Guide.

For detail on the metrics used to monitor the successful migration at ChnUDR, see the following
sections in Oracle Communications Cloud Native Core, Unified Data Repository User Guide:

*  nudr-dr-service Metrics
* nudr-notify-service Metrics

* nudr-ondemand-migration-service Metrics

® Note

Configuring the PGW to connect to CnPCRF instead of OCPM and also setting the
subscriber range at PGW is not in the scope of this document as PGW is outside the
Oracle system.

4.34 Support for Autoenroliment of Subscribers

Policy supports autoprovisioning of the subscribers at UDR when the subscriber profile is not
present in UDR.

1. When PCRF Core receives a CCR-i request, it tries to retrieve the subscriber profile from
UDR.

2. If the subscriber profile is not present at UDR, PCRF Core handles the subscriber plan as
configured at PCRF Core. The plan is chosen based on MCC-MNC, APN received in the
request Message. It applies the right quota to the user and triggers a PATCH towards
UDR.

3. A PATCH request is sent to UDR on SM-Data with details of policy-data including UM-
Data.

4. UDR triggers autoprovisioning of the profile.

Call Flow

The following call flow depicts the scenario when the subscriber profile is not provisioned at
UDR.
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Figure 4-51 Scenario when user profile is not avaiable in UDR
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PCRF Core receives a CCR-I request.
PCRF Core sends a GET request to PDS with the autoenrollment flag set to true.

PDS sends the GET request to UDR Connector, which in turn forwards the request to
UDR.

If the subscriber profile is not present at UDR, UDR responds with a 404 message.
UDR connector forwards the error message to PDS.

PDS receives the 404 response and then reads the autoenrollment flag. It generates the
default SM Policy data and adds the last error code as 404 indicating that UDR sent the
404 error in the same SM Policy data.

PDS sends the generated SM Policy data to the core service.

Optionally, Usage Monitoring service can send a GET request to PDS requesting for the
guota profile.

PDS sends the GET request to UDR Connector, which in turn forwards the request to
UDR.
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10. If the quota profile is not present at UDR, UDR responds with 404 error and UDR
connector forwards the 404 error message to PDS.

11. PDS reads the autoenrollment flag and generates a default UMquota with last error code
as 404 and sends the data to Usage Monitoring service.

12. The default UM data that is generated at PDS is inserted into the association table with all
the context information.

13. The Usage Monitoring service generates quota based on APN, MCC and MNC and sends
a PATCH request to PDS.

14. PDS creates an entry in the database and sends this PATCH request to UDR Connector,
which in turn forwards the request to UDR.

15. Once the autoprovisioning is done at UDR, it responds with a 200 success message.

16. After the PATCH request is successful, PDS sends a subscription request to UDR to
subscribe for umData.

The following call flow depicts the scenario when the subscriber profile is provisioned at UDR,
but the umData is not provisioned.

Figure 4-52 Scenario when the subscriber profile is provisioned at UDR, but the
umbData is not provisioned

Autoprovisioning of umData - No umData present in UDR while smPolicyData is available

PCRF-Core PolicyDS UDR-Connector
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f 200 U
| 200 \
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P e T POST-smPolicyData '
| POST-smPolicyData |
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GET- umData
404 U
404 ;
208 | INSERT(Contextinformation and EMPTY Value for umData)
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1 PATCH(umData) ! !
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PATCH{umData) :
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part of PATCH to indicate
if subsToNotify is 200
enabled. et
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1. PCRF Core receives a CCR-I request.
2. PCREF Core sends a GET request to PDS with the autoenroliment flag set to true.

3. PDS sends the GET request to UDR Connector, which in turn forwards the request to
UDR.

4. If the subscriber profile is present at UDR, UDR responds with a 200 ok message with the
subscriber data.

5. UDR connector forwards the message to PDS.
6. PDS sends the SM Policy data to the core service.

7. Optionally, Usage Monitoring service can send a GET request to PDS requesting for the
guota profile.

8. PDS sends the GET request to UDR Connector, which in turn forwards the request to
UDR.

9. If the quota profile is not present at UDR, UDR responds with 404 error and UDR
connector forwards the 404 error message to PDS.

10. PDS reads the autoenrollment flag and generates a default UMquota with last error code
as 404 and sends the data to Usage Monitoring service.

11. The default UM data that is generated at PDS is inserted into the association table with all
the context information.

12. The Usage Monitoring service generates a quota based on APN, NCC and MNC and
sends a PATCH request to PDS.

13. PDS creates an entry in its database and sends this PATCH request to UDR Connector,
which in turn forwards the request to UDR.

14. Once the autoenrollment is done at UDR, it responds with a 200 success message.

15. After the PATCH request is successful, PDS sends a subscription request to UDR to
subscribe for umData.

Managing the Feature

This section provides information on enabling, configuring, observability and logging for
Support for autoenrollment for the subscriber.

Enable
You can enable the support for autoenrollment of the subscribers using CNC Console.

To enable the autoprovisioning of the subscriber profile at UDR when the subscriber profile is
not available, enable Aut o Enrol | ment on UDR parameter for SnPol i cyDat a under User group
in PCRF Core Settings page for Service Configuration.

For more information, see Settings.
Configure
You can configure the the support for autoenroliment of the subscribers using CNC Console.

For more information, see SmPolicyData under User group in Settings section.

4.35 Support for Subscriber Notification Using SMPP

Policy supports sending subscriber notification (SMS alerts regarding Quota management or
usage reporting and activation/deactivation of services) to subscribers through SMPP (Short
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Message Peer-to-Peer) protocol. This feature enables transfer of short messages between
External Short Message Entities (ESME) and Message Centres (MC).

To support notification through SMPP, Policy uses the HTTP notification framework.

Policy supports this feature using Notifier Service. You must enable the Notifier Service to use
this feature. For more information, see Notifier Service.

@ Note

Currently, this feature is supported only for PCRF-Core call flows.

Call Flow

Figure 4-53 Call flow for sending messages using SMPP protocol

CnPolicy

Notifier Service SMS Gateway
(ESME) (SMsC)
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PRE receives a Policy Evaluate request.

After the evaluation, PRE sends a notification message to the Notifier Service.

Notifier service evaluates the request and sends the notification to SMS Gateway (SMSC).
The SMS Gateway acknowledges the notification request.

The SMS Gateway sends a delivery receipt to Notifier Service.

The Notifier Service acknowledges the delivery receipt to the SMS Gateway.

The Notifier Service updates the metrics and then notify response to PRE.

© N o g » 0w Db PR

PRE sends the Policy evaluation response to the core service.

Managing Support for Subscriber Notification Using SMPP

Enable

User can enable Subscriber Notification through SMPP using CNC Console or REST API for
Policy.
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* Enable using CNC Console: Set the value of Enable SMPP parameter to t r ue under
Notifier Configurations page in CNC Console.
For more information, see Notifier Configurations.

* Enable using REST API: Set the value of smppConfiguration.isEnabled parameter
under {apiRoot}/oc-cnpolicy-configuration/vl/notifier API to t r ue.
For more information, see Notifier Configurations section in Oracle Communications Cloud
Native Core, Converged Policy REST Specification Guide.

Configure

User can configure Subscriber Notification through SMPP using CNC Console or REST API for
Policy.

* Configure using CNC Console: To configure the Subscriber Notification through SMPP,
perform the configurations under Notifier Configurations, Notification Server, SMS
Gateway Group, and SMSC Host Info pages in CNC Console.

For more information, see Notifier Configurations.

e Configure using REST API: To configure the Subscriber Notification through SMPP use
the following REST APIs:

— To enable and configure the notification through SMPP: {apiRoot}/oc-cnpolicy-
configuration/vl/notifier

— To configure the SMS Gateway: {apiRoot}/oc-cnpolicy-configuration/vl/
smsGateway

— To configure the SMSC Host Info: {apiRoot}/oc-chpolicy-configuration/v1/
smsHostlInfo

For more information, see Notifier Configurations section in Oracle Communications Cloud
Native Core, Converged Policy REST Specification Guide.

Observe

The following metrics are added to support the subscriber notification using SMPP:
e http_in_conn_request_total

e http_in_conn_response_total

e snpp_request _total

e snpp_response_total

e active_snsc_conn_count

For more details on metrics, see Notifier Metrics.

The SMSC_CONNECTI ON_DOMN alert is added to trigger an alarm when the connection to Short
Message Service Center (SMSC) Host is down.

For more information, see SMSC_CONNECTION_DOWN.

4.36 Support for Query on Update and Subscription to UDR

PCF uses the Query data procedure to retreive user data from the UDR, when Policy core
services such as SM, AM, or UE receives an update request.

If quer yOnUpdat e and subscri ber ToNot i f y flags are enabled and an updat e request is
received then PCF makes an Get Query request along and Post Subscriber request to the
UDR.
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That is,

e Policy should query and subscribe to UDR during Update request if subscri beToNot i fy
and quer yOnUpdat e flags are enabled and the previous GET or POST requests failed
(could be in the Create request or a previous Update request).

e Policy should not query UDR once GET or POST request is successful and subscription is
successful.

Call Flow

Figure 4-54 Retrieving user data from UDR upon a GET or Update request to a Policy
Service
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4x x Error
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1. Policy Service (SM Service/ AM Service/ UE Policy Service) receives a create request
from SMF/AMF.

2. Policy Service sends a request to PDS to get the user data.
3. PDS sends a GET request to UDR to retrieve the data.

4. If the user data does not exist, UDR responds with an error and subscription to user data
from UDR is also not performed.
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5. If the user data is found, UDR responds with a 200 OK message.
6. PDS sends a POST Subscription to UDR to subscribe for any update to the user data.

7. The respective Policy service (SM Service/ AM Service/ UE Policy Service) creates an
association for the request and responds to SMF/AMF.

8. When the Policy service (SM Service/ AM Service/ UE Policy Service) receives an update
request from SMF/AMF, the service do not send a GET request to PDS to retrieve the user
data from UDR with quer yOnUpdat e and subscri beToNot i fy flags are enabled.

9. PDS sends the GET request to UDR and receives a 200 OK response.

10. If the previous GET or POST Subscription request to UDR has failed, PDS sends a POST
subscription request to UDR once again to subscribe for notification on any update to user
data in UDR.

11. PDS forwards the successful response to the respective Policy Service (SM Service/ AM
Service/ UE Policy Service), which in turn forwards the response to SMF/AMF.

PDS Handling Subscription Failure from UDR

If UDR subscription fails with subscribeToNotify flag enabled, the user must configure the
following advanced settings keys under PDS Settings page on CNC Console to reattempt the
subscription call on next SM update.

*  NOTIFY_PCF_SM_ON_SUBSCRIPTION_FAILURE

*  SUBSCRIPTION_FAILURE_NOTIFICATION_DELAY

*«  SUBSCRIPTION_FAILURE_NOTIFICATION_RETRY_COUNT
SUBSCRIPTION_FAILURE_NOTIFICATION_RETRY_DELAY

For more information, see PDS Settings.

® Note

In this case, queryOnUpdate flag for SM Service must be set to false.

With these configurations, PCF sends the subscription request towards UDR on receiving
subscription failure notification from SM service.

@® Note

For AM and UE Policy services, UDR subscription request is reattempted using
queryOnUpdate flag.

If PDS receives 404 status code from UDR, it performs user-level clean up for core services
and session-level clean up for Pcrf-Core.

When revalidation and resetContext flags are set to false and the request is same for the
existing context without the subscription information and the fetch request from the data source
is successful, PDS updates the database with subscriber and context information.

The core services (SM, UE, or AM services) have flags to persist subscription failure. The flag
is set to false when GET operation is performed and set to true when subscription failure
notification is received from PDS.
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A new property called "subscriptionFailure" is added to the JSON schema of

SmPolicyAssociation. This property holds an integer value, whether there is a subscription
failure or not. This property value is determined by setting some specific bits in the integer
number. The following table shows which bit specifies the type of data subscription failure:

Table 4-22 SmPolicyAssociation Data Type

Data Type Bit Number
smData 1
operatorSpecificData 2

Managing the Query on Update feature

Enable

You can enable the Query on Update feature using CNC Console or REST API for Policy.
* Enable using CNC Console:

— To enable the feature for SM Service, set the value of Query User on Update
parameter to t r ue under User group on PCF Session Management page.

For more information, see PCF Session Management.

— To enable the feature for AM Service, set the value of Query User on Update
parameter to t r ue under User group on PCF Access and Mobility page.

For more information, see PCF Access and Mobility.

— To enable the feature for UE Policy Service, set the value of Query User on Update
parameter to t r ue under User group on PCF UE Policy Service page.

For more information, see PCF UE Policy Service.
* Enable using REST API:

— Set the value of queryUserOnUpdate parameter under {apiRoot}/oc-cnpolicy-
configuration/vl/services/pcfsm APl to t r ue.

For more information, see Session Management Service section in Oracle
Communications Cloud Native Core, Converged Policy REST Specification Guide.

— Set the value of queryUserOnUpdate parameter under {apiRoot}/oc-cnhpolicy-
configuration/vl/services/pcfam APl to t r ue.

For more information, see Access and Mobility Service section in Oracle
Communications Cloud Native Core, Converged Policy REST Specification Guide.

— Set the value of queryUserOnUpdate parameter under {apiRoot}/oc-cnpolicy-
configuration/vl/services/pcfue API to t r ue.

For more information, see UE Policy section in Oracle Communications Cloud Native
Core, Converged Policy REST Specification Guide.

Configure

You can configure the Query on Update feature using the CNC Console or REST API for
Policy.

e Configure using CNC Console: To configure Query on Update feature for SM Service,
AM Service and UE Policy service, perform the feature configurations under the User
group on the respective service configurations page. For more information, see the
following sections:
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— PCEF Session Management
— PCEF Access and Mobility
— PCFE UE Policy Service

e Configure using REST API: Policy provides the following REST API to configure the
Query on Update feature:

— {apiRoot}oc-chpolicy-configuration/vl/services/pcfsm

— {apiRoot}oc-chpolicy-configuration/vl/services/pcfam

— {apiRoot}oc-chpolicy-configuration/vl/services/pcfue
Observe
The following PDS metrics provide the information about query on update feature:
¢ server_request_total

+ server_response_total

For more information, see Policy DS Metrics.

4.37 Support for Presence Reporting Area

PCF supports the Presence Reporting Area (PRA) functionality to comply with the 3GPP
standards.

Policy supports PRA functionality for SM Service, AM Service and UE Policy Service.

The Presence Reporting Area is an area defined within the 3GPP packet domain for reporting
the presence of UE within that area. This is required for policy control and in charging
scenarios. In E-UTRAN, the PRA can consist in a set of neighbor or non-neighbor Tracking
Areas, or eNBs or cells.

There are two types of Presence Reporting Areas:

e UE-dedicated Presence Reporting Areas: Defined in the subscriber profile and composed
of a short list of TAs and/or NG-RAN nodes and/or cells identifiers in a PLMN.

e Core Network pre-configured Presence Reporting Areas: Predefined in the AMF and
composed of a short list of TAs and/or NG-RAN nodes and/or cells identifiers in a PLMN.

If the PRA feature is supported and SMF or AMF receives the PRA information from the
serving node indicating any of the following:

» the UE is inside or outside of one or more PRAs
* any of the presence reporting areas is set to inactive

the SMF or AMF checks if the reported PRA identifier corresponds to a PRA that is relevant for
the PCF. In that case, the SMF or AMF within the SnPol i cyUpdat eCont ext Dat a or

AnPol i cyUpdat eCont ext Dat a or UEPol i cyUpdat eCont ext Dat a data structure includes the
PRA_CH within the repPol i cyCt rl ReqTri gger s attribute and one or more PRA information
report within the r epPr al nf os attribute. For each Presencel nf o data structure, the SMF or
AMF includes the PRA status within the presencesSt at e attribute and the PRA identifier within
the pral d attribute for each of the presence reporting areas reported by the serving node.

If the SMF or AMF receives additional presence reporting area information along with the PRA
Identifier, the SMF or AMF only provides the PCF with the presence reporting area information
corresponding to the additional PRA information.
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The SMF or AMF receives additional presence reporting area information when the UE
enters or leaves one or more presence reporting areas related to a PRA set. In that case,
the additional presence reporting area information corresponds to the actual individual
presence reporting area. The received presence reporting area identifier corresponds to
the PRA set ID and is used to identify the requester (PCF or CHF) of the notification
information.

PCF can acquire the necessary data for presence reporting from the UDR.
Homogeneous support of PRA in a network is assumed.

The serving node can activate the reporting for the PRAs which are inactive as described
in the 3GPP TS 23.501 [2].

The following figure shows a call flow for PRA functionality for SM Service:

Figure 4-55 PRA Support for SM Service

1. Npcf_SMPolicyControl_Create

2 [Nudr_DM _|Query &
Ngdr_DM_Sibscribe

3. Initial Spending Limit Report Retrieval

4. Policy decision

5. Npcf_SMPolicyControl_Crealel Response

AMF UPF SMF PCF I AF I

1. Npef_SMPolicyControl_| Upd#le requ
U-U!lll'!g

E":,' '5'pena.'n'§ [s_n'_nl Eé.{d& h}]r.p "

4. Policy Decision

5. Npcf_SMPolicyControlUpdate response

- 4 |
3= 1

The call flow is described as follows:

UE initiates a PDU session establishment request.

SMF sends an Npcf_SMPolicyControl_Create request message to PCF to establish an SM
policy control correlation including the PDU session related information.

PCF completes the policy calculation based on the policy configuration and subscription
information and user information. The PCF sends an Npcf_SMPolicyControl_Create
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response message to the SMF, including an SM policy and PRA information. The PRA
type can be either UE-dedicated PRA or Set of Core Network PRA.

@ Note
Currently, UE-dedicated PRA is not supported for SM Service.

When the user changes across the PRA, the SMF sends an
Npcf_SMPolicyControl_Update request message to PCF to modify the SM policy control
correlation, and report the change in location of the user to the PCF. The message
contains the information related to change of UE presence in Presence Reporting Area.

The PCF sends an Npcf_SMPolicyControl_Update response message to the SMF,
including the updated SM policy.

Figure 4-56 UE Policy Association create scenario:
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UE Policy Service receives a UE Policy Association create request from AMF.

UE Policy Service sends a GET request to PDS along with a POST subscribe to fetch the
user data from UDR.

PDS sends the request to UDR via the UDR Connector.

UDR responds with the user data as well as the triggers for UE location change and PRA
change.

PDS forwards the details to UE Policy Service.
UE Policy Service sends the details to PRE for evaluation.
PRE evaluates and installs the PRA successfully.

If there is a Policy Evaluation that requires N1/N2 Policy transfer, AMF subscribes and
transfers N1N2 messages.
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Figure 4-57 UE Policy Association update scenario
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1. UE Policy Service receives a UE update request from AMF which includes the UE Policy
update along with PRA_CH and praStatuses.

UE Policy service sends the updates to PRE for evaluation.
PRE evaluates the details and triggers the appropriate action on the PRA. "

UE Policy Service responds to AMF with a UE Policy update successful message.

o » 8 Db

If there is a Policy Evaluation that requires N1/N2 Policy transfer, AMF transfers N1N2
messages.

Managing Presence Reporting Area
Enable

The PRA functionality is a part of Policy configurations. You do not need to enable or disable
this feature.

Configure

You can add new PRAs and configure the them using the CNC Console or REST API for
Policy.

e Configure using CNC Console: Perform the configurations on the PCF Presence
Reporting Area page. For more information about configuring PRAS, see PCF Presence

Reporting Area.

e Configure using REST API: Policy provides the following REST API for PRA
configuration:
API: {apiRoot}/ocpm/pcrfivl/configuration/policy/pra

You can perform the POST, PUT, or GET operations to configure the PRA feature. For
more information about REST API configuration, see "PRA" in Oracle Communications
Cloud Native Core, Converged Policy REST Specification Guide.

4.38 Handling Install and Remove Conflict for Same Rule

This section describes a high-level design of the Conflict Resolution of INSTALL and REMOVE
actions on the same PCC/Session Rules when the remove action is Remove (ALL,
Predefined, Dynamic, Conditioned, non-conditioned) in the policy project.
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In certain policies, install/lupdate and remove actions are applied for the same rule - which can
be either a session rule or a PCC rule.

The following screen capture illustrates a policy to show conflicts in same session rule. In this
example, the install, update, and remove actions are applied to the same session rule, that is,
session_rulel:

Figure 4-58 Example of Policy with Conflicts in a Session Rule

lo}if attribute in request = Operation type

do Session Rules |, (&) create list with (| Session Rule
Override Attributes : .

GEEIRY session Rules @) create listwith |, Session Rule
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@) create listwith || Session Rule Bl R i

In previous releases, after executing a similar policy, SM service would remove the rule.
However, with this feature, PCF is enhanced to configure the precedence and resolve the
conflicting install and remove actions on the same rule.

When SM service receives two action types, such as install and remove for the same rule, SM
service processes the remove action for the first rule, and then installs it. However, if install is
not configured for the rule, SM service can remove it.

Policy allows its users to select how to resolve such conflicts in the most suitable manner by
using the I nstal | / Renove Rul e Conflicts Strategy parameter under PCF Session
Management service configurations.

Managing Install/Remove Rule Conflicts Handling

Enable
The Handling Install/Remove Rule Conflicts is the core functionality of Policy configurations.
You do not need to enable or disable this feature.

Configure
You can configure the managing Rule conflict functionality using the CNC Console or REST
API for Policy.

* Configure using CNC Console: Set value of the Install/Remove Rule Conflicts
Strategy parameter under the Rule group on the PCF Session Management page. For
more information, see configurations for Rule in PCF Session Management.

* Configure using REST API: Policy provides the following REST API for Install/Remove
Rule Conflicts configuration:
API: {apiRoot}/oc-cnpolicy-configuration/vl/services/pcfsm

Set value of the ruleConflictsStrategy parameter in the Session Management Service
API. For more information about REST API configuration, see Rule Configurations of the
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"Session Management Service" in Oracle Communications Cloud Native Core, Converged
Policy REST Specification Guide.

4.39 Diameter Session Retry

In PCF, diameter connector sends the request messages such as Rx RAR (Re-Authorization
Request) or Rx ASR (Abort Session Request) via the diameter gateway to Application Function
(AF). AF acknowledges these commands by sending a successful or failed messages Re-
Authorization Answer (RAA) or Abort Session Answer (ASA) respectively to PCF.

The RAA or ASA messages answers when received with protocol errors such as 3002
(DIAMETER_UNABLE_TO_DELIVER) or 3004 (DIAMETER_TOOQO_BUSY) or session timeout,
the operator would want to retry sending the same Rx RAR or Rx ASR diameter messages
from PCF to AF through a different or an alternate BSF (Binding Support Function) or DRA
(Diameter Routing Agent).

The Diameter Message Retry for Rx RAR and Rx ASR diameter messages is enabled through
the Error Mapping Framework feature in the diameter gateway service. This framework
resolves application errors and takes necessary action based on the error context. The error
handler framework tries to find an alternate solutions based on the configurations set in CNC
Console. If the error is resolved, it sends back the success result to the caller, else it either
retries based on the configured maximum resolution attempts number or terminates by
forwarding the last known error.

The operator should have configured a host and realm for retry of failed diameter messages in
the diameter routing table. Diameter Gateway finds the alternate peer from the routing table. If
the diameter routing table is not configured then there is no retry behavior from policy.

® Note

Default number of retry attempts is one, when the alternate peers are available. If
alternate peers are not available, no retry attempt is made.

PCF retries resending Rx-RAR and Rx-ASR diameter messages for the following configurable
error code series:

e 3xxx (Protocol Errors)
e 4xxx (Transient Failures)
o 5xxx (Permanent Failure)

For more information about these error codes refer to Diameter Error Codes feature section.

Cloud Native Core, Converged Policy User Guide
F83322-12 November 18, 2025

Copyright © 2019, 2025, Oracle and/or its affiliates. Page 192 of 465



ORACLE Chapter 4
Diameter Session Retry

Figure 4-59 The block diagram represents the diamater Rx RAR and Rx ASR message
flow with a retry:
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The block diagram represents the diamater Rx RAR and Rx ASR message flow with a retry
using the Error Handler Framework in Policy.

1. The diameter connector sends the diameter request and the diameter gateway receives
the diameter request.

2. The diameter gateway forwards this diameter request to available BSF1 based on routing
table and priority.

3. The BSF1 is not able to deliver this message to AF due to some reason.

4. The diameter gateway receives the failed diameter answer from the BSF1 then it redirects
the request context to Error Handler.

5. Error Handler gets the request context from the failed diameter request and finds the
alternate retry action configured.

6. The Error Handler provides the retry action for the same request to next available alternate
BSF2.

7. The diameter gateway sends the retry diameter request to next alternate BSF2.
8. BSF2 sends the retry request to AF.

9. AF sends the answer to BSF2 back.

10. BSF2 sends the answer to diameter gateway.

11. The diameter gateway forwards the answer received from BSF2 to the diameter connector.

Session Retry Call Flows

The following call flow describes a successful transmission of Rx RAR or Rx ASR message to
AF.
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Figure 4-60 Call Flow Rx RAR or Rx ASR one time message retry - Success Case:

AF BSF2 BSF1 H Diameter-Gateway Diameter-Connector

1. RAR/ASR
2 RAR/ASR
3. BSF1 UNABLE TO DELIVER RAR / ASR TO AF
4 RAAJ RAA- FAILED ERROR CODE
5 RETRY RAR/ASR TO BSF2
6 RAR/ASR
7.RAAJASA- SUCCESS
8. RAA/ASA - SUCCESS
9. RAAJASA - SUCCESS
AF H PCF

Diameter connector sends RAR or ASR request to diameter gateway.
Diameter Gateway sends the request to the available BSF, here to BSF1.
BSF1 is unable to deliver the RAR or ASR message to AF.

BSF1 returns a failed RAA or ASA message along with an error code to diameter gateway.

g & b P

Diameter Gateway interprets the error code, and retries to send the failed message to the
next available BSF, here BSF2 gets the message.

BSF2 sends the RAR or ASR message successfully to AF.
AF returns successful RAA or ASA message response to BSF2.

BSF2 sends this successful response to diameter gateway.

© ® N 9

Diameter Gateway sends this response to diameter connector.

The following call flow describes a successful retry in case of a response timeout for Rx RAR
or Rx ASR.

Cloud Native Core, Converged Policy User Guide
F83322-12 November 18, 2025

Copyright © 2019, 2025, Oracle and/or its affiliates. Page 194 of 465



ORACLE Chapter 4
Diameter Session Retry

Figure 4-61 Call Flow RX RAR or RX ASR Timeout Retry - Success Case:

AF BSF2 BSF1 Diameter-Gateway Diameter-Connector

1. RAR | ASR

2.RAR/ASR

3. RESPONSE TIMEQUT FOR RAR / ASR

4. RETRY RAREJ' ASRTOBSF1

5 RAR/ ASR

6. RAA/ASA - SUCCESS

7. RAA/ASK- SUCCESS

8. RAATASA-SUCCESS

AF : PCF

Diameter connector sends RAR or ASR request to diameter gateway.
Diameter Gateway sends the request to the available BSF, here to BSF1.
BSF1 is unable to deliver the RAR or ASR message to AF.

BSF1 returns a failed RAA or ASA message along with an error code to diameter gateway.

g & b P

Diameter Gateway interprets the error code, and retries to send the failed message to the
next available BSF, here BSF2 gets the message.

o

BSF2 sends the RAR or ASR message successfully to AF.
7. AF returns RAA or ASA message successful response to diameter gateway.

8. Diameter Gateway sends this response to diameter connector.

Retry Attempts

The user can choose to configure the number of retries to find a Peer for sending the Rx-RAR
and Rx-ASR diameter messages. This retries is possible only when the alternate peers are
available i.e., the Peer is alive, if it is not available i.e., the Peer is not alive then there is no
retry attempt made. The default number of retry attempts is 1. The number of retry value can
be any positive number between 1 to 2147483647.

The number of retries can be set through the advance settings configurations using the
following advance setting keys:

* DIAMETER.ErrorHandler.MaxRetryCount.Rx.RAR
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* DIAMETER.ErrorHandler.MaxRetryCount.RXx.ASR

If the above advance settings configurations are not supported in the CNC Console, then the
default retry attempt is 1. If retry attempt value configured is a zero or negative nhumber, then
the default retry attempt value shall be considered.

Peer Cycle Back Retry

The user can choose to perform Peer retry in a cyclic manner if the number of retries
configured is more than the number of alternate peers available for both Rx RAR and RX ASR
message retries. This retries is possible only when the alternate peers are available i.e., the
Peer is alive, if it is not available i.e., the Peer is not alive, then there is no retry attempt made.
The user configures this in CNC Console by setting retry peer cycl e back field to true.

This peer cycle back retry configuration is performed using the following advance setting keys:
e DIAMETER.ErrorHandler.CycleBackRetry.Rx.RAR
 DIAMETER.ErrorHandler.CycleBackRetry.Rx.ASR

If above advance settings configurations are not supported in the CNC Console, then the
default peer cycle back retry is false.

Described below are the scenario that shows how the Diameter message retry mechanism
works.

For example 1: Consider, the number of configured retries is 2 and only 2 BSF/DRA are
configured as alternate peers in PCF. Both the peers are alive.

* The Rx RAR message is sent via (PCF-1) - (BSF1/DRAL) - (PCSCF-1) but the response
has failed with error code 5012/timeout/3002/3004

e Then the message is resent (retry 1) via (PCF-1) - (BSF2/DRA2) - (PCSCF-1) but the
response has failed with error code 5012/timeout/3002/3004.

* Then the message is resent (retry 2) again via (PCF-1) - (BSF1/DRAL1) - (PCSCF-1) but
the response has failed with error code timeout.

During the second time, the message is resent using the first peer again as only 2 BSF/DRA
are available and alive, and peer cycle back retry mechanism is applied.

For example 2: Consider that the number of configured retries is 3 and only 2 BSF/DRA are
configured as alternate peers in PCF and just one of the Peer BSF/DRA is alive.

e« The Rx RAR message is sent via (PCF-1) - (BSF1/DRAL) - (PCSCF-1) but the response
has failed with error code 5012/timeout/3002/3004

e Then the message is resent (retry 1) via (PCF-1) - (BSF1/DRA1) - (PCSCF-1) but the
response has failed with error code 5012/timeout/3002/3004.

e Then the message is resent (retry 2) again via (PCF-1) - (BSF1/DRAL1) - (PCSCF-1) but
the response has failed with error code timeout.

The message is resent 3 times through the same peer as only one BSF/DRA is alive, and
cycle back retry mechanism is applied

The following call flow describes the peer cycle back retry when the number of retry count is
higher than the alternate peers available.
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Figure 4-62 RX RARI/RX ASR Retry - Peer Cycle Back When Retry Count > Alternate

Peers
AF BSF2 BSF1 Diameter-Gateway Diameter-Connector
1. RAR/ASR
2 RARM:SR
3. BSF1 UNABLE TO DELIVER RAR /ASR TO AF
4 RAA -'Fﬁ,érFéH_i,ED ERROR CODE
5 RETRY RARJ&’\SR TOBSF2
6. RAR | ASR
7.RAAJASA - FAILED
8. RAAJ ASA - FAILED
9. RETRY Cf:\’CLE BACK
RAR/ASRTO BSF1
10. RAR/ASR
11. RAA/ASA- SUCCESS
12 RM,‘ASA;—SUCCESS
13. RAATASA - SUCCESS
AF PCF

1. Diameter connector sends ASR or RAR request to the diameter gateway
2. Diameter Gateway sends the request to the available BSF, here to BSF1.
3. BSF1 is unable to deliver the RAR or ASR message to AF.
4. BSF1 returns a failed RAA or ASA message along with an error code to diameter gateway.
5. Diameter Gateway tries to resend the failed message to the next available BSF, here BSF2

gets the message.

o

BSF2 sends the RAR or ASR message successfully to AF.
7. AF responds with failed RAA/ASA response to BSF2.
8. BSF2 sends the failed RAA/ASA response to diameter gateway.
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9. At Diameter Gateway, if retry cycle back is enabled, then it resend the RAR or ASR
message back to BSF1.

10. BSF1 sends the RAR or ASR message successfully to AF.

11. AF returns RAA or ASA message successful response to BSF1.

12. BSF1 returns RAA or ASA message successful response to diameter gateway.

13. Diameter Gateway returns RAA or ASA message successful response to diameter

connector.

Error Originator Peer

The Error Originator Peer indicates the peer host where the Rx RAR or Rx ASR failed
message error occurred/originated while sending or retry sending the Diameter messages. The
user can customize the error origination peer by using Error O i gi nat or filed in the CNC
Console and the customizing options are based on:

* An error received from an intermediate peer (INTERMEDIATE PEER).

* An error received from the destination peer, which is not an intermediate peer
(DESTINATION PEER).

e An error received from any peer (ANY).
An intermediate peer is BSF/DRA and a destination peer (not intermediate peer) is P-CSCF.

By default, the error originator peer option is any peer. If multiple error originator peers are
configured for the same error code, then the first priority error originator configurations, applies
for the response failures.

In case of response timeout, the error originator would be considered based on:

e The destination host in RAR/ASR is af.xxx.com. If message is sent to bsf.xxx.com and if
response timeout happens, then it is considered as error originated from intermediate peer.

e The destination host in RAR/ASR is af.xxx.com. If message is sent to af.xxx.com and if
response timeout happens, then it is considered as error originated from destination peer.

The following call flow describes the error origination by intermediate peer.
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Figure 4-63 RX RAR/RX ASR Retry - Error Originated by Intermediate Peer

AF BSF2 BSF1 H Diameter-Gateway Diameter-Connector

1. RAR/ASR

2 RAR/ASR

3. BSF2 DIAMETER_TOO{ BUSY RAR / ASR TO AF

4 RAAJRAA - DIAMETER_TOO_BUSY

5 RETRY RAR /ASR TO BSF2

6 RAR/ASR

7.RAATASA-SUCCESS

8. RAATASA - SUCCESS

9. RAAJASA-SUCCESS

AF : PCF

Diameter connector sends ASR or RAR request to the diameter gateway.
Diameter Gateway sends the request to the available BSF, here to BSF1.
BSF1 gets DIAMETER TOO BUSY error.

BSF1 forwards this error to diameter gateway.

Diameter Gateway retries sending this failed message through BSF2.
BSF2 sends this message to AF.

AF returns RAA or ASA message successful response to BSF2.

BSF2 returns RAA or ASA message successful response to diameter gateway.

© ®© N o g » 0 Dd PR

Diameter Gateway returns RAA or ASA message successful response to diameter
connector.

The following call flow describes the error origination by destination peer (not intermediate
peer).
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Figure 4-64 RX RAR/RX ASR Retry - Error Originated by Destination Peer (Not
Intermediate Peer)

AF BSF2 BSF1 . Diameter-Gateway Diameter-Connector

1. RAR/ASR

2.RAR/ASRTO BSF1

3. RAR/ASR

4 RAATASA-FAILED

5. RAA | ASA - FAILED

6. RETRY RAR:H\SR TOBSF2

7.RAR/ASR

8. RAAJASA - SUCCESS

9. RAATASA-SUCCESS

10. RAA T ASA - SUCCESS

AF : PCF

Diameter connector sends ASR or RAR request to the diameter gateway.
Diameter Gateway sends the request to the available BSF, here to BSF1.
BSF1 sends the RAR or ASR message successfully to AF.

AF (Destination Peer) sends the failed RAA/ASA response to BSF1.
BSF1 sends the failed RAA/ASA response to diameter gateway.
Diameter Gateway retries sending this failed message through BSF2.
BSF2 sends this message to AF.

AF returns RAA or ASA message successful response to BSF2.

© ®& N o g & & Dd P

BSF2 returns RAA or ASA message successful response to diameter gateway.

=
o

. Diameter Gateway returns RAA or ASA message successful response to diameter
connector.

Cloud Native Core, Converged Policy User Guide
F83322-12 November 18, 2025

Copyright © 2019, 2025, Oracle and/or its affiliates. Page 200 of 465



ORACLE

Chapter 4
Diameter Session Retry

Default Error Handling Configuration

PCF provides the default error handling configuration to attempt diameter session retry on all
error codes (except diameter result code 2xxx) and timeout for Rx RAA and Rx ASA failed
diameter messages. When the diameter message retry feature is enabled on Rx interface,
these default error handling configurations get applied by default. The user has an option to
enable/disable these default configurations through the CNC Console edit configurations.

The error configuration consists of error state and error cause. Error state, a mandatory
parameter provides the details about the error that occurred. Error cause, a optional parameter
provides additional information on the error occurred such as sub-status, error message. The
error configuration can be assigned a priority of evaluation in case the error matches with more
than one error state.

For all default error handling configurations, the value for retry attempt is 1 and peer cycle back
retry is false. The number of retry value can be any positive number between 1 to 2147483647.

@ Note

If retry attempt value configured is a zero or any negative number, then the default
retry attempt value shall be considered.

A sample default configuration looks like:

* Message - Rx-RAR, Status code - ANY (except 2001)

* Message - Rx-ASR, Status code - ANY (except 2001)

* Message - Rx-RAR, Status code - ANY, Error Cause Message - TIMEOUT_EXCEPTION
* Message - Rx-ASR, Status code - ANY, Error Cause Message - TIMEOUT_EXCEPTION

Managing Diameter Session Retry
This section explains the procedure to enable and configure the feature.
Enable

By default, Diameter Message Retry behavior is disabled for Rx interface and operator can
enable this feature through the CNC Console configurations.

Configure Using CNC Console

Perform the feature configurations in CNC Console as described in Error Configurations
section.

Configure Using REST API

Perform the export/import error configurations as described in "Error Configurations" section in
Oracle Communications Cloud Native Core, Converged Policy REST Specification Document

Observability
Metrics

Following metrics were updated in the Diameter Gateway Metrics section:

e occnp_diamrequest | ocal total

e occnp_di am request _network_total
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e occnp_diamrequest _inter_total

Alerts

Following alerts are used by this feature:

«  RAA_RX FAIL_COUNT_EXCEEDS_CRITICAL_THRESHOLD
e RAA_RX FAIL_COUNT_EXCEEDS MAJOR_THRESHOLD

e RAA_RX FAIL_COUNT_EXCEEDS MINOR_THRESHOLD

e ASA_RX_FAIL_COUNT_EXCEEDS_CRITICAL THRESHOLD
e ASA RX_FAIL_COUNT_EXCEEDS_MAJOR_THRESHOLD

e ASA_RX_FAIL_COUNT_EXCEEDS_MINOR_THRESHOLD

Maintain
If you encounter alerts at system or application levels, see Alerts section for resolution steps.

In case the alerts still persist, perform the following:

e Collect the logs: For more information on how to collect logs, see Oracle Communications
Cloud Native Core, Converged Policy Troubleshooting Guide.

* Raise a service request: See My Oracle Support for more information on how to raise a
service request.

4.40 Monitoring the Availability of SCP using HTTP2 OPTIONS

Policy determines the availability and reachability status of all SCPs irrespective of the
configuration types.

This feature is an enhancement to the existing SBI routing functionality. Egress Gateway
microservice interacts with SCP on their health API endpoints using HTTP2 OPTIONS method.
It monitors the health of configured SCP peers to ensure that the traffic is routed directly to the
healthy peers. This enhancement avoids routing or rerouting towards unhealthy peers, thus
minimizing the latency time.

Egress Gateway microservice maintains the health status of all available and unavailable
SCPs. It maintains the latest health of SCPs by periodically monitoring and uses this data to
route egress traffic to the most preferred healthy SCP.
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Figure 4-65 New SCP selection mechanism

MNew SCP selection mechanism
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Once peerconfiguration, peersetconfiguration, routesconfiguration, and

peer moni t ori ngconfi gurati on parameters are configured at Egress Gateway microservice,
and all SCPs (after Alternate Route Service (ARS) resolution, if any vVFQDN is configured) are
marked initially as healthy. The peers attached to the associated peerset are scheduled to run
health API checks and update the health status continuously.

During the installation, the value of the parameter peer noni t ori ngconfi gurati on is set to
false by default. Since, this feature is an add-on to the existing SBI Routing feature and will be
activated if the shi r out econf i g feature is enabled. To enable this feature, perform the

following:

e configure peer confi gurati on with heal t hApi Pat h
e configure peerset configuration

e configure sbiroutingerroractionsets

e configure shiroutingerrorcriteriasets
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» configure rout esconfiguration

e enable peernonitoring

If SBI Routing feature is enabled before upgrading, the heal t hApi in peerconfiguration
should be attached manually to existing configured peers. If the operator tries to enable
peermonitoringconfiguration and the targeted peers do not have the heal t hApi Pat h then an
appropriate error response is sent.

Managing Monitoring the Availability of SCP Using SCP Health APIs
This section explains the procedure to enable and configure the feature.
Configure

You can configure the Monitoring the Availability of SCP using the REST API.

Configure Using REST API: Perform the following feature configurations as described in
Oracle Communications Cloud Native Core, Converged Policy REST Specification Document:

e create or update peer Peer Confi guration with health status endpoint details.
e create or update the peerset peer set confi gurati on to assign these peers

e enable the feature using the below peermonitoring configuration
peer moni t ori ngconfi guration.

@® Note

Health Monitoring of the peer will start only after the feature is enabled and the
corresponding peerset is used in shi rout econfi g.

Observe

Following metrics are added in the CNC Policy Metrics section:

e 0C_egressgateway peer_health_status

e 0cC_egressgateway peer_health_ping_request

e 0c_egressgateway peer_health_ping_response

e 0C_egressgateway_ peer_health_status_transitions
e OC_egressgateway_peer_count

e 0C_egressgateway peer_available count

Alert

Following alerts are added in the Alert section:
e SCP_PEER_UNAVAILABLE
e SCP_PEER_SET_UNAVAILABLE

4.41 Supports 3gpp-Shi-Correlation-Info Header

The 3gpp-Shi-Correlation-Info header contains correlation information, User Equipment (UE)
identity that is used by an operator in various offline network management, performance
analysis, and troubleshooting tools and applications to identify messages (requests,
responses, subscriptions, and notifications) related to a particular subscriber.
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In CNC Console, enable this feature in the global configuration page. By enabling this, the
correlation-info header gets applied across all of the PCF external interfaces like PCF Session
Management(SM), PCF Access and Mobility(AM), PCF UE Policy, PCF User Connector and
Gateways. The generation of new correlation-info headers and forwarding them to producer
NF's is not managed by this global configuration Ul option.

The generation of new correlation-info header in PCF is managed by the NF Communication
Profiles configuration page. Communication profiles once attached with the respective
interfaces (PCF SM, PCF AM, PCF UE Policy, and PCF User Connector) allows to enable or
disable of header generation along with the flexibility of selecting correlation type to be used for
the header. The Correlation types namely SUPI, GPSI or both are supported for this release.
For more details about NF Communication Profiles, see the NF Communication Profiles
section.

The following conditions are to be met for header generation in PCF:
1. Correlation-info header, not sent by consumer NF towards PCF interfaces.
2. CNC Console global settings configuration is enabled.

3. Communication profile attached to the respective interface has the required configuration.

Further, the received or generated headers are forwarded only when the setting Send
Correlation-Info Header is set to Enable.

3gpp-Sbhi-Correlation-Info

The header contains correlation information e.g., UE identifier related to the HTTP request or
response.

® Note

1. The possibility to include more than 1 correlationinfo parameter in the 3gpp-Shi-
Correlation-Info header is kept for future extensibility.
correlationinfo = ctype "-" cvalue

ctype = "imsi" / "impi" / "suci" / "nai" / "gci" / "gli" / "impu" / "msisdn" / "extid" /
"imei" / "imeisv" / "mac" / "eui" / token

2. The token is defined for future extensibility.
The token of ctype shall not use the dash ("-") character.

cvalue = 1*tchar

Table 4-23 The format of cvalue shall comply with the data type description.
]

ctype Description

SUPI VarUeld format defined for IMSI and starting after
the string "imsi-"

GPSI VarUeld format defined for MSISDN and starting

after the string "msisdn-"
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Table 4-24 3GPP defined Custom HTTP Headers

. _________________________________________________________________________________|
Header Description Example

3gpp-shi-correlation-info This header may be used to EXAMPLE 1:

contain correlation information When UE identifier used is SUPI
(e.g., UE identity), that may be and SUPI type is an IMSI: 3gpp-
used by an operator in various Shi-Correlation-Info:

offline network management, imsi-345012123123123
performance analysis and EXAMPLE 2:

troubleshooting tools/applications
to identify messages (requests, When UE identifier used is GPSI

responses, subscriptions, and GPSI type is an _

notifications) related to a MSISDN:3gpp-Shi-Correlation-

particular subscriber. Info: msisdn-1234567890
EXAMPLE 3:

When UE identifiers used are
SUPI and GPSI where SUPI type
is an IMSI and GPSI type is an
MSISDN:3gpp-Shi-Correlation-
Info: imsi-345012123123123;
msisdn-1234567890

Identifier Precedence for Generation of Correlation Header in request Toward other NFs

The UDR Connector service supports configurations to provide default user identifier that takes
precedence over other identifiers. This ensures that these configured identifier should be
considered while sending the requests toward external NFs like NRF or UDR. This key
precedence UDR. KeyPrecedence value can be set by the user in the advanced settings of PCF
User Connect or service page in CNC Console. For more details, see the Advanced Settings
in PCE User Connector section.

The configured precedence identifiers affects the generation of correlation header. The first
identifier in the configuration shall be considered for the generation of the correlation header.

Consider a scenario where SBI Correlation header is configured and the default key
precedence's are set to | Msl, GPSI . If both of the identifiers exists in the request then one of
them takes priority based on the configured default key precedence. In this case IMSI shall be
used for generating the correlation header while sending requests to external NFs UDR or
NRF. If the precedence's are changed to GPSI, SUPI then for generation of correlation header
GPSil is considered while sending the request to external NFs UDR or NRF.

Managing SBI messages correlation using Subscriber Identity
This section explains the procedure to enable and configure the feature.
Configure

In CNC Console, enable this feature by enabling Enabl e SBI Correl ati on field in the general
settings page, see General Settings.

Configure Using REST API

For configuring the SBI messages correlation using Subscriber Identity feature using REST
APIs, see Oracle Communications Cloud Native Core, Policy REST API Specification Guide.

Observe

Following metrics are added in Correlation-Info Header Metrics section:

Cloud Native Core, Converged Policy User Guide
F83322-12 November 18, 2025

Copyright © 2019, 2025, Oracle and/or its affiliates. Page 206 of 465



ORACLE

Chapter 4
HTTP Error Codes

occnp_correlation_info_header_received

occnp_correlation_info_header_forwarded

occnp_correlation_info_header_generated

4.42 HTTP Error Codes

Policy can handle Protocol or Application errors and a few other additional defined errors for
various scenarios. When Policy encounters an error in processing a request, it sends error
codes in the response message to the request. With this enhanced functionality, Policy allows
users to mitigate errors from different NFs.

Error Mapping for CHF and UDR Interfaces

Configure
In UDR and CHF, the session retry functionality is used to mitigate the errors. For more
information, see Support for Session Retry and Alternate Route Service.

In addition to session retry, we can mitigate the errors using the object expressions with action
as "Reject session with error code" blockly. If this blockly is not configured, PCF responds to
SMF or AMF with "400" error code and "USER_UNKNOWN" cause code for any error
response received from UDR while fetching subscriber profile. For more information, see
"PCF-SM" section in Oracle Communications Converged Policy Design Guide.

Enable

To enable Error Handling feature where the Error Codes from CHF & UDR to reach the core
services, the following flags needs to be updated in the Advanced Settings specific to the
service:

* For UDR, UDR_ errorHandlerEnabled key must be set to true, in the advanced settings
for PCF User Connector service.

* For CHF, CHF_errorHandlerEnabled key must be set to true, in the advanced settings for
PCF User Connector service.

 For PDS, PDS_ERROR_HANDLER_ENABLED key must be set to true, in the advanced
settings for PDS service.

For more information, see Configuring Policy Using CNC Console.

Observe
Added the following metrics for Error Mapping for CHF and UDR Interfaces :

e error_handler_in_total

e error_handler_out_total

@® Note

When the UDR Connector, CHF Connector, and PDS act as a consumer of the error
and the Error Handler feature is integrated with these services and is enabled, and if
these services are generating any error while interacting with other services, then the
above metrics will increment. Whereas, When the UDR Connector, CHF Connector
act as a producer of the error, the Error Handler feature is not considered. Hence,
these metrics does not get incremented even when the feature is enabled.

For more information, see Error Mapping Metrics.
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Error Mapping for AM, SM, and UE Interfaces

In AM, SM, and UE, the session retry functionality is used to mitigate some of the errors. For
more information, see Support for Session Retry and Alternate Route Service.

Enable
This is a core functionality of Policy. You do not need to enable or disable this feature.

Configure
The following blockly has been added in the PCF-SM to reject a session with error code:

Figure 4-66 Reject Session with Error Code and Error Cause

Reject Session With Emror Code: [f[1) And Emor Cause: 1

This action blockly allow to reject the session with a custom error code and a custom error
cause.

For more information, refer to Oracle Communications Cloud Native Core, Policy Design
Guide.

Observe
The following metrics is incremented in case of error mapping for AM, SM, and UE interface:

* ocpm_ingress_response_total

For more information, see

Error Mapping for NRF Interface
In NRF, the Policy retries with primary and non-primary NRFs to configure the errors.

Enable
To enable the service, set the following parameter to true at the time of installing or upgrading
Policy:

noti fySemanti cVal i dati onEnabl ed

For information on the parameter, refer to Oracle Communications Cloud Native Core, Policy
Installation, Upgrade, and Fault Recovery Guide .

Configure
This feature can be configured using the not i f ySermant i cVal i dat i onEnabl ed parameter.

Observe
Added the following metrics for Error Mapping for NRF Interface :

« nrfclient_nw_conn_in_response_total

* nrfclient_nw_conn_out_notify_response_total

For more information, see NRF Client Metrics.

For the list and the details of the HTTP error codes of CHF, UDR, AM, SM, UE, and NRF
interfaces, see HTTP Error Codes Supported by Policy.
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4.43 Diameter Error Codes

Policy can handle protocol or application errors and a few other additional defined errors for
various scenarios. When Policy encounters an error in processing a request, it sends error
codes in the response message to the request. Policy interacts with BSF and at Rx interface
during the life of a session there could be an error scenario.

Policy should handle error gracefully and there should be defined path for each error scenario
for effective functioning of NF. With this enhanced functionality, Policy allows users to configure
error codes.

The error codes are configured by adding customized values, for a defined condition, for the
following fields:

»  Error Description

* Diameter Result Code

*  Experimental Result
— Vendor ID

— Experimental Result Code

Configure

To configure the diameter error codes for Policy, users can use any of the following ways:

* CNC Console: Perform the configurations on the Diameter Error Codes page. For more
information, see Diameter Error Configurations .

* REST API: Perform the configurations using POST, PUT, or GET operations. For more
information about REST API configuration, see Cloud Native Core Policy REST
Specification Document.

Observe

The occnp_diam_response_local _total and occnp_diam_response_network_total metrics are
applicable for this feature. For more details, see Diameter Gateway Metrics.

4.44 Configurations for Pre and Post Upgrade/Install Validations

This feature applies validation checks that are required on the application, databases, and its
related tables before and after the upgrade/installation of Policy application.

On enabling this mandatory pre-flight and post-flight validation checks, for successful upgrade/
installation following are validated:

e does the related database exists

e does all the required tables exist

e does the required table schema exist for all the required tables
e does all the required infrastructure exists

This pre-flight and post-flight checks ensures that all the dependent databases, tables,
schema, applications are in right order for performing successful update/installation.
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For more information on how to how to set the parameter value for pre and post flight checks,
see Configurations for Pre and Post Upgrade/Install Validations in Cloud Native Core,
Converged Policy Installation, Upgrade and Fault Recovery Guide.

4.45 Support Multiple Cluster Deployment at CNC Console

The CNC Console supports both single and multiple cluster deployments.

In a single cluster deployment, the CNC Console can manage NFs and Oracle
Communications Cloud Native Core, Cloud Native Environment (CNE) common services
deployed in the local Kubernetes clusters.

In a multiple instances deployment, the CNC Console can manage multiple Policy instances
and CNE common services deployed within a Kubernetes cluster. For more information about
single and multiple cluster deployments, see Oracle Communications Cloud Native Core,
Cloud Native Configuration Console Installation, Upgrade and Fault Recovery Guide.

The following image represents a Kubernetes cluster with one instance of CNC Console and
two instances of Policy. The single instance of the CNC Console is configuring two instances of
Policy with different namespaces.

Figure 4-67 Support for Multiple Instance Deployment

With the support of multicluster deployment, Policy deployed in multiple Kubernetes clusters
can be accessed using CNC Console. In a multicluster deployment, the CNC Console can
manage Policy and CNE common services deployed in the remote Kubernetes clusters.

The following image represents multiple Kubernetes clusters with one CNC Console and two
Policy deployments. The single instance of the CNC Console is configuring two instances of
Policy with different namespaces deployed in different clusters.
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Figure 4-68 Support for Multicluster Deployment

Kubernetes Cluster 1
CMC Console
(Mamespace 1)

/

Kubernetes Cluster 2 Kubernetes Cluster 3
CMC Policy1 CHC Policy2
(Mamespace 2) (Mamespace 3)

4.46 NetLoc Support

NetLoc is one of the 3GPP-defined features responsible for retrieving access network
information in IMS network architecture. Depending on the operator's policy configuration and
subscription, the NetLocfeature helps in fetching User Equipment (UE) time zone information
and User location information from the access network. Such information is called Network
Provided Location Information (NPLI). Operators can use the NPLI information for the
following:

e Lawful interception

e Charging

* IMS Emergency Calls Routing

» Retention of Location Information Data

*  Special Call Routing for Localized Services
* Location-based service triggering

Based on the response that it receives from SMF over the N7 interface, PCF provides this
NPLI to the Application Function (AF) over the Rx interface.

The Application Function initiates a request towards PCF requesting NPLI using the
"ACCESS_NETWORK_INFO_REPORT" within Specific-Action AVP and Required-Access-Info
AVPs. PCF, upon receiving this request, initiates Npcf_SMPolicyControl_UpdateNotify
procedure for AN_INFO event trigger requesting NPLI in terms of user location and/or user
timezone information. SMF, upon receiving NPLI information from core network (AMF),
provides that info PCF using Npcf_SMPolicyControl_Update procedure. Then, PCF forwards
that information to AF using RAR message using 3GPP-User-Location-Info, 3GPP-MS-
TimeZone, 3GPP-SGSN-MCC-MNC AVPs.

By default, this feature is not configured on the CNC Policy deployment. You must configure
the NetLoc feature using the CNC Console or REST API.
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Feature Negotiation

Once the feature has been enabled, feature negotiation needs to happen between AF and
PCF during Npcf_PolicyAuthorization_Create Service operation. As defined by the 3GPP
feature negotiation mechanism, the following conditions must be met for AF and PCF to agree
upon the NetLoc feature:

e NF consumer or AF advertises the support for "NetLoc" feature within the attribute
supportedFeatures (suppFeat) as part of SmPolicyData when sending a request to create
SM policy association.

e Inturn, PCF advertises the same value for the supportedFeatures (suppFeat) while
sending the response for the policy association create request.

Managing NetLoc Support
Enable and Configure

By default, this feature is not configured on the CNC Policy deployment. You can opt to
configure the NetLoc using the CNC Console or REST API.

On PCF Session Management page, under Service Configurations, select Net Loc from the
drop-down menu of Override Supported Features parameter. For more information about the
configurations, see PCF Session Management.

Using the REST APIs for Session Management Service, you can enable the feature by
updating the value as Net Loc for the following parameter under the syst emgroup:

overrideSupportedFeatures": |
"Net Loc"

1,

Observe

No new alarms or alerts are introduced specific to this feature.

4.47 Subscription to Notification Support for Signaling Path
Status

Policy supports notification of the AF signaling Transmission Path Status (SMF - Policy —
AF), subscription to notification of the AF signaling Transmission Path Status (AF - Policy —
SMF), and cancellation of subscription to notification of the AF signaling Transmission Path
Status (AF — Policy - SMF).

PCRF-Core supports notification of the AF signaling Transmission Path Status (PGW -
PCRF-Core - AF), subscription to notification of the AF signaling Transmission Path Status
(AF —» PCRF-Core — PGW ), and cancellation of subscription to notification of the AF
signaling Transmission Path Status (AF -~ PCRF-Core - PGW).

For Policy, during a PDU session establishment procedure, the SMF includes the | M5_SI G
value within the qosFI owmJsage attribute and the PCF accepts that default QoS flow is
dedicated to IMS signaling, the PCF within the SmPolicyDecision data structure must include
the | M5_SI Gvalue within the gosFl owUsage attribute.

For more information on | M5_SI Gvalue update in the CNC Console, see PCF Session
Management.
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For, PCRF-Core, during a PDU session establishment procedure, the SMF includes the

| M5_SI GNALLI NGvalue within the bear er usage attribute and the PCF accepts that default
QoS flow is dedicated to IMS signaling, the PCF within the SmPolicyDecision data structure
must include the | M5_SI GNALLI NGvalue within the bear er usage attribute.

For more information on | M5_SI GNALLI NGvalue update in the CNC Console, see PCRF
Core .

Notification of the AF Signaling Transmission

When the Policy is notified of the release of resources associated to the PCC or QoS rules
corresponding with AF Signaling IP Flows, the Policy informs the AF about the release of the
signaling Transmission path by sending a Re-Authorization Request (RAR) command to the
AF.

The RAR includes the Specific-Action AVP set to the value
"INDICATION_OF RELEASE_OF BEARER (4)" and the deactivated IP Flow encoded in the
Flows AVP.

On Sm Update/CCR-U with the IMS Signalling Rule set as inactive, at a minimum, we are able
to send an Rx ASR.
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Figure 4-69 Notification of the AF Signaling Transmission in 5G
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¥
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204 NO_CONTENT

Y
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A
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Figure 4-70 Notification of the AF Signaling Transmission in 4G

P-CSCF/AF CnPCRF P-GW
Gx CCR-U
il
G CCA-U
DIAMETER_SUCCESS >

SESS_BINDING Procedure

Subscription to notification of the AF Signaling Transmission

When AF receives an initial register SIP message from an attached UE, it subscribes to the
notifications of the AF signaling transmission path status.

The AF provides the following:

UE’s IP address (using either the Framed-IP-Address AVP or the Framed-Ipv6-Prefix AVP)

Specific-Action AVP requesting the subscription to
"INDICATION_OF_RELEASE_OF_BEARER"

— INDICATION_OF RELEASE_OF_BEARER (4)

In the AAR, this value indicates that the AF requests the server to provide a notification
at the removal of a bearer

The AF shall additionally provide a Media-Component-Description AVP including a single
Media-Sub-Component AVP with the Flow-Usage AVP set to the value "AF_signaling"

The Media-Component-Description AVP shall contain the Media-Component-Number AVP
setto "0

Cloud Native Core, Converged Policy User Guide

F83322-12

November 18, 2025

Copyright © 2019, 2025, Oracle and/or its affiliates. Page 215 of 465



ORACLE Chapter 4
Subscription to Notification Support for Signaling Path Status

On Rx AAR with the flow-usage as IMS Signalling, we link the Rx session with the IMS
Signalling rule. We do not need to send a Gx RAR or SmUpdateNotify.

If we do not find an IMS Signalling rule, then bind it to the first PCC rule so we get an ASR only
on CCR-T.

Figure 4-71 Subscription to notification of the AF Signaling Transmission in 5G

P-CSCF/AF PCF (diam-connector through diam-gw) PCF [SM-Service) SMF
l‘ Rx AAR-1/U
J v POST __fapp-sessions
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POST {notificationUri/update) [
I
Mpcf_SMPolicyControl_UpdateMotify '{

M 201 Created
[Location Header, AppSessionContext]
-4

-
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'L DIAMETER_SUCCESS
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Figure 4-72 Subscription to notification of the AF Signaling Transmission in 4G

P-CSCF/AF

CN-PCRF P-GW
Rx AAR-I/U
SESS_BINDING Procedure
—| Gx-RAR
|
< Rx AAA-I/U
DIAMETER_SUCCESS
Gx-RAA [
a

Cancellation of subscription to notification of the AF Signaling Transmission

If the Rx Diameter Session is only used for subscription to Notification of signaling Path Status,
the AF may cancel the subscription to notifications of the status of the AF signaling
transmission path. In this case, the AF uses a Session-Termination-Request (STR) command
to the CNCPolicy, which gets acknowledged with a Session-Termination-Answer (STA)

command.

On Rx STR, we simply unlink the Rx session from the Gx session / sm session and IMS
Signalling Rule, but we do not remove the IMS Signalling Rule from the Gx or SM.
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Figure 4-73 Cancellation of subscription to notification of the AF Signaling

Transmission in 5G
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Figure 4-74 Cancellation of subscription to notification of the AF Signaling
Transmission in 4G

P-CSCF/AF CnPCRF P-GW

Rx 5TR

SESS_BINDING Procedure

Rx STA [
Diameter Success [

4.48 Support for SessionRuleErrorHandling

The Session Rule Error Handling is a 3GPP 29.512 TS defined feature. If the
SessionRuleErrorHandling feature is supported and SMF receives one or more session rules
but it does not enforce some or all session rules then the SMF provides sessionRuleReports.

When SMF detects that the provisioning of some or all the session rules is unsuccessful, it
sends a Session Rule Error Report in the Npcf _SMPol i cyCont r ol _Updat e and

Npcf SMPol i cyControl _Updat eNot i fy Response. Depending on the Session Rule Error
Report sent by SMF, the PCF may decide whether to retain the old session rule, re-installation,
modification, or removal of the session rule.

As per the sessionRuleReport, you can write policy conditions matching the ruleStatus and
sessRuleFailureCode received for the session rule and take action of installation, modification,
and removal of the session rule. The blocks are available only when you select PCC/Session
Rule Error Report under PCF-SM service while configuring the Policy Project. For more
information about these blocks, see Oracle Communications Cloud Native Core, Converged
Policy Design Guide.

Feature Negotiation

Once the feature has been enabled, feature negotiation needs to happen between SMF and
PCF during Npcf_SMPolicyControl_Create service operation. As defined by the 3GPP feature
negotiation mechanism, the following conditions must be met for SMF and PCF to agree upon
the SessionRuleErrorHandling feature:
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* NF consumer or SMF advertises "SessionRuleErrorHandling" feature within the attribute
supportedFeatures (suppFeat) as part of SmPolicyData when sending a request to create
SM policy association.

e Inturn, PCF advertises the same value for the supportedFeatures (suppFeat) while
sending the response for the policy association create request.

Enable

By default, this feature is not enabled on the Policy deployment. You can enable the
SessionRuleErrorHandling feature using the CNC Console or REST API.

* CNC Console: On PCF Session Management page, under Service Configurations, select
Sessi onRul eEr r or Handl i ng from the drop-down menu of Override Supported
Features parameter. For more information about the configurations, see PCF Session

Management.

* REST API: Using the REST APIs for Session Management Service, you can enable the
feature by updating the value as Sessi onRul eEr r or Handl i ng for the following
parameter under the Syst emgroup in the { api Root }/ oc- cnpol i cyconfi guration/v1/
servi ces/ pcf SmREST API:

overrideSupportedFeatures”: [
" Sessi onRul eEr ror Handl i ng"

] 1
Observe

The following metrics have been enhanced for this feature:

e occnp_http_in_conn_request_total
e occnp_http_in_conn_response_total
e occnp_http_out_conn_request_total

e occnp_http_out_conn_response_total

@® Note

The "sessRuleReports" dimension has been added for
occnp_http_in_conn_request total and occnp_http_in_conn_response._total
metrics.

The following metric have been added for this feature:

e occnp_sm_sess_rule failure_total

For more information, see SM Service Metrics.

No new alerts are introduced for this feature.

Maintain

Logs are added for processing of sessionRuleReports attribute as part of SM-Update request
and SM-UpdateNotify response.
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4.49 3GPP-User-Location-Info AVP In Rx RAR

This section describes the inclusion of 3GPP-User-Location-Info in Rx RAR, when the
UserLocation attribute is received on the SMF-N7 flows.

The following call flow describes the message flow from PCF to send 3GPP-User-Location-Info
AVP towards AF:

Figure 4-75 3GPP-User-Location-Info Call Flow

SMF PCF-5M Diam-Connector AF

I._____.

SM Create
—_—
SM Create -
=] AAR
return INDICATION_OF_RELEAE_OF BEARER
s me oo MDICATION_OF_3UCCE BIFUL_REZOURCEZ_ALLOCA
M AAR <
ALK AAA
e e - e e e L e
" Update Motify
return
_____________________________ E.
SM Update
—P
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NS Motify with ueLoc atiribute

conversien fo
3gpp-User-Location-Info AVP
from uelLoc

RAR with 3GPP-User-Location-Info

=3 1T st
return s m s s s mmmosoo oo <
‘:_ _____________________________

PCF performs the following steps to send 3GPP-User-Location-Info AVP towards AF:

1.

Application Function (AF) forwards the supported feature Attribute Value Pair (AVP) with
LTE_Phase3 value in the first Authentication Request (AAR) of AF/Rx towards the PCF. In
response, PCF exchanges the same AVP in Authentication Answer (AAA).

The AF subscribes for any of the specific-action between
| NDI CATI ON_OF_SUCCESSFUL_ RESOURCE_ALLOCATI ONand
| NDI CATI ON_OF RELEASE OF BEARER

After establishing the AF session successfully, Session Management Function (SMF)
sends repPol i cyCtrl ReqTri gger s with SUCC_RES ALLO or RES_ RELEASE along
with r ul eReports and userLocati onl nf o to PCF.

SM service generates event notification request for Diameter Connector over N5 along
with ueLoc attribute.

The Diameter Connector generates a Re-Auth-Request (RAR) with 3GPP- User -
Locati on- | nf o AVP for AF over Rx interface.

ueLoc Attribute
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In case of 3GPP access, the PCF includes the user location information in the uelLoc attribute
in N5 interface. The uelLoc atrribute has eut r aLocat i on and nr Locat i on attributes.

eut raLocat i on: The data type for the eut r aLocat i on attribute is Eut r aLocat i on. It has
the following attributes:

Table 4-25 eutralocation

. ____________________________ _____________________|
Attribute Name Data Type Description

tai Tai The Type Allocation Code (TAC)
of the Tracking Area Identity (TAI)
is set to one reserved value. For
an example 0x0000 is the TAC of
a TAl attribute. If the TAI
information is not available, see
clause 19.4.2.3 of 3GPP TS

23.003 [7]).
ecgi Ecgi E-UTRA Cell Identity
ignoreEcgi Boolean This attribute indicates that the

Ecgi is ignored. This attribute is
setto f al se by default.

Whenitis setast r ue, the Ecgi
is ignored.

globalNgenbld GlobalRanNodeld It indicates the global identity of
the ng-eNodeB in which the UE
is currently located.

globalENbId GlobalRanNodeld It indicates the global identity of
the eNodeB in which the UE is

currently located.

nr Locat i on: The data type for the nr Locat i on attribute is Nr Locat i on. It has the
following attributes:

Table 4-26 NrLocation
|
Attribute Name Data Type Description

tai Tai The TAC of the TAl is set to one
reserved value. For an example
0x0000 is the TAC of a TAI

attribute.
ncgi Ncgi NR Cell Identity
ignoreNcgi Boolean This attribute indicates that the

Ncgi is ignored. This attribute is
setto f al se by default.

globalGnbld GlobalRanNodeld This attribute indicates the global
identity of the gNodeB in which
the UE is currently located.

For more information on uelLocation, see the 3GPP technical specification 29.514.

In the RAR message, Geogr aphi cLocat i on is used. Following are the types of
GeographicLocation used in the RAR message:

*  TAI(128): Tracking Area ID for E-UTRAN.
* ECGI(129): Evolved Cell Global ID for E-UTRAN.
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TAI_ECGI(130): Tracking Area ID and Evolved Cell Global ID for E-UTRAN.
ENODEB(131): global identity of the ng-eNodeB for E-UTRAN.

TAI_ENODEB(132) : Tracking Area ID and global identity of the eNodeB for E-UTRAN.
EXTENDEDNODEB(133): global identity of the eNodeB for E-UTRAN.

TAI_EXTENDEDNODEB(134) : Tracking Area ID and global identity of the eNodeB for E-
UTRAN.

NCGI(135) : NR Cell Global Identity for NR.

TAI5G(136) : Tracking Area ID for NR.

TAISG_NCGI(137) : Tracking Area ID and NR Cell Global Identity for E-UTRAN.
NGRANNODE(138) : global identity of the gNodeB for NR.

TAISG_NGRANNODE(139) : Tracking Area ID and global identity of the gNodeB for NR.

Following is the sample N7 update request for the userLocationInfo attribute:

"userLocationlnfo": {

"eutralLocation": {

“tai": {
"plmld": {
"mc": "313",
"nce": 350"
b
"tac": "790"
1
"ecgi": {
"plmld": {
"mc": "313",
"nce": 350"
}

"eutraCel I Id": "AB0912"

3,

"ageCf Locationl nformation": 233,

"ueLocationTi mestanp": "2019-03-13T06: 44: 14. 342",
"geographi cal I nformation": "AAD1234567890123",
"geodeticlnformation": "AAD1234567890123BCEF",
"gl obal Ngenbl d": {

"plmld": {
"mc": "313",
"nce": 350"

}

"n3lwfld": "n3iwfid"

Following is the sample N5 Notification Request for the ueLoc attribute:

"ueLoc": {
"eutralocation": {
"tai": {
"plmld": {
"ncet: 313",
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n nnC“: n 350"
}1
n aCll: n 790"
}l
"ecgi": {
“plmld": {
Ilrmcll: Il313ll,
n nnC“: n 350"
}1

"eutraCel I 1d": "AB0912"

}
}1
"nrLocation": null,
"n3gaLocation": null

Following is the sample Diameter RAR message:

Sanpl e Di aneter RAR request:

Di amet er Message: RAR

Version: 1

Msg Length: 232

Cmd Fl ags: REQ PXY

Cnd Code: 258

App-1d: 16777236

Hop- By- Hop- | d: 4144052655

End- To- End- 1d: 2394693330
Session-1d (263,M1=9) =1
Origin-Host (264, M1=28) = diamconn. oracle.com
Origin-Realm (296, M| =18) = oracle.com
Destination-Real m (283, M1=24) = test.exanple.com
Desti nation-Host (293, M1=28) = diantliaf.oracle.com
Aut h- Application-1d (258, M1=12) = 16777236
Specific-Action (513, VM v=10415, | =16) =

| NDI CATI ON_OF_SUCCESSFUL_RESOURCES_ALLCCATI ON ( 8)
Fl ows (510, VM v=10415,1=44) =

Medi a- Conponent - Nunber (518, VM v=10415,1=16) = 1
Fl ow Number (509, VM v=10415,1=16) = 2

User-Location-1nfo-3GPP (22,V,v=10415,1=25) = Type=TAl _ECd (130)

MCCMNC=313350 TAC=1936 ECI =11208978

For more information, see the following 3GPP specification:
e 29.512

e 29514
e 29.214
e 29.229
Enable

This feature is enabled automatically at the time of Policy installation.

Configure
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Diameter connector has an environment variable PRI ORI TY_SPECI FI C_ACTI ONwhich
prioritizes the action while sending RAR message, if AF has subscribed for

| NDI CATI ON_OF_FAI LED_RESOURCE_ALLQOCATI ON and

| NDI CATI ON_OF RELEASE OF BEARER

4.50 Support for Server Header

PCF handles various requests from consumer Network Functions (NFs) and other network
entities over HTTP protocol. On receiving these requests, PCF validates and processes them
before responding to these requests. In case, PCF sends an error response, then the
consumer NFs need to know the source of the error to trouble shoot the error and take
corrective measures. The integration of this feature at PCF helps to determine the originator of
the error response.

This feature offers the support for Server Header in PCF responses, which contains
information about the origin of an error response and the type of the error encountered. The
Server Header includes the type of NF as "NF Type", followed by a “-” and the identity of the
NF or the network entity. It is expected to be present in all PCF responses in the following
format:

<NF_Type>-<NF_Instance_ld>
Where,
* <Nr Type>is the type of the NF generating the error.

e <NF Instance-|d>is the unique identifier of the NF instance generating the error
response.

For example: PCF-54804518-4191-46b3-955¢c-ac631f953ed8

The inclusion of the Server header in the PCF response is configurable, and can be enabled or
disabled using a flag. Also the error codes that are included as part of the Server header in the
error response are also configurable. The configuration of these parameters are done through
either with REST APIs that are exposed through configuration server or Helm Configurations.

The operation mode that is either REST or HELMfor Server Header configuration is done using
the below flag:

i ngress- gat enay:

server Header Confi gvbde: REST # Possi bl e val ues: HELM REST. Based on this
value, the feature flag for "server" header will need to be enabled either
in Hel mconfiguration or Rest configuration.

@ Note

Nf Type and Nf Instance Id are mandatory fields for Server Header to get included in
the error response. If either of the fields Nf Type or Nf Instance Id are configured as
empty, then the Server Header will not get included in the error response.

Managing Server Header
Enable

By default, this feature is disabled.
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You can enable the Server Header feature using Helm or REST API configurations as follows:

« Helm: To enable the server header feature using Helm configuration, set the value for
parameter ser ver Header Conf i gvbde to HELMin the cust om val ues. yani file. Then, set
the value for parameter ser ver Header Enabl ed. enabl ed to t r ue under routesConfig for
i ngress-gat enay.

For more information, see the Oracle Communications Cloud Native Core, Converged
Policy Installation, Upgrade, and Fault Recovery Guide.

* REST API: To enable the server header feature using REST configuration, set the value
for parameter ser ver Header Conf i ghbde to REST in the cust om val ues. yam file. Using
REST API, set the enabl ed parameter to t r ue in the following resource URI:

{apiRoot}/PCF/nf-common-component/v1/igw/serverheaderdetails

For more information, see the section Server Header at Ingress Gateway in Oracle
Communications Cloud Native Core, Converged Policy REST Specification Guide.

Configure
You can configure the server header feature using the REST API or CNC Console:

* Configure using REST API:Perform the REST API configurations in the following
sequence to configure this feature:

1. Configure serverheaderdetails to enable the feature.
{apiRoot}/PCF/nf-common-component/v1/igw/serverheaderdetails

2. Configure routesconfiguration to map route ID and its corresponding route-level
configuration.
{apiRoot}/PCF/nf-common-component/v1/igw/routesconfiguration

3. Configure errorcodeserieslist to update the errorcodeserieslist that are used to list
the configurable exception or error for an error scenario in Ingress Gateway.
{apiRoot}/PCF/nf-common-component/v1l/{serviceName}/errorcodeserieslist

@® Note

If you define server header configuration at both global and route levels, the route
level configuration takes precedence over the global level configuration.

For more information, see the "Server Header at Ingress Gateway" section in Oracle
Communications Cloud Native Core, Converged Policy REST API Specification Guide.

* Configure using helm: When parameter ser ver Header Conf i ghbde is set to HELMand to
configure the Server Header at Ingress Gateway, you need to perform the helm
configurations either at Global or at Route level.

# Al'l attributes under "serverHeaderDetails" will need to be configured
only if "serverHeaderConfighMde" is set as "HELM
server Header Det ai | s:
enabl ed: true
errorCodeSeriesld: El
configuration:
nf Type: PCF
nflnstanceld: INS-1

# Use bel ow configuration to define errorCodeSeries |ist
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error CodeSeri esLi st :

# Value of "id" attribute will
“errorCodeSeriesld" either at G obal
-id El

error CodeSeri es:

- errorSet: 4xx

error Codes:
- 400
- 408

- errorSet: 5xx

error Codes:

- 500

- 503
-id E2

error CodeSeri es:

- errorSet: 4xx

error Codes:
- -1

or Route |evel

Following Helm Configuration performed at Route Level:

routesConfig:

- id: backend nsl route
uri: https://backend-nsl: 8440/
path: /nsl/**
order: 1
met adat a:

# Al'l attributes under

"server Header Det ai | s"

will

Chapter 4
Support for Server Header

need to used for assigning

conf for Server header.

need to be

configured only if "serverHeader Confi gMode" is set as "HELM and Route

l evel configuration is required.
will be used
server Header Det ai | s:
enabl ed: true

"server" header configuration wll

If not defined, d obal

configurations

# Since this flag is set to true at Route |evel,
be enabled for this Route with
respective "errorCodeSeriesld" as E2

errorCodeSeriesld: E2 # This attribute will need to be defined if

"server" header configuration is enabled at Route |evel.

- id: backend ns2_route
uri: https://backend-ns2: 8550/
path: /ns2/**
order: 2
net adat a:

# Al attributes under

"server Header Det ai | s"

will

need to be

configured only if "serverHeader Confi gMode" is set as "HELM and Route

 evel configuration is required.
will be used
server HeaderDetai | s:
enabl ed: false

"server" header configuration wll
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@® Note

If you define server header configuration at both global and route levels, the route
level configuration takes precedence over the global level configuration.

For more information, see the Oracle Communications Cloud Native Core, Converged
Policy Installation, Upgrade, and Fault Recovery Guide.

* Configure using CNC Console: A new group, NF Server Settings is added to the NF
Communication Profile page. For more information, see NF Communication Profiles.

4.51 SBI Timer Handling

PCF-SM service receives requests from ingress Gateway with the help of the following 3GPP

headers:

e 3gpp- Shi - Ori gi nati on- Ti mest anp- contains the date and time (with a millisecond
granularity) when the originating entity initiated the request.

e 3gpp- Shi - Sender - Ti nest anp- contains the date and time (with a millisecond
granularity) at which an HTTP request or response is originated.

e 3gpp- Shi - Max- Rsp- Ti ne- contains the time duration expressed in milliseconds since
the absolute time is indicated in the 3gpp-Sbi-Origination-Timestamp header.

The timer profile sets request timeout values for UDR, CHF, BSF, SMF, and AMF messages in
applications or interfaces. Policy applies the specific timeout profile while sending requests to
external NFs. For more information on managing timer configurations, see Support for Timer

Configurations.

The timeout value used towards different interfaces of PCF such as UDR, CHF, BSF, SMF, and
AMF also depends on the message communication towards the HTTP server. The message
communication towards the HTTP server can be synchronous or asynchronous:

1. Synchronous:

«  When Timer headers are available:

When current time is subtracted from the sum of 3gpp- Shi - Ori gi nati on-

Ti mest anp and 3gpp- Sbi - Max- Rsp- Ti ne and the result is greater than zero,
then it is considered as pot enti al _r equest Ti meout . In this case, if the
validation fails you must immediately fail the request towards upstream.
Thereafter, a similar check is done by the upstream service.

If TimerProfile is configured and applicable for a respective interface on service,
then the minimum value out of pot ent i al _r equest Ti meout or
Ti mer Prof i | e_val ue is taken as request timeout.

If TimerProfile is not configured or applicable for respective interfaces, then the
minimum value out of pot enti al _request Ti meout or Static ti nmeout

val ue of servi ce istaken as request timeout. Here, the static timeout value is
the value timeout that the user configures in the Helm.

*  When Timer headers are not available:

If TimerProfile is configured and applicable for respective interfaces of the service,
then Ti mer Prof i | e_val ue is used as request timeout.

If TimerProfile is not configured or applicable for respective interfaces of the
service, then static timeout is used as request timeout.
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2. Asynchronous

» If TimerProfile is configured for a respective interfaces on service, then use value of
the Ti mer Pr of i | e request timeout.

« If TimerProfile is not configured or applicable for respective interface on service, then
set the static timeout as request timeout. While setting the static timeout value, you
must ensure that the value of static timeout is greater than any timeout profile value.

The timeout value is calculated as per message instead of per interface. It allows the user to
configure a different timeout, whether the UDR connector or NRF interface is sending a Get or
Subscribe message. The user can calculate the timeout using UDR messages. For more
information on managing the timeout, see Support for Timer Configurations.

Managing SBI Timer
Enable

To enable the SBI Timer Header, set the i sSbi Ti mer Enabl ed parameter to true, under the
ingress-gateway configurations in the custom values.yaml file for Policy.

If the i sSbhi Ti mer Enabl ed parameter is 'true' then:

e 3gpp- Shi - Sender - Ti mest anp, 3gpp- Sbi - Max- Rsp- Ti me, and 3gpp- Shi -
Ori gi nati on- Ti nest anp are used along with route level (if configured) and global level
request timeout to calculate final request timeout.

e After calculating the final request timeout, the original values of 3gpp- Sbi - Sender -
Ti nest anp, 3gpp- Shi - Max- Rsp- Ti e, and 3gpp- Shi - Ori gi nati on- Ti nest anp
are published in the Ori g- 3gpp- Sbhi - Sender - Ti nest anp, Ori g- 3gpp- Shi - Max-
Rsp- Ti me, and Ori g- 3gpp- Shi - Ori gi nati on- Ti mest anp respective custom
headers.

If i sSbi Ti mer Enabl ed is 'false’, then the SBI headers are not taken into consideration even
if, they are present and the custom headers are not published.

Configure

When i sSbi Ti mer Enabl ed flag is true in Ingress Gateway and publish headers flag is
enabled, Egress Gateway needs to get the original value from the corresponding orig header
and set it to the 3gpp header. This can be done by adding an entry filter per route in egress
gateway section of custom-values.yaml file.

Following is an example of how to configure the entry filter to ensure that the '3gpp-Sbi-
Origination-Timestamp' header retains the original value stored in the 'Orig-3gpp-Shi-
Origination-Timestamp' header for the UDR route:

rout esConfi g:
- id: udr_direct
uri: http://dummy. dont change?2
path: /nudr-dr/**
order: 3
met adat a:
# Configuration done at route level will take precedence over same
configuration done at global |evel
httpsTarget Only: fal se
httpRuri Only: false
shi Routi ngEnabl ed: fal se
shi Rout i ng\\i ght BasedEnabl ed: fal se
confi gur abl eError Codes:
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enabl ed: fal se
#errorProfil eNane are al ways defined at gl obal |evel
error Scenari os:
- exceptionType: "VI RTUAL_HOST_RESCLUTI ON_ERROR'
errorProfil eName: "ERR 114"
- exceptionType: "INVALI D_QAUTH TOKEN REQUEST"
errorProfil eName: "ERR 115"
- exceptionType: "QAUTH | NTERNAL ERROR'
errorProfil eName: "ERR 115"
- exceptionType: "QAUTH TOKEN RETRI EVAL_FAI LURE"
errorProfil eName: "ERR 115"
- exceptionType: "OAUTH NRF_RESPONSE FAI LURE"
errorProfil eName: "ERR 115"
- exceptionType: "CONNECTI ON_TI MEQUT"
errorProfil eName: "ERR 100"
- exceptionType: "REQUEST TI MEQUT"
errorProfil eName: "ERR 200"
filterNameRegEntry:
name: CustonReqHeader EntryFilter
args:
headers:
- net hods:
- ALL
header sLi st :
- header Name: 3gpp- Shi - Ori gi nati on- Ti mest anp
defaul tVal : <default _val ue>
source: incom ngReq
sour ceHeader: Orig- 3gpp- Shi - Ori gi nation-Ti mest anp

You can configure the parameters for SBI Timer by updating the custom-values.yaml file for
Policy. For more information about configuring the parameter value, see Late Arrival Handling
Configuration in Oracle Communications Cloud Native Core, Converged Policy Installation,
Upgrade and Fault Recovery Guide.

Observe

The ocpm udr _tracki ng_request _tinmeout_total,

ocpm udr _tracking_request tinmeout _total,

ocpm egress_request _tineout_total,and ocpm ti meout _total metrics are
applicable for SBI timers. For information related to SBI Timer metrics, see CNC Policy
Metrics .

4.52 Detection and Handling of Late Arrival Requests

PCF Service receives requests from Ingress Gateway with the 3GPP headers. These requests
help in the detection of the response time for the SM service. Following headers are received
from the Ingress Gateway:

e 3gpp- Shi - Ori gi nati on- Ti nest anp- It contains the timestamp when the originating
entity initiates the request.

e 3gpp- Shi - Max- Rsp- Ti ne- It contains the time duration expressed in milliseconds since
the absolute time is indicated in the 3gpp-Shi-Origination-Timestamp header.
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e 3gpp- Shi - Sender - Ti nest anp- It contains the date and time (with a millisecond
granularity) at which an HTTP request or response is originated from the previous NF.

PCF must be able to read the 3gpp- Sbi - Ori gi nat i on- Ti mest anp and 3gpp- Sbi - Max-
Rsp- Ti me headers to be able to respond as per the request. The following scenarios can be
considered:

e If the sum of 3gpp- Shi - Ori gi nat i on- Ti nest anp and 3gpp-Shi-Max-Rsp-Time is less
than the current time, the PCF service must reject the message with a 504 HTTP code and
the message: "TIMED_OUT_REQUEST".

* If the request does not include either 3gpp- Shi - Ori gi nati on- Ti mest anp, 3gpp-
Shi - Sender - Ti nest anp, or 3gpp- Shi - Max- Rsp- Ti me headers, then this request is
accepted and the call flow continues as normal with the inclusion of collision detection.

* If 3gpp- Sbhi - Max- Rsp- Ti e receives a negative value, this header is considered invalid.
In this case, the service fallbacks to the default behavior and accepts the request
irrespective of the origination/Sender timestamp value.

In case of collision detection, PCF needs to trigger a cleanup internally on the rest of the
services so that there is only one association per user at a time.

Collision Detection of SM PDU Sessions

When SM Service receives a new SM PDU Session Create request and if the value of
SYSTEM COLLI SI ON_DETECTI ON. TERM NATE_NOTI FY. ENABLED advanced settings key is set to
true, SM Service detects and cleans up duplicate requests of SM Sessions (Collision
Detection) and sends Terminate Notify to SMF when .

SM service deletes the older session from SMPolicyAssociation database and sends the
Terminate Notify request to SMF.

Figure 4-76 Sample call flow for sending Terminate Notify when duplicate session is
found (collision detection) and SM service cleans up the older session from database

PCF

] o, ] [sn]  [o)

5M create 1

—-
>

SM create 1 }‘| SM service processes SM create 1 (PDS/PRE/Binding-Service) E]

201 Created

201 Created

| Newer Duplicate SM creatg 2_|

!
>

SM service processes Newer SM create 2. IT

! Newer Duplicate SM create 2_ '
P £ Initiates internal delete of older session (SM create 1) and triggers terminate notify

>
|

201 Created

201 Created

| i .
__terminate notify_ || Terminate notify gets executed parallel to internal delete H
i > T

| terminate notify_ |
| >
|_204 No Content |
e

| |
! 204 No Content |
-

SMF | IGW I SM service | I EGW | SMF |

1. SM service receives a SM CREATE request from SMF through Ingress Gateway.

2. SM service sends a GET request to PDS to get the subscriber details from UDR, initiates a
binding session request with Binding Service and then sends a request to PRE for policy
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evaluation. After the session is successfully created, SM services responds to SMF with
201 created message.

3. SM service receives another CREATE request from SMF, which is a duplicate of the
session that is already created.

4. SM service processes the new CREATE request and deletes the older session.

5. SM service sends a Terminate Notify message to SMF through Egress Gateway.

6. After deleting the details of the older session, SMF responds to SM service with 204 No
Content message.

Managing Late Arrival requests and Collision Detection
Enable

For collision detection, the SYSTEM.COLLISION.DETECTION parameter is available to the
user. It is set to false, by default. When the parameter is set to true, PCF-SM checks for
collision in the SMPolicyAssociation table, based on User Equipment information (ie. SUPI)
and the PDU Session ID.

PCF-UE and PCF-AM checks for collision in the UEPolicyAssociation and
AMPolicyAssociation table respectively, based on User Equipment information (ie. SUPI).

Configure

You can configure the parameters for late arrival handling by updating the custom values file
for Policy. For more information about configuring the parameter value, see Late Arrival
Handling Configuration in Oracle Communications Cloud Native Core, Converged Policy
Installation, Upgrade, and Fault Recovery Guide.

Observe

Policy provides metrics specific to late arrival requests and collision detection. For information
related to late arrival requests and collision detection metrics, see Late Arrival Requests and
Collision Detection Metrics .

4.52.1 PCF Support for Detection and Handling of Late Arrival Requests in

BSF

Each microservice propagates the 3gpp-Shi-Origination-Timestamp header and updates the
3gpp-Shi-Sender-Timestamp from PCF to BSF with the current timestamp when it receives a
request from SMF or SCP.

For adding Detection and Handling of Late Arrival functionality in BSF, it is necessary to make
sure these headers and a new Custom header are propagated from PCF to BSF. Moreover, as
required by the user, PCF supports to set the value of Custom-Shi-Sender-Timestamp header.

To create Custom-Shi-Sender-Timestamp it is necessary to add the following configuration to
PCF ingress-gateway:

rout esConfig:
- id: smcreate_session_route
uri: http://{{ .Release.Nane }}-occnp-pcf-sm
{{ .Values.global.servicePorts. pcf SnServiceHttp }}
pat h: /npcf-snpolicycontrol/*/smpolicies
order: 1
met hod: POST
readBodyFor Log: true
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filters
subLog: true, CREATE, SM
cust onReqHeader EntryFi | ter
headers:
- met hods
- PCsT
header sLi st :
- header Name: 3gpp- Shi - Message-Priority
defaul tVal: 24
source: incom ngReq
sour ceHeader: 3gpp- Shi - Message-Priority
override: false
- header Name: Cust om Shi - Sender - Ti mest anp
defaul tVal : func:currentTi me(EEE, d MW yyyy HH nm ss. SSS
z,gnt)
source: incom ngReq
sour ceHeader: 3gpp- Shi - Sender - Ti mest anp
override: false

4.53 Support for Session Retry and Alternate Route Service

For previous releases, Policy and PCF were configured with primary and secondary NRF or
SCP statically by limiting to a specific number. Starting with release 1.8.0, Policy provides the
Session Retry functionality. This feature enables the alternate recovery mechanisms to mitigate
the impact of any unavailable resource. The policy system provides flexible and configurable
retry behavior for selected interfaces.

A retry profile specifies when and how the signaling message from one network function to
another are retried and rerouted on failures. For example, if heartbeat messages that PCF
sends to NRF fail consistently, the PCF should choose a different (secondary or next priority)
NRF that is available to send the subsequent heartbeat messages. Similarly, the retry or
reroute mechanisms are required for messages going towards UDR, CHF, and so on. Even the
notifications to SMF and AMF may need to be retried and rerouted based on the configuration.

Policy supports the session retry functionality for failed notifications. In case of a notification
towards SMF fails, then the PCF sends an On-Demand discovery towards NRF based on the
SetID received in the CREATE or UPDATE request from the SMF as part of the 3gpp-Sbi-
Binding header. NRF performs a SetlD based resolution and sends back a list of NFs under
the same SetID. PCF selects the alternate SMF based on the configurations and sends the
next notification.

® Note

The following conditions must be met for the Session Retry for Notifications
functionality: :

* The NF Set Resolution configuration must be enabled. For more information
about the configuration, see Managing Session Retry and Alternate Route
Service.

*  NF must send the Binding headers with nf Seti d in the CREATE or UPDATE
request.
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Retry

Retry is initiated when PCF microservices initiate an egress request, but it fails to reach the
egress gateway. The reason can be connection failure or Aspen Service Mesh failure. Session
retry enables alternate recovery mechanisms to mitigate impact of any unavailable resource.
Policy system provides flexible and configurable retry behavior for selected interfaces. You can
configure retry profile for the following destination NFs: UDR, CHF, BSF, SMF, AMF, and AF
through CNC Console.

The following figure shows a scenario when PCF microservice initiates an egress request, but
it fails to reach the egress gateway:

Figure 4-77 PCF Microservice Initiates Egress Request

Policy Service
[ SMAM,UE User... ] [ Egress GW ]

Service sends an egress requestto Egress GW,

Alternate routing

Alternate routing is initiated when egress gateway fails to reach external network function (NF)
or external NFs fail with an error code, or external NFs do not respond. Alternate destination
can be chosen by using static configuration or by using DNS-SRV records. For more
information about static and DNS-SRV configurations, see "Configurable Parameters for
Alternate Route Service Configuration” in Oracle Communications Cloud Native Core,
Converged Policy Installation, Upgrade and Fault Recovery Guide.

The following figure shows a scenario when egress gateway reaches the NF, but NF responds
with an error code:

Figure 4-78 [Egress Gateway get Error Response

Policy Service
SMAM,UE User... Egress GW [ NF } [ NF (ALT) ]

Service sends an egress requestto Egress GW,

Destination NF responds with error ®

Egress GW relays the error
response to Policy Service

Initiate alternate routing if
configured, indicate "alternate
SCP"flag per configuration Egress GW forwards to destination, possiblyvia an
alternate SCP

Service sends an egress requestto Egress GW,
for alternate destination
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To support this behavior, PCF provides the capability to perform DNS SRV Query. The DNS
SRV Query discovers the NFs, such as NRF, SCP, and alternate producers. It also notifies
consumers during failures to enable the retry mechanisms. This feature provides support to
configure virtual FQDNs and adds capability to perform DNS SRV or local configuration Look
up to retrieve alternate failover NFs which can be maintained dynamically at the DNS Server.

With SRV Records, you can configure and maintain NF FQDN dynamically at the DNS Server,
which can be further selected by Policy, when there is a NF failure. This is achieved by
performing a SRV query on the virtual FQDN configured at the Policy, rather than configuring
primary and secondary NRF or SCP, statically in every Policy, only during instantiation time.
This option of DNS lookup for SRV records would also provide alternate NFs to the Policy
during failover.

Egress Gateway

Policy supports session retry functionality at Egress Gateway. When Egress Gateway receives
HTTP error response based on the matching errorcri teri a, there is retry of failed request
through an alternate SCP based on the defined erroracti onset. Theerrorcriteria
defines matching HTTP methods, status codes, and causes (optional). The er r or act i onset
defines number of reattempted counts and blacklist configurations. The respective
errorcriteriaanderroracti onset should be mapped to the r out esConfi g.

The following sample shows the mapping of errorcriteriaanderroractionset with
rout esConfi g:

routesConfig:
- id: scp_direct2
uri: https://dumy.dont change2
path: /<Intended Path>/**
order: 3
met adat a:
httpsTargetOnly: false
httpRuri Only: false
shi Routi ngEnabl ed: fal se

filterNanel:
nane: Shi Routing
args:

peer Setldentifier: set0
cust onPeer Sel ect or Enabl ed: fal se
errorHandl i ng:

- errorCriteriaSet: scp_direct2 criteria 1
actionSet: scp_direct2 action_ 1
priority: 1

- errorCriteriaSet: scp_direct2 criteria 0
actionSet: scp_direct2 action 0
priority: 2

- id: scp_direct2 criteria 1l
met hod:
- GET
- PCST
- PUT
- DELETE
- PATCH
response:
cause:
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i gnor eCausel f M ssing: fal se
path: ".cause"
reason:

- "cause-1"
- "cause-2"

st at uses:

- statusSeries:
st at us:

- 400

4xx

- id: scp_direct2 action_ 0

action: reroute

attenpts: 2
bl ackLi st:
enabl ed:
duration:

fal se
60000

errorcriteria can also be configured only with the status code. Following is the sample:

shi RoutingErrorCriteriaSets:

- id: scp_direct2 criteria_l

nmet hod:
- GET
- POST
- PUT
- DELETE
- PATCH
I esponse:
st at uses:
- statusSeries:
stat us:
- 400
- 404
- statusSeries:
stat us:
- 500
- 503

4xx

5xX

Following are the different use cases:

When the HTTP response is received at the Egress Gateway only with the error code, then
the error code is matched withthe errorcri teri aset and rerouted to alternate SCP.

When the HTTP response is received at the Egress Gateway with error code and error
cause, then the error code and error cause is matched withthe errorcriteri aset and
rerouted to alternate SCP.

When configured path is not found in the response and i gnor eCausel f M ssi ng is true,
then the response is received at Egress Gateway from SCP.

When configured path is not found in the response and i gnor eCausel f M ssi ng is false,
then the response is sent back to Policy.

When the cause is empty or null in the response body, errorcriteri ais not considered
as a match irrespective of i gnor eCausel f M ssi ng is true or false and corresponding
erroracti onset is not executed.
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For more information on configuration, see "SCP Configurations" in Oracle Communications
Cloud Native Core, Converged Policy Installation, Upgrade, and Fault Recovery Guide.

The following diagram shows a scenario when the NF sends the error code and rerouting to
alternate SCP is performed.

Figure 4-79 Session Retry at Egress Gateway

Policy

Backend Services Egress gateway SCP1 SCP2 NF

| Destination NF responds with error

VWhen the grror response
and error gause matches
with the errorcriteriaset configuration

The reguest is rerouted fo next SCP

!

Success Response

Success Response

Success Response

Policy sends the service request to the NF through SCP. When the NF sends the error code
with cause to the Egress Gateway, the Egress Gateway compares the error code and error
cause with errorcriteriaset.When it matches, it reroutes the request based on the
erroractionset to the alternate SCP. If the maximum reattempts exhausts, the request is sent
back to Policy.

Using Binding Headers, NFSets, and Server Headers

Policy supports session retry and alternate routing using Binding Headers, NFSets, and Server
Headers.

When indirect communication model is selected without delegated discovery, when the target
NFs throw errors, SCP performs the task of reselecting target NFs to perform service
operations. The reselection of alternate target NFs is based on various considerations such as
binding headers, NFSets, and server headers sent by the HTTP client or consumer. In certain
scenarios, reselection is based on error response and server headers as well. This feature also
determines the action for Policy when no retry is required and all attempts are exhausted by
SCP.

Session Retry for Notifications on N7 Interfaces
Policy supports the session retry functionality for failed notifications over N7 interface.

The following diagram depicts an example call flow for retry notification from UDR to SMF:
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Figure 4-80 On demand NF Discovery is enabled (NF Set Resolution is set to NRF
Discovery)

SMF-2 | ‘ SMF-1 ) ‘ ‘ PCF ‘ ‘ UDR ‘ NRF

]

SM create with Notification URL: SMF-1

SM create Success Response

Notification to PCF
Notification to SMF-1

ERROR Response: 5ix

©n-Denand Discovery with Setld

List of SMFs under same SeflD

Refry Notification to SMF-2

200 Success Response

The call flow is explained as follows:

1.

SMF 1 sends an SM Create request with the notification URI towards UDR. The request
binding header contains the NFSetID.

After successful processing of the request, UDR sends a notification to SMF 1 through
PCF.

On notification failure, SMF 1 sends a notification failure response with the error code to
PCF.

PCF checks the Retry Profile configurations and if the value for the NF Set Resolution
parameter under the Retry Profile configurations in Policy is set to NRF Discovery, then it
performs an on demand discovery with SetID through NRF and receives the list of SMFs
with the same SetID as SMF 1.

PCF retries sending the notification to SMF 2 based on the NFSetID list and receives 200
Success response.

Managing Session Retry and Alternate Route Service

Enable

You can enable the Retry Profile and Alternate Routing functionality using the CNC Console or
REST API for Policy.

Enable using CNC Console: Enable the Retry on Internal Send Failure and Enable
Alternate Routing parameters on the Retry Profile page. For more information about
enabling the feature through CNC Console, see Retry Profiles.

Retry Subscription Message enables the operator to choose Retry Logic for SUBSCRIBE/
POST. For more information about retry subscription message, see PCF User Connector.

Enable using REST API: Set the enableRetry and enableAlternateRouting parameter
value to true in the Retry Profile configuration API. For more information about enabling
the feature through REST API, see "Retry Profile" in Oracle Communications Cloud Native
Core, Converged Policy REST Specification Guide.

Configure
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You can configure the Retry Profile and Alternate Routing functionality using the CNC Console
or REST API for Policy.

* Configure using CNC Console: Perform the feature configurations on the Retry Profile
page. For more information about configuring audit service, see Retry Profiles.

« Configure using REST API: Policy provides the following REST API for Session Retry
and Alternating Routing configuration:
API: {apiRoot}/oc-cnpolicy-configuration/vl/services/common/retryprofiles

You can perform the POST, PUT, or GET operations to configure the feature. For more
information about REST API configuration, see "Retry Profile" in Oracle Communications
Cloud Native Core, Converged Policy REST Specification Guide.

You can configure the parameter for alternate route service by updating the custom values file
for Policy. For more information about configuring the parameter value, see "Alternate Route
Service Configuration" in Oracle Communications Cloud Native Core, Converged Policy
Installation, Upgrade and Fault Recovery Guide.

Observe

Policy provides the Alternate Routing request and response metrics in the User Services. For
more information, see User Service Metrics.

4.54 Support for Honor retry-after Header in Egress Gateway

This section describes the r et ry- af t er header functionality in Egress Gateway. This header
is received as a response, from the Egress gateway. Based on the header information, the
producer data is collected to block the producer FQDN for the number of seconds mentioned in
theretry-after header.

Initial Call for Producer FQDN

The following call flow describes the initial call to Egress Gateway from the Producer FQDN:
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Figure 4-81 |Initial CallS for Producer FQDNs

Backend
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Y
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for the given producer, so this
producer will not be in
blacklisted state

A

Response to Egress GW @

®

If the response received is configured
error code (Ex: 503,42%) for retry-after
functionality then cache the data of
producer fqdn to blacklist for subseguent

Response request till the seconds mentioned in
e to Backend retry-after header
Microservice

The initial call for producer FQDN is explained as follows:

1.
2.

The backend microservice or the consumer NF sends request to Egress Gateway.

The Egress Gateway verifies that the producer FQDN available in 3GPP SBI target apiroot
header is not blocked.

Since, this is an initial request to Egress Gateway for the given producer, the producer
FQDN is not blocked and the request is sent to the producer NF or SCP.

The producer NF or SCP sends a response to Egress Gateway.

If the response received by Egress Gateway is a configured error code, such as 503 or
429 for retry-after functionality, then the Egress Gateway cache the producer FQDN data
to blocklist. It blocks the subsequent requests for the number of seconds mentioned in the
retry-after header.

Egress Gateway sends a response to back end microservice or consumer NF that includes
theretry-header.

Subsequent Call for Producer FQDN

The following call flow describes the subsequent call to Egress Gateway from the Producer
FQDN:
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Figure 4-82 Subsequent Calls for Producer FQDN
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The subsequent call for producer FQDN is explained as follows:

1.
2.

The backend microservice or the consumer NF sends request to Egress Gateway.

The Egress Gateway verifies that the producer FQDN available in 3GPP SBI target apiroot
header is not blocked.

If the producer FQDN available in 3gpp SBI target apiroot header is blocked, then the
Egress Gateway responds back to the backend microservice or consumer NF with the
configured returnErrorCode.

If the producer FQDN available in 3gpp SBI target apiroot header is not blocked, then
the flow continues by sending request to producer NF / SCP.

The producer NF or SCP sends a response to Egress Gateway.

If the response received by Egress Gateway is a configured error code, such as 503 or
429 for retry-after functionality, then the Egress Gateway cache the producer FQDN
data to blocklist. It blocks the subsequent requests for the number of seconds
mentioned in the r et ry- af t er header.

If the response received by Egress Gateway does not have any configured error code,
then no producer FQDN data is collected to be blocked.

Egress Gateway sends a response to backend microservice or consumer NF that includes
theretry-header.
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Managing Honor retry-after Header in Egress Gateway
Enable and Configure

To enable this feature in Policy, set the egress-gateway.retryAfter.enabled parameter to true
under the egr ess- gat eway configurations in the custom-values.yaml file for Policy.

Here is a sample configuration for this feature in custom-values.yaml file for Policy:

egress- gat eway:
retryAfter:
enabl ed: true
error CodesToLook: 429, 503
#Provide error code with comma separated and no space
returnErrorCode: 425
#Error code expected to be sent to Backend NF when 3gpp- Shi- Target -
Api root header
is provided with producer and request route/path which is blacklisted
in egress
gateway for a period nentioned in retry-after header
bl ackl i st-period: 0 #Seconds
#This value is used when configured response code's are received from
producer NF
but retry-after header is absent. If retry-after value is configured
Wi th any
value greater than 0 then it is considered in the absence of retryafter
header from
producer NF.

4.55 Stale Session Handling

Policy offers the signaling services such as, SM service, AM service, UE service, Binding
Management service, Policy DS and, so on. These services are stateless in nature, thereby
offloading session state to the centralized Oracle MySQL database (DB) for Policy.

As the session processing microservices and the DB are different components that
communicate over a network, there are chances for certain transaction failures during transit.
For example, failures can occur in overload situations or as a result of code bugs. To manage
such failed transactions, Policy provides a database audit mechanism that monitors the stale
records and clean them up to not exhaust the database memory. The audit mechanism also
notifies the microservice about the stale records so that the service can trigger signaling
messages, if required. The stale session handling functionality ensures that the stale sessions
are released by the consumer NFs. If applicable, the feature also releases the associated
sessions from the same or other NFs. For example, deleting a stale SM association may
require to delete the associated PA sessions.
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® Note
Policy supports the stale session handling for the following services:
* SM service
*  AM service
* PCRF Core
- PDS
* Binding service
* UE Service

» Usage Monitoring Service

Feature Design

The following diagram provides a high level design for stale session handling through session
state Audit service:

Figure 4-83 High Level Design for Stale Session Handling using Audit Service

Kubernetes Cluster
) Register: »
NF service Audit Service d
(consumer) » Notify » DB Tier
jats LDK
Prometheus EFK

As shown in the above diagram:

1.

The Policy service registers as a consumer with the Audit service and starts auditing the
service database.

When a stale record is detected, the Audit service takes any of the following actions as
requested by the Policy service during the registration:

* Deletes the stale records from the database.
e Sends a notification to the service about the stale records.
« Deletes the stale records from the database and notify the service.

The Audit service implements a minimum wait time between consecutive audits and the
consecutive notifications for the same record.
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@® Note

*  The Audit service stores the service registration details in the DB to be
recovered after the pod restart or upgrade.

* The audit service supports the local time zone.

Call Flow
Timeline View of Audit Service

The following figure shows a time line view of the Audit service for a record:

Figure 4-84 Timeline view of Audit Service
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Stale Session Detection and Handling in SM Service

The following figure shows an example call flow of handling of stale session notification by the
Policy SM service:
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Figure 4-85 Example call flow for Stale Session Detection and Handling in SM Service

Audit Service SM Service PD5 5M Service DB SMF

Stale Session Notification
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Delete SM Association Record
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If maxTTL Flag is FALSE

Send Stale Session Notification

Stale Session Notification Response

If Notification Response
404, Not Found

Delete SM Association Record

Send Terminate request

If Notification Response
204, No Content

Update timestampJof SM Association Recerd

As shown in the call flow, after receiving a stale session notification from Audit service, SM
service checks the maxTt | flag status and takes the following actions :

« Ifthe maxTt | flag is TRUE then SM service triggers the TERMINATE action and deletes
the record from the database.

« If the maxTtl flag is FALSE then SM service triggers another notification towards SMF to
check if the particular SM association record exists with SMF:

— If SMF responds with 204, No Cont ent status code then SM will update the
timestamp of the SM Association record.

— Else if SMF responds with 404, Not Found status code then SM service triggers the
TERMINATE action and deletes the record from the database..

Sending Terminate Notify to SMF

SM Service sends Terminate Notify to SMF when it detects and cleans up duplicate requests of
SM PDU Session Create (Collision Detection) and stale SMPolicyAssociation (Max TTL
reached for session).

When Audit service sends a notification to SM service that Max TTL has reached and if the
value of AUDI T_SMPQOLI CY_ASSOCI ATl ON. MAX_TTL. TERM NATE_NOTI FY. ENABLED advanced
settings key is set to t r ue, the details are deleted from the SMPolicyAssociation database.
Also, a Terminate Notify is sent to SMF. SMF performs the appropriate action to remove the
stale SMPolicyAssociation.

Also, when a newer session is received, SM service checks if the value of
SYSTEM COLLI SI ON_DETECTI ON. TERM NATE_NOTI FY. ENABLED advanced settings key is set to
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t rue. It identifies the new session as duplicate and deletes the older session from
SMPolicyAssociation database. Also, SM service sends a Terminate Notify to SMF.

For details on collision detection of duplicate Create session requests, see Detection and
Handling of Late Arrival Requests.

Figure 4-86 Sample call flow for sending Terminate Notify when Max TTL notification is
received from Audit service.
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1. SM service receives a SM CREATE request from SMF through Ingress Gateway.

2. SM service sends a GET request to PDS to get the subscriber details from UDR, initiates a
binding session request with Binding Service and then sends a request to PRE for policy
evaluation. After the session is successfully created, SM services responds to SMF with
201 created message.

3. When the MaxTTL for the session is reached, the Audit service sends a MaxTTL Audit
notification to SM service. SM service deletes the session details from its local
SMPolicyAssociation database and then sends a Terminate Notify message to SMF
through Egress Gateway.

4. After deleting the details of the older session, SMF responds to SM service with 204 No
Content message.

Stale Session Detection and Handling in UE Service

A UE Policy Association on PCF is considered as stale when the association exists in PCF, but
has no corresponding session on the AMF.

When a UE Policy Association is detected as stale, the UE service deletes the association
from the database.
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Figure 4-87 Example call flow for Stale Session Detection and Handling in UE Service
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As shown in the call flow, after receiving a stale session notification from Audit service, UE
service checks the status of maxTt | Reached and quer yAVF flags and takes the following

actions:

If the maxTt | Reached flag is TRUE, the UE service triggers the TERMINATE action and
deletes the record from the database.

If the maxTt | Reached flag is FALSE and quer yAMF flag is TRUE, the UE Service sends the
stale session notification to AMF via the Egress Gateway to check whether this particular
UE Association record exists with AMF.

The AMF replies with a stale session notification response to UE service.
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If either AMF does not respond, or is hot reachable, no action is taken until maxTt | Reached
is reached.

If the maxTt | Reached flag is FALSE and quer yAMF flag is FALSE, the UE Service triggers the
TERMINATE action and deletes the record from the database.

Stale Session Detection and Handling in AM Service

Figure 4-88 Example call flow for Stale Session Detection and Handling in AM Service:

Audit Service

AM Service PDS AM Service DB

Stale Session Notification

AMF

Respanse, 200, OK

If maxTTL Flag is TRUE

Delete AM Association Record

Send Terminate request

If maxTTL Flag is FALSE

Send Stale Session Notification
Stale Session Notification Response

If Notification Response
404, Not Found

_DE‘|E‘TE‘ AM Association Record

Send Terminate request

If Notification Response
204, No Content

Update Timestamp of AMJAssociation Record

As shown in the call flow, after receiving a stale session notification from Audit service, AM
service checks the maxTtl flag status and takes the following actions:

If the maxTtl flag is TRUE then AM service will trigger it's TERMINATE leg.
If the maxTtl flag is FALSE then AM Service will check the status of queryAMF flag.

If queryAMF flag is set to true AM Service will trigger another naotification towards AMF to
check whether this particular AM Association record exists with AMF or not.

If AMF responds with 204 No Content status code then AM will update the timestamp of
the AM Assaociation record.

Else if AMF responds with 404 Not Found status code then AM Service will trigger its
TERMINATE leg.

Otherwise, if queryAMF flag is set to false then AM service will trigger it's TERMINATE
leg.
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Stale Session Detection and Handling in PCRF Core Service

Figure 4-89 Example call flow for Stale Session Detection and Handling in PCRF Core
Service

Audit Sve PCRF-CORE PDS { Binding ] { PGW ]
peri-core
DB
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R session
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Response of Stale Session for Gx.
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session

. ves | Tioger Delete
If Response is 5002 [»——»|  session of
perreore feq 0 FDS

Send terminate
Send req 1o delete binding
No

If Response is 2001 Update timestamp of GX sessions

Audit service audits the Gx sessions, Rx sessions and Sd sessions.

@® Note

PDS takes care of cleaning the Sy sessions.

Depending on the status of maxTTL flag, the Audit service send the notification to PCRF Core
and initiates the stale session cleanup activity.

* For Rx session: If the maxTTL flag is TRUE, Rx sessions are cleaned.

@ Note

The cleanup functionality is not implemented for Rx sessions, if the maxTTL flag
is false.

*  For Gx session:

— DIAMETER.Cleanup.OverrideCleanupAudit Advance settings key will also be
checked along with maxTTL flag.

— If both maxTTL and DIAMETER.Cleanup.OverrideCleanupAudit are TRUE, the Gx
sessions are cleaned without querying the PGW. Dependent Rx sessions will also be
deleted as part for cleanup.

— If the maxTTL flag is FALSE,
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*  pcrf-core service will trigger notification towards PGW to check whether this
particular Diameter Session exists in the PGW or not.

*  If PGW responds with 2001 DIAMETER_SUCCESS then pcrf-core will update the
timestamp of the diameter session record.

*  Else, if PGW responds with 5002 DIAMETER_UNKNOWN_SESSION_ID then
pcrf-core Service will trigger its TERMINATE (CCR-T) leg.

e For Sd session: If the maxTTL flag is TRUE then Sd sessions are cleaned.

Stale Session Detection and Handling in Binding Service

Figure 4-90 Example call flow for Stale Session Detection and Handling in Binding
Service

Binding Service Audit Service SM Service BSF Mgmt. Svc
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U ---------------------------- 2 !
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: update lastAuditedTiume and
) lastModifiedTime

Record is not stale and update Ias\AuditedT\me and
lastModified Time

Audit Service uses the lastAuditedTime to check the staleness of the record.

1. For every Minimum Audit Passes Interval (frequency), Audit Service queries the
database to get all the records that are older than the defined TTI.

2. If the records older than TTI have not yet reached MaxTTI, the Audit Service sends a audit
notification to Binding Service with maxTTI=false. The Binding Service validates the
staleness of the record with the contextOwner by sending request to core services.

a. If the ContextOwner, has a valid session (Status code 200) - the binding service
updates the lastAuditedTimestamp.

b. Else, if the ContextOwner, does not have a valid session (Status code 404 from PCM-
SM, 204 from PCRF-Core) - the Binding service deregisters the session as mentioned
in the point 3.
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If the records older than TT/ and have reached MaxTT], but not yet reached
maxTTLforcelnterval, the Audit Service sends a stale session notification to Binding
Service.

In case of ContextBinding, the Binding Service sends a deregister request to BSF, deletes
the record in the Binding Service database and marks the dependent session (if any) as
stale.

In case of dependentcontextbinding, deletes the record from Binding Service database.

If the records older than the TT/ and have reached MaxTTl, as well as
maxTTLforcelnterval, the Audit Service deletes the records in binding tables directly and
no notification is sent.

® Note

maxTTLforcelnterval is configurable from deployment file of audit service. The Default
value is of maxTTLforcelnterval is 3 days (259200 seconds).

Stale Session Detection and Handling in Usage Monitoring Service

Usage Monitoring service identifies the stale sessions based on lastAccessTime.

Figure 4-91 Example call flow for Stale Session Detection and Handling in Usage
Monitoring Service

"
e.

PCRF PDS UDR UDR
Connector

D
Response with HTTP status, N
2000, S10¢ or 410

UM initiate TERMINATE and delete session from
UM database and send TERMINATE to PDS
1T maxTTL ) Delete Subscription

expired ? from

Audit Nofify for the oldest session

GET request for session with oldest session time
which matches with lastAccessTime received in audit
notify

UM will update
1) LastAccessTime for the record with
oldest enforcement session timestamp after
receive 204 for queried session

For more details related to
PCRF-core service ofher error code
details mentioned in next flow

The Usage Monitoring service sends register/de-register request to Audit service and takes
necessary action on notifications received from Audit service.

Usage Monitoring service receives stale UM session notification from Audit service.
Usage Monitoring service checks the status of maxTTL flag.

If the value of maxTTL flag is TRUE, Usage Monitoring service initiates a UM session
TERMINATE request for the oldest session to PDS to delete the session from UMContext
database.
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Usage Monitoring service deletes the record from its UmContext database only when it is
the last session for that record.

5. Usage Monitoring service sends a GET request to PCRF Core to check if the Usage
Monitoring session exists with PCRF Core service.

6. If PCRF Core service responds with 2xx status code, the Usage Monitoring service
updates the timestamp of the Usage Monitoring session for that subscriber, updates the
lastAccessTime with the oldest session timestamp and resets the value of Minimum
Audit Attempt field to O.

7. If PCRF Core service responds with 404 Not Found status code and the MaxTTL is
expired, the Usage Montoring service triggers TERMINATE and also sends a DELETE
request to PDS.

8. If PCRF Core service responds with 4xx/5xx , except 404 , the Usage Monitoring service
increaments the value of Minimum Audit Attempt count in the database.

9. Also, Usage Monitoring service sends a DELETE request to PDS, which in turn sends a
DELETE request to UDR through UDR Connector to delete the subscription.

If forceTTL is triggered from Audit service, Audit service will delete the entire subscriber entry
from Usage Monitoring (UMContext) database. Usage Monitoring service will not send the
TERMINATE and unsubscribe request in that case.

For example, when there is a Usage Monitoring session for a subscriber that is qualified for
forceTTL and the session is stale. In the interim, if Usage Monitoring service receives a hew
session with a different AVP for the same subscriber prior to the forceTTL being triggered,
even then Audit service deletes the entire record for the subscriber.

Managing Stale Session Handling
Enable

You can enable the Stale Session Handling functionality using the CNC Console or REST API
for Policy.

* Enable using CNC Console: To enable this feature, set the Audit Enabled parameter
value to true on the Audit Service page. For more information about enabling the feature
through CNC Console, see Audit Service.

* Enable using REST API: Set the auditEnabled parameter value to true in the Audit
Service configuration API. For more information about enabling the feature through REST
API, see "Audit Service" in Oracle Communications Converged Policy REST API
Specification Guide.

Configure

You can configure the Stale Session Handling functionality using the CNC Console or REST
API for Policy.

e Configure using CNC Console: To configure stale session handling feature for various
services, perform the feature configurations under the Audit group on the respective
service configurations page. For more information, see the following sections:

— PCEF Session Management
— PCEFE Access and Mobility

—  Settings (for PCRF Core)