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My Oracle Support (MOS)

My Oracle Support (https://support.oracle.com) is your initial point of contact for all product
support and training needs. A representative at Customer Access Support can assist you with
My Oracle Support registration.

Call the Customer Access Support main number at 1-800-223-1711 (toll-free in the US), or call
the Oracle Support hotline for your local country from the list at http://www.oracle.com/us/
support/contact/index.html. When calling, make the selections in the sequence shown below
on the Support telephone menu:

* For Technical issues such as creating a new Service Request (SR), select 1.

» For Non-technical issues such as registration or assistance with My Oracle Support, select
2.

* For Hardware, Networking and Solaris Operating System Support, select 3.

You are connected to a live agent who can assist you with My Oracle Support registration and
opening a support ticket.

My Oracle Support is available 24 hours a day, 7 days a week, 365 days a year.
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Acronyms

The following table provides information about the acronyms and the terminology used in the
document.

Table Acronyms

Acronym Description

ACL Access Control List

CLI Command Line Interface

CNE Cloud Native Environment

KPI Key Performance Indicator

MPS Messages Per Second

NRF Oracle Communications Cloud Native Core,
Network Repository Function

OHC Oracle Help Center

osDC Oracle Service Delivery Cloud

SCP Oracle Communications Cloud Native Core,
Service Communication Proxy

SEPP Oracle Communications Cloud Native Core,
Security Edge Protection Proxy

SVC Services

URI Uniform Resource ldentifier
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What's New In This Guide

This section lists the documentation updates for Release 24.1.x in Oracle Communications
Network Analytics Data Director Troubleshooting Guide.

Release 24.1.0 - F91230-01, April 2024

e Added the following scenarios in the Helm Install and Upgrade Failure section:

Data Feeds Do Not delete after Rollback

Data Feeds Do Not Restart after Rollback

OCNADD Two-Site Redundancy Troubleshooting Scenarios

Resource Allocation Challenges During DD Installation on OCI

Transaction Filter Update Takes Few Seconds to Reflect Changes in Traffic
Processing

Connection Timeout Errors in Configuration Service Logs
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Introduction

This document provides Oracle Communications Network Analytics Data Director (OCNADD)
troubleshooting information.

1.1 Overview

Oracle Communications Network Analytics Data Director (OCNADD) is a specialized Network
Data Broker (NDB) that receives network data from various data sources (such as 5G NFs and
Non-5G NFs) and sends the data securely to the subscribed consumers (such as third-party
tools) after applying mechanisms such as data filtering, data replication, and data aggregation.
All these mechanisms are configurable by the consumers.

OCNADD provides curated data (either filtered or replicated) for network analytics and
monitoring. OCNADD supports robust, configurable filtering and aggregation options which
enables the operator to sort data, create comprehensive dashboards, and generate Key
Performance Indicators (KPIs) for all departments within the service provider framework.
OCNADD also provides a GUI that enables users to create, edit, and delete data feed.

For more information about OCNADD architecture and features, see Oracle Communications
Network Analytics Data Director User Guide.

1.2 References

For more information about OCNADD, refer to the following documents:

e Oracle Communications Network Analytics Data Director User Guide

e Oracle Communications Network Analytics Data Director Installation, Upgrade, and Fault
Recovery Guide

e Oracle Communications Network Analytics Data Director Benchmarking Guide

e QOracle Communications Cloud Native Core, Cloud Native Environment Installation,
Upgrade, and Fault Recovery Guide

e Oracle Communications Cloud Native Core, cnDBTier Installation, Upgrade, and Fault
Recovery Guide

e Oracle Communications Cloud Native Configuration Console Installation, Upgrade, and
Fault Recovery Guide

e Oracle Communications Cloud Native Configuration Console Troubleshooting Guide
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Troubleshooting OCNADD

This chapter provides information to troubleshoot the common errors, which can be
encountered during the preinstallation, installation, and upgrade procedures of OCNADD.

@® Note

kubect| commands might vary based on the platform deployment. Replace

kubect | with Kubernetes environment-specific command line tool to configure
Kubernetes resources through kube- api server. The instructions provided in this
document are as per the Oracle Communications Cloud Native Environment (OCCNE)
version of kube- api server.

2.1 Generic Checklist

The following sections provide a generic checklist for troubleshooting OCNADD.
Deployment Checklist

Perform the following pre-deployment checks:

e Failure in Certificate or Secret generation.
There may be a possibility of an error in certificate generation when the Country, State, or
Organization name is different in CA and service certificates.

Error Code/ Error Message:

The countryName field is different between
CA certificate (US) and the request (IN)

(simlar error message will be reported forState or Org nane)

To resolve this error:
1. Navigate to "ssl_certs/default_values/" and edit the "values" file.
2. Change the following values under "[global]" section:

— countryName

— stateOrProvinceName

— organizationName

3. Ensure the values match the CA configurations, for example:
If the CA has country name as "US", state as "NY", and Org name as "ORACLE" then,
set the values under [global] parameter as follows:

[ gl obal ]
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count r yName=US

st at eOr Provi nceNanme=NY

| ocal i t yName=BLR

or gani zat i onNanme=CRACLE

organi zat i onal Uni t Name=CGBU

def aul t Days=365
4. Rerun the script and verify the certificate and secret generation.
Run the following command to verify if OCNADD deployment, pods, and services created
are running and available:

# kubect! -n <namespace> get depl oynents, pods, svc

Verify the output, and check the following columns:
— READY, STATUS, and RESTARTS
— PORT(S) of service

@® Note

It is normal to observe the Kafka broker restart during deployment.

Verify if the correct image is used and correct environment variables are set in the
deployment.
To check, run the following command:

# kubect!l -n <nanmespace> get depl oynent <depl oynent-nane> -0 yan

Check if the microservices can access each other through a REST interface.
To check, run the following command:

# kubect! -n <namespace> exec <pod nane> -- curl <uri>

Example:

kubect| exec -it pod/ocnaddconfi guration-6ffc75f956-wnvzx -n ocnadd-
system -- curl 'http://ocnaddadni nservice: 9181/ ocnadd- admi n-svc/v2/
{wor ker G oup}/topic'

@® Note

These commands are in their simple format and display the logs only if
ochaddconfiguration and ocnadd-admin-svc pods are deployed.

The list of URIs for all the microservices:

http://ocnaddconfiguration:<port>/ocnadd-configuration/v1/subscription

http://ocnaddalarm:<port>/ocnadd-alarm/v1/alarm?&startTime=<start-
time>&endTime=<end-time>

use off-set date time format: e.g 2022-07-12T05:37:26.954477600Z
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e <ip>:<port>/ocnadd-admin-svc/v1/{workerGroup}/topic/

e <ip>:<port>/ocnadd-admin-svc/v1/{workerGroup}/describe/topic/<topicName>
e <ip>:<port>/ocnadd-admin-svc/v1l/{workerGroup}/alter

*  <ip>:<port>/ocnadd-admin-svc/vl/{workerGroup}/broker/expand/entry

*  <ip>:<port>/ocnadd-admin-svc/vl/{workerGroup}/broker/health

Application Checklist

Logs Verification

@® Note

The below procedures should be verified or run corresponding to the applicable
worker group or the management group.

Run the following command to check the application logs and look for exceptions:

# kubect! -n <namespace> logs -f <pod name>

Use the option - f to follow the logs or gr ep option to obtain a specific pattern in the log output.

Example:

# kubect!l -n ocnadd-system logs -f $(kubectl -n ocnadd-system get pods -0
name |cut -d' /" -f 2|grep nrfaggregation)
Above command displays the logs of the ocnaddnr f aggr egat i on service.

Run the following command to search for a specific pattern in the log output:

# kubect!l logs -n ocnadd-system <pod nane> | grep <pattern>

@® Note

These commands are in their simple format and display the logs only if there is atleast
one nrfaggregation pod deployed.

Kafka Consumer Rebalancing
The Kafka consumers can rebalance in the following scenarios:

e The number of partitions changes for any of the subscribed topics.
e A subscribed topic is created or deleted.
e An existing member of the consumer group is shutdown or fails.
e Inthe Kafka consumer application,
1. Stream threads inside the consumer app skipped sending heartbeat to Kafka.

2. The batch of messages took longer time to process and causes the time between the
two polls to take longer.
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3. Any stream thread in any of the consumer application pods dies because of some
error and it is replaced with a new Kafka Stream thread.

4. Any stream thread is stuck and not processing any message.

A new member is added to the consumer group (for example, new consumer pod spins
up).

When the rebalancing is triggered, there is a possibility that offsets are not committed by the
consumer threads as offsets are committed periodically. This can result in messages
corresponding to non-committed offsets being sent again or duplicated when the rebalancing is
completed and consumers started consuming again from the partitions. This is a normal
behavior in the Kafka consumer application. However, because of frequent rebalancing in the
Kafka consumer applications, the counts of messages in the Kafka consumer application and
3rd party application can mismatch.

Data Feed not accepting updated endpoint
Problem

If a Data feed is created for synthetic packets with an incorrect endpoint, updating the endpoint
afterward has no effect.

Solution

Delete and recreate the data feed for synthetic packets with the correct endpoint.
Kafka Performance Impact (due to disk limitation)

Problem

When source topics (SCP, NRF, and SEPP) and MAIN topic are created with Replication
Factor = 1

For a low performance disk, the Egress MPS rate drops/fluctuates with the following traces in
the Kafka broker logs:

Shrinking ISR from 1001, 1003, 1002 to 1001. Leader: (hi ghWatermark: 1326,
endOf fset: 1327). Qut of sync replicas: (brokerld: 1003, endOffset: 1326)
(brokerld: 1002, endOrfset: 1326). (kafka.cluster.Partition)

| SR updated to 1001, 1003 and version updated to 28(kafka.cluster.Partition)

Solution
The following steps can be performed (or verified) to optimize the Egress MPS rate:

1. Try to increase the disk performance in the cluster where OCNADD is deployed.

2. If the disk performance cannot be increased, then perform the following steps for
OCNADD:

a. Navigate to the Kafka helm charts values file (<helm-chart-path>/ocnadd/charts/
ocnaddkafka/values.yaml)

b. Change the below parameter in the values.yami:
i. offsetsTopicReplicationFactor: 1

ii. transactionStateLogReplicationFactor: 1
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Scale down the Kafka and zookeeper deployment by modifying the following lines in
the corresponding worker group helm chart and custom values:

ocnaddkaf ka:
enabl ed: fal se

Perform helm upgrade for the worker group:

hel m upgrade <rel ease name> <chart path of worker group> -n <namespace
of the worker group>

Delete PVC for Kafka and Zookeeper using the following commands:

i. kubectl delete pvc -n <nanespace> kaf ka- vol une- kaf ka- br oker-0

ii. kubectl delete pvc -n <nanespace> kaf ka- vol une- kaf ka- br oker-1

iii. kubect| delete pvc -n <namespace> kaf ka- vol ume- kaf ka- br oker - 2

iv. kubect| delete pvc -n <nanespace> kaf ka- broker-security-zookeeper-0
v. kubect!l delete pvc -n <namespace> kaf ka- broker-security-zookeeper-1
vi. kubect!| delete pvc -n <namespace> kaf ka- br oker-security-zookeeper-2

Modify the value of the following parameter to true, in the corresponding worker group
helm chart and custom values

ocnaddkaf ka:
enabl ed: true

Perform helm upgrade for the worker group:

hel m upgrade <rel ease name> <chart path of worker group> -n <namespace
of the worker group>

@ Note

The following points are to be considered while applying the above procedure:

1. In case a Kafka broker becomes unavailable, then you may experience an impact
on the traffic on the Ingress side.

2. Verify the Kafka broker logs or describe the Kafka/zookeeper pod which is
unavailable and take the necessary action based on the error reported.

500 Server Error on GUI while creating/deleting the Data Feed
Problem

Occasionally, due to network issues, the user may observe a "500 Server Error" while creating/
deleting the Data Feed.

Solution

The following actions generally resolve the issue:
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* Delete and recreate the feed if it is not created properly.
* Retry the action after logging out from the GUI and login back again.

* Retry creating/deleting the feed after some time.
Kafka resources reaching more than 90% utilization
Problem

Kafka resources(CPU, Memory) reached more than 90% utilization due to a higher MPS rate
or slow disk I/O rate

Solution
Add additional resources to the following parameters that are reaching high utilization.
File name: ocnadd- cust om val ues. yanl corresponding to the worker group

Parameter name: ocnaddkaf ka. ocnadd. kaf kaBr oker . r esour ce

kaf kaBr oker :
name: kaf ka- br oker
resour ce:
limt:
cpu: 5 ===> change it to require nunmber of CPUs
menory: 24G ===> change it to require nunber of nenory size

Kafka ACLs: Identifying the Network IP "Host" ACLs in Kafka Feed
Problem

User is unable to identify the Network IP "Host" ACLs in Kafka Feed.
Solution

The following procedure can be referred to in the case of the user being unable to identify the
Network IP address.

Adding network IP address for Host ACL

This set of instructions explains how to add a network IP address to the host ACL. The
procedure is illustrated using the following example configuration:

« Kafka Feed Name: demofeed
« Kafka ACL User: joe
 Kafka Client Hostname: 10.1.1.15

@ Note

The below steps should be run corresponding to the worker group against which the
Kafka feed is created/modified

Retrieving Current ACLs
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To obtain the current ACLs configured for the "demofeed" feed on the Kafka service, run the
following command from any POD within the OCNADD deployment:

curl -k --location --request CGET 'https://ocnaddadn nservice: 9181/ ocnhadd-
adm n-svc/ v2/ {worker Group}/acl s’

The output will be in JSON format and might look like this:

["(pattern=ResourcePattern(resourceType=GROUP, name=denof eed,

patternType=LI TERAL), entry=(principal =User:joe, host=10.1.1. 15,

oper at i on=READ,

perm ssi onType=ALLOW )", " (patt ern=Resour cePattern(resourceType=TOPI C,
name=MAI N, patternType=LI TERAL), entry=(principal =User:joe, host=10.1.1.15,
oper ati on=READ, perm ssionType=ALLON)"]

Authorization Error in Kafka Logs

With the Kafka feed "demofeed" configured with acl user "joe" and client host IP address
"10.1.1.15" the Kafka reports the following authorization error in the Kafka Logs.

[ 2023-07-31 05:34:22,063] INFO Principal = User:joe is Denied Operation =
Read fromhost = 10.1.1.0 on resource = Goup: LI TERAL: denof eed for request =
JoinGroup with resourceRef Count = 1 (kafka.authorizer.| ogger)

In the above output, it can be seen that host ACL is allowing specific client IP address
"10.1.1.15", whereas the Kafka server is expecting the ACL for the network IP "10.1.1.0" too,
which is the network IP address.

Steps to Create Network IP Address ACL

1. Check Kafka Logs
To identify the network IP address that Kafka is denying against the configured feed, follow
these steps:

a. Check the Kafka logs using the command:

kubect! logs -n <namespace> -c kafka- broker kafka-broker-1 -f

For example:

kubect! |ogs -n ocnadddepl oy -c kafka-broker kafka-broker-1 -f

b. Look for traces similar to this:

Principal = User:joe is Denied Operation = Read fromhost = 10.1.1.0 on
resource = G oup: LI TERAL: denof eed for request = JoinGoup with

resour ceRef Count = 1 (kafka.authorizer.logger) take the ip address
which is being denied by Kafka, in this case, it is "10.1.1.0"

Identify the denied IP address; in this case, it is "10.1.1.0."
2. Create Host ACL for Network IP
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a. Access any Pod within the OCDD deployment, such as kafka-broker-0:

kubect| exec -it kafka-broker-0 -n <nanespace> -- bash

b. Run the provided curl commands to configure the host network IP ACLs:

curl -k --location --request POST 'https://ocnaddconfiguration: 12590/

ocnadd- confi guration/v2/ {workerGoup}/client-acl' --header 'Content-
Type: application/json' --data-raw ' {
"principal": "joe",

"host Nane": "10.1.1.0",
"resourceType": "TOPIC',
"resour ceName": "MAIN',
"acl Operation": "READ'

}I
curl -k --location --request POST 'https://ocnaddconfiguration: 12590/
ocnadd- confi guration/v2/ {workerGoup}/client-acl' --header 'Content-
Type: application/json' --data-raw ' {

"principal": "joe",

"host Nane": "10.1.1.0",
"resourceType": "GROUP",
"resour ceName": "denof eed”,
"acl Operation": "READ'

}

Verify ACLs
Use the following curl command to verify the ACLs:

curl -k --location --request GET 'https://ocnaddadmni nservice: 9181/ ocnadd-
admi n-sve/ v2/ {wor ker G oup}/acl s'

Here is an example of the expected output, indicating ACLs for Wth Feed Nane:
denof eed, ACL user: joe, Host Name:10.1.1.15, Network [P:10.1.1.0:

["(pattern=ResourcePattern(resourceType=GROUP, name=denof eed,
patternType=LI TERAL), entry=(princi pal =User:joe, host=10.1.1.0,
oper at i on=READ,

perm ssi onType=ALLOW )", " (patt ern=Resour cePattern(resourceType=GROUP,
nane=denof eed, patternType=LI TERAL), entry=(princi pal =User:j oe,

host =10. 1. 1. 15, operat i on=READ,

perm ssi onType=ALLOW )", " (patt ern=Resour cePattern(resourceType=TCOPI C,
nane=MAI N, patternType=LI TERAL), entry=(principal =User:joe, host=10.1.1.0,
oper at i on=READ,

perm ssi onType=ALLOW )", " (patt ern=Resour cePattern(resourceType=TCOPI C,
nane=MAI N, patternType=LI TERAL), entry=(principal =User:j oe,

host =10. 1. 1. 15, operati on=READ, pernm ssionType=ALLON)"]

Producer Unable to Send traffic to OCNADD when an External Kafka Feed is enabled
Problem
Producer is unable to send traffic to OCNADD when an External Kafka Feed is enabled.

Solution
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Follow the below steps to debug and investigate if the producer is unable to send traffic to DD
when ACL is enabled and there are unauthorization errors coming in producer NF logs.

Debug and Investigation Steps:

1.

@® Note

The below steps should be run corresponding to the worker group against which the
Kafka feed is being enabled

Begin by creating the adni n. properti es file within the Kafka broker, following Step 2 of
"Update SCRAM Configuration with Users" as outlined in the Oracle Communications
Network Analytics Data Director User Guide.

If the producer's security protocol is SASL_SSL (port 9094), verify whether the users have
been created in SCRAM. Use the following command for verification:

. kaf ka-confi gs.sh --bootstrap-server kafka-broker: 9094 --describe --
entity-type users --command-config ../../adnmin.properties

If no producer's SCRAM ACL users are found, see to the "Prerequisites for External
Consumers" section in the Oracle Communications Network Analytics Data Director User
Guide to create the necessary Client ACL users.

In case the producer's security protocol is SSL (port 9093), ensure that the Network
Function (NF) producer's certificates have been correctly generated as per the instructions
provided in the Oracle Communications Network Analytics Suite Security Guide.

Check whether the producer client ACLs have been set up based on the configured
security protocol (SASL_SSL or SSL) in the NF Kafka Producers. To verify this:

a. Access any Pod from the OCNADD deployment. For instance, kaf ka- br oker - 0:

kubect| exec -it kafka-broker-0 -n <nanespace> -- bash

b. Run the following curl command to list all the ACLs:

curl -k --location --request GET 'https://ocnaddadnm nservice: 9181/
ocnadd- adm n-svc/ v2/ {wor ker G oup}/ acl s’

The expected output might resemble the following example, indicating Wt h Feed
Narme: denof eed, ACL user: joe, Host Nane:10.1.1.15, Network |P:10.1.1.0:

["(pattern=ResourcePattern(resourceType=GROUP, name=denof eed,
patternType=LI TERAL), entry=(principal =User:joe, host=10.1.1.0,
oper at i on=READ,

perm ssi onType=ALLOW )", " (pattern=Resour cePattern(resourceType=GROUP,
name=denof eed, patternType=LI TERAL), entry=(principal =User:j oe,

host =10. 1. 1. 15, operati on=READ,

perm ssi onType=ALLOW )", " (pattern=ResourcePattern(resourceType=TOPI C,
name=MAI N, patternType=LI TERAL), entry=(principal =User:j oe,

host=10. 1. 1. 0, operati on=READ,

perm ssi onType=ALLOW )", " (pattern=Resour cePattern(resourceType=TOPI C,
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name=MAI N, patternType=LI TERAL), entry=(principal =User:j oe,
host=10.1.1. 15, operati on=READ, perni ssi onType=ALLON)"]

If no ACLs are found as observed in step 4, follow the "Create Client ACLs" section
provided in the Oracle Communications Network Analytics Data Director User Guide to
establish the required ACLs.

By following these steps, you will be able to diagnose and address issues related to the
producer's inability to send traffic to OCNADD when an External Kafka Feed is enabled,
and ACL-related authorization errors are encountered.

External Kafka Consumer Unable to consume messages from DD
Problem

External Kafka Consumer is unable to consume messages from OCNADD.
Solution

If you are experiencing issues where an external Kafka consumer is unable to consume
messages from OCNADD, especially when ACL is enabled and unauthorized errors are
appearing in the Kafka feed's logs, follow the subsequent steps for debugging and
investigation:

Debug and Investigation Steps:

@® Note

The below steps should be run corresponding to the worker group against which the
Kafka feed is created/modified.

Verify that ACL Users created for the Kafka feed, along with SCRAM users, are
appropriately configured in the JAAS config by executing the following command:

.l kaf ka- confi gs. sh --bootstrap-server kafka-broker:9094 --describe --
entity-type users --command-config ../../admin.properties

Validate that the Kafka feed parameters have been correctly configured in the consumer
client. If not, ensure proper configuration and perform an upgrade on the Kafka feed's
consumer application.

Inspect the logs of the external consumer application.

a. If you encounter an error related to "XYZ Group authorization failure" in the consumer
application logs, follow these steps:

i. Access any Pod within the OCNADD deployment. For example, kaf ka- br oker - 0:

kubect| exec -it kafka-broker-0 -n <namespace> -- bash

ii. Run the curl command below to retrieve ACLs information and verify the existence
of ACLs for the Kafka feed:

curl -k --location --request GET 'https://ocnaddadni nservice: 9181/
ocnadd- adni n- sve/ v2/ {wor ker G oup}/ acl s'
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Sample output with Feed Name: denof eed, ACL user: joe, Host
Narme: 10. 1. 1. 15, Network IP:10.1.1.0:

["(pattern=ResourcePattern(resourceType=GROUP, name=denof eed,
patternType=LI TERAL), entry=(principal =User:joe, host=10.1.1.0,
oper at i on=READ,

perm ssionType=ALLOW )", " (patt ern=Resour cePattern(resourceType=GROUP
, hame=denofeed, patternType=LI TERAL), entry=(principal =User:j oe,
host =10. 1. 1. 15, operat i on=READ,

perm ssionType=ALLOW )", " (patt ern=Resour cePattern(resourceType=TOPI C
, hame=MAI N, patternType=LI TERAL), entry=(principal =User:j oe,

host =10. 1. 1. 0, operati on=READ,

perm ssionType=ALLOW )", " (patt ern=Resour cePattern(resourceType=TOPI C
, hame=MAI N, patternType=LI TERAL), entry=(principal =User:j oe,

host =10. 1. 1. 15, operati on=READ, pernm ssionType=ALLON)"]

If no ACL is found for the Kafka feed with the resource type "Group," run the
following curl command to create the Group resource type ACLs:

curl -k --location --request POST 'https://
ocnaddconfi guration: 12590/ ocnadd- conf i gur ati on/ v2/ {wor ker G oup}/
client-acl' --header 'Content-Type: application/json' --data-raw '{
"principal": "<ACL- USER- NAME>",
"resourceType": "CGROUP",
"resourceNane": " <KAFKA- FEED- NAMB>"
"acl Operation": "READ'

}

If you encounter an error related to "XYZ TOPIC authorization failure" in the consumer
application logs, follow these steps:

Access any Pod within the OCNADD deployment. For example, kaf ka- br oker - 0:

kubect! exec -it kafka-broker-0 -n <nanespace> -- bash

Run the curl command below to retrieve ACLs information and verify the existence
of ACLs for the Kafka feed:

curl -k --location --request GET 'https://ocnaddadnm nservice: 9181/
ocnadd- adni n- svc/ v2/ {wor ker G oup}/ acl s'

Sample output with Feed Name: denof eed, ACL user: joe, Host
Nare: 10. 1. 1. 15, Network 1P 10.1.1.0:

["(pattern=ResourcePattern(resourceType=GROUP, name=denof eed,
patternType=LI TERAL), entry=(principal =User:joe, host=10.1.1.0,
oper at i on=READ,

perm ssi onType=ALLOW )", " (patt ern=Resour cePattern(resour ceType=GROUP
, hame=denof eed, patternType=LI TERAL), entry=(principal =User:j oe,
host =10. 1. 1. 15, operat i on=READ,

perm ssi onType=ALLOW )", " (patt ern=Resour cePattern(resourceType=TCOPI C
, hame=MAI N, patternType=LI TERAL), entry=(principal =User:j oe,
host=10.1. 1. 0, operati on=READ,

perm ssi onType=ALLOW )", " (patt ern=Resour cePattern(resourceType=TOPI C
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, name=MAI N, patternType=LI TERAL), entry=(principal =User:j oe,
host=10.1.1. 15, operati on=READ, pernissi onType=ALLON)"]

iii. 1f no ACL is found for the Kafka feed with the resource type "TOPIC," run the
following curl command to create the TOPIC resource type ACLS:

curl -k --location --request POST 'https://
ocnaddconfi guration: 12590/ ocnadd- confi gur ati on/ v2/ {wor ker G oup}/
client-acl' --header 'Content-Type: application/json' --data-raw '
"principal": "<ACL- USER- NAMB>",
"resourceType": "TOPIC',
"resourceName": "MAIN',
"acl Qperation": "READ'

}.

Database Error During Kafka Feed Update

Problem:

When attempting to update a Kafka feed, you may encounter an error similar to the following:

Error Message: Updating the Kafka feed in the database has failed.

Solution:

To address this issue, retry the Kafka feed update using the Update Kafka feed option from
OCNADD Ul with the same information as in the previous attempt.

2.2 Helm Install and Upgrade Failure

This section describes the various helm installation or upgrade failure scenarios and the
respective troubleshooting procedures:

2.2.1 Incorrect Image Name in ocnadd-custom-values.yaml File

Problem

hel m i nstal | fails if an incorrect image name is provided in the ocnadd- cust om
val ues. yan file or if the image is missing in the image repository.

Error Code or Error Message

When you run kubect| get pods -n <ocnadd_namespace>, the status of the pods
might be | magePul | BackOf f or Err | magePul | .

Solution

Perform the following steps to verify and correct the image name:

1.

Edit the ocnadd- cust om val ues. yan file and provide the release specific image
names and tags.

Run the hel mi nstal | command.

Run the kubect| get pods -n <ocnadd_nanespace> command to verify if all the
pods are in Running state.
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2.2.2 Failed Helm Installation/Upgrade Due to Prometheus Rules Applying
Failure

Scenario:
Helm installation or upgrade fails due to Prometheus rules applying failure.
Problem:

Helm installation or upgrade might fail if Prometheus service is down or Prometheus PODs are
not available during the helm installation or upgrade of the OCNADD.

Error Code or Error Message:

Error: UPGRADE FAI LED:. cannot patch "ocnadd-alerting-rules" with kind
Pronet heusRul e: Internal error occurred: failed calling webhook

"pronet heusrul emut at e. moni toring. coreos. conf: failed to call webhook: Post
"https://occne-kube- prom st ack- kube- operator. occne-infra. svc: 443/ admi ssi on-
promet heusr ul es/ nut at e?ti meout =10s": context deadline exceeded

Solution:
Perform the following steps to proceed with the OCNADD helm install or upgrade:

1. Move the "ocndd-al erting-rul es. yam " and "ocnadd- ngnt - al erti ng-rul es. yam " from
the <chart _pat h>/ hel m chart s/t enpl at es to some other directory outside the OCNADD
charts.

2. Continue with the helm install/upgrade.

3. Run the following command to verify if the status of all the pods are running:

kubect!| get pods -n <ocnadd_nanespace>

The OCNADD Prometheus alerting rules must be applied again when the Prometheus service
and PODs are available back in service. Ensure to apply the alerting rules using the Helm
upgrade procedure itself by moving back the "ocndd- al erti ng-rul es. yam " and "ocnadd-
mont - al erting-rul es. yam " files in the <chart _pat h>/ hel m chart s/t enpl at es directory.

2.2.3 Docker Registry is Configured Incorrectly

Problem

hel m i nstal | might fail if the Docker Registry is not configured in all primary and secondary
nodes.

Error Code or Error Message

When you run kubect| get pods -n <ocnadd_nanespace>, the status of the pods
might be ImagePullBackOff or ErrimagePull.

Solution

Configure the Docker Registry on all primary and secondary nodes. For information about
Docker Registry configuration, see Oracle Communications Cloud Native Environment
Installation, Upgrade, and Fault Recovery Guide.
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2.2.4 Continuous Restart of Pods

Problem

hel m i nst al | might fail if MySQL primary or secondary hosts are not configured properly in
ocnadd- cust om val ues. yanm .

Error Code or Error Message

When you run kubect| get pods -n <ocnadd_nanespace>, the pods shows restart
count increases continuously, or there is a Prometheus alert for continuous pod restart.

Solution
1. Verify MySQL connectivity.

MySQL servers may not be configured properly. For more information about the MySQL
configuration, see Oracle Communications Network Analytics Data Director Installation,
Upgrade, and Fault Recovery Guide.

2. Describe the POD to check more details on the error, troubleshoot further based on the
reported error.

3. Check the POD log for any error, troubleshoot further based on the reported error.

2.2.5 Adapter Deployment Removed during Upgrade or Rollback

Problem
Adapter(data feed) is deleted during upgrade or rollback.
Error Code or Error Message

Sample error message displayed:

Figure 2-1 Error Message

OCL 2023-04-26 14:07:11.421 [boundedElastic-3] ERROR com.oracle.cgbu.cne.ocnadd.admin.svo.service.o -Adapter.C AdapterService - exception in deploying
io.fabric8.kubernetes.client. KubernetesClientException: Operation: [list] for kind: [Deployment] with name: [null] in namespace: [ocnadd-sg] failed.
at io.fabric8. kubernetes.client. KubernetesClientException.launder Throwable(KubernetesClientException.java: 159) ~[kubernetes-client-api-6.3.1.jarl/:?

at io.fabric8. «client.dslinternal. BaseOp- ion.list(BaseOperation.java:420) ~[kubemetes-client-6.3.1.jarl/:7]

at io.fabrica client.dsl.internal. BaseOperation.list(BaseOperation.java:383) ~[ lient-6.3.1,jar!/:7]

at io.fabrica client.dsl.internal. BaseOperation.list(BaseOperation.java:93) ~[ fient-6.3.1,jarl/:7]

at com.oracle.cgbu.cne.ocnadd.admin.svc.service. o Adapter.C dapterService.deployC Adapter( AdapterService.java:677) ~[classes!/:1.0.72]
at com.oradle.cgbu.cne.ocnadd.admin.svc.controller.AdminContr Screatel oupS0{AdminCe java:352) ~[d f:1.0.72]

at reactor.core. i MonoCallable.call(M: allable.java:92) ~[reactor-core-3.4.26.jar!/:3.4.26]

at reactor.core.publisher. FluxSubscribeOnCallable$ CallableSubscribeOnSubscription.run({FluxSubscribeOnCallable.java:227) ~[reactor-core-3.4.26.jar!/:3.4.26]
at reactor.core.scheduler.SchedulerTask.call(SchedulerTask.java:68) ~[reactor-core-3.4.26.jarl/:3.4.26]
at reactor.core.scheduler.SchedulerTask.call(SchedulerTask.java: 28) ~[reactor-core-3.4.26.jarl/:3.4.26]
at java.util.concurrent. FutureTask.run({FutureTask. java:264) ~[%:7]
at java.util.concurrent.Scheduled ThreadPoolExecutor$Sch utureTask.run(Sc Thread PoolExecutorjava:304) ~[7:7]
at java.util.concurrent. ThreadPoolExecutor. runWorker({Thread PoolExecutor.java: 1136) ~[%:7]
at java.util.concurrent. ThreadPoolExecutor $Worker.run(ThreadPoolExecutor.java:635) ~[2:7]
at java.lang. Thread.run(Thread.java:833) ~[%7]
Caused by: java.io.InterruptedOException
at io.fabric8. kubemnetes.client.dslinternal. OperationSupport. waitForResult(COperationSupport.java:523) ~[kubernetes-dient-6.3.1.jar!/:?]
at io.fabrica client.dsl.internal. BaseOperation.list(BaseOperation.java:418) ~[ lient-6.3.1,jar!/:7]
- 13 more

Solution

This can be fixed by running the following commands:
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*  Run the following command to verify the data feeds:

kubect| get po -n <nanespace>

- If data feeds are missing, verify the above mentioned error message in the admin service
log, by running the following command:

kubect| |ogs <adnmin svc pod name> -n <namespace>

e If the error message is present, run the following command:

kubect! rollout restart deploy <configuration app nane> -n <nanespace>

2.2.6 ocnadd-custom-values.yaml File Parse Failure

This section explains the troubleshooting procedure in case of failure while parsing the
ocnhadd- cust om val ues. yan file.

Problem

Unable to parse the ocnadd- cust om val ues. yanl file or any other val ues. yan while
running Hel minstal | .

Error Code or Error Message
Error: failed to parse ocnhadd- cust om val ues. yani : error converting YAML to JSON: yaml
Symptom

When parsing the ocnadd- cust om val ues. yanl file, if the above mentioned error is
received, it indicates that the file is not parsed because of the following reasons:

e The tree structure may not have been followed.
e There may be a tab space in the file.

Solution

Download the latest OCNADD custom templates zip file from MoS. For more information, see
Oracle Communications Network Analytics Data Director Installation, Upgrade, and Fault
Recovery Guide.

2.2.7 Kafka Brokers Continuously Restart after Reinstallation

Problem

When re-installing OCNADD in the same namespace without deleting the PVC that was used
for the first installation, Kafka brokers will go into crashloopbackoff status and keep restarting.

Error Code or Error Message

When you run, kubect| get pods -n <ocnadd_nanespace> the broker pod's status might be
Error/crashloopbackoff and it might keep restarting continuously, with "no disk space left on the
device" errors in the pod logs.

Solution

1. Delete the Stateful set (STS) deployments of the brokers. Run kubect| get sts -n
<wor ker gr oup_nanespace> to obtain the Stateful sets in the namespace.
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2. Delete the STS deployments of the services with disk full issue. For example, run the
command kubect| delete sts -n <workergroup_namespace> kaf ka- br oker 1
kaf ka- br oker 2.

3. After deleting the STS of the brokers delete the pvc. Delete the PVCs in the namespace,

which is used by kafka-brokers. Run kubect| get pvc -n

<wor ker gr oup_nanespace> to get the PVCs in that namespace.

The number of PVCs used is based on the number of brokers deployed. Therefore, select
the PVCs that have the name kafka-broker or zookeeper, and delete them. To delete the
PVCs, run kubect| del ete pvc -n <workergroup_nhanmespace> <pvchanel>
<pvcnhanme2>.

For example:

For a three broker setup in worker group namespace ocnadd-wg1l, you will need to delete
these PVCs:

kubect| delete pvc -n ocnadd-wgl broker1-pvc- kaf ka- broker1- 0, broker2-pvc-
kaf ka- br oker 2- 0, broker 3- pvc- kaf ka- br oker 3-0, kaf ka- br oker-security-
zookeeper-0, kafka-broker-security-zookeeper-1 kaf ka-broker-security-
zookeeper - 2

2.2.8 Kafka Brokers Continuously Restart After the Disk is Full

Problem
While there is no disk space left on the broker or zookeeper in a corresponding worker group.
Error Code or Error Message

When you run kubect| get pods -n <ocnadd_nanespace>, the broker pod's status
might be error, or crashloopbackoff and it might keep restarting continuously.

Solution

@® Note

The below steps should be run corresponding to the worker group against which the
Kafka is reporting disk full error.

1. Delete the STS(stateful set) deployments of the brokers:

a. Getthe STS in the namespace with the following command:

kubect| get sts -n <ocnadd_namespace>

b. Delete the STS deployments of the services with disk full issue:

kubect| delete sts -n <ocnadd_namespace> <stsl> <sts2>

For example, for three broker setup:

kubect| delete sts -n ocnadd-depl oy kafka-brokerl kafka-broker2 kafka-
broker 3 zookeeper
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Delete the PVCs in that namespace that is used by the removed kafka-brokers. To get the
PVCs in that namespace:

kubect| get pvc -n <ocnadd_namespace>

The number of PVCs used will be based on the number of brokers you deploy. Select the
PVCs that have the name kafka-broker or zookeeper and delete them.

a. To delete PVCs, run:

kubect| delete pvc -n <ocnadd_namespace> <pvcnamel> <pvcnane2>

For example, for a three broker setup in namespace ocnhadd-deploy, you must delete
these PVCs;

kubect!| del ete pvc -n ocnadd- depl oy broker1-pvc-kafka-broker1-0

broker 2- pvc- kaf ka- broker 2-0  br oker 3- pvc- kaf ka- broker3-0 kaf ka- br oker -
security-zookeeper-0 kaf ka-broker-security-zookeeper-1 kaf ka- broker -
security-zookeeper-2

Once the STS and PVC's are deleted for the services, edit the respective broker's
values.yaml to increase the PV size of the brokers at the location: <chart pat h>/
chart s/ ocnaddkaf ka/ val ues. yan .

If any formatting or indentation issues occur while editing, refer to the files in

<chart pat h>/ chart s/ ocnaddkaf ka/ def aul t

To increase the storage, edit the fields pvcClaimSize for each broker. For recommendation
of PVC storage, see Oracle Communications Network Analytics Data Director
Benchmarking Guide.

Upgrade the Helm chart after increasing the PV size
hel m upgrade <rel ease-nanme> <chartpath> -n <nanespace>

Create the required topics.

2.2.9 Kafka Brokers Restart on Installation

Problem

Kafka brokers re-start during OCNADD installation.

Error Code or Error Message

The output of the command kubect| get pods -n <ocnadd_nanespace> displays the broker
pod's status as restarted.

Solution

The Kafka Brokers wait for a maximum of 3 minutes for the Zookeepers to come online before
they are started. If the Zookeeper cluster does not come online within the given interval, the
broker will start before the Zookeeper and will error out as it does not have access to the
Zookeeper.This may Zookeeper may start after the 3 interval as the node may take more time
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to pull the images due to network issues.Therefore, when the zookeeper does not come online
within the given time this issue may be observed.

2.2.10 Kafka Brokers in Crashloop State After Rollback

Problem
Kafka brokers pods in crashloop state on rollback from 23.4.0
Error Code or Error Message

The Kafka broker pods shows the following error traces

kubect! logs -n ocnadd-depl oy kaf ka- broker-3 aut o-di scovery

E1117 17:02:02.770723 9 mentache. go: 238] couldn't get current server AP
group list: Get "http://1ocal host: 8080/ api ?ti meout=32s": dial tcp [::1]:8080:
connect: connection refused

E1117 17:02:02.771065 9 mentache. go: 238] couldn't get current server AP
group list: Get "http://1ocal host: 8080/ api ?ti meout=32s": dial tcp [::1]:8080:
connect: connection refused

Solution

Perform the following steps to resolve the issue:

1. Edit the service account using the below command
a. kubectl edit sa -n ocnadd-depl oy ocnadd-depl oy-sa-ocnadd

b. Update the parameter "aut onount Ser vi ceAccount Token" to true
aut onmount Ser vi ceAccount Token: true

2. Save the service account.

3. Runthe kubect| get pods -n <ocnadd_nanespace> command to verify if the status of all
the Kafka pods is now Running.

2.2.11 Database Goes into the Deadlock State

Problem

MySQL locks get struck.

Error Code or Error Message

ERROR 1213 (40001): Deadlock found when trying to get lock; try restarting the transaction.
Symptom

Unable to access MySQL.

Solution

Perform the following steps to remove the deadlock:
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1. Run the following command on each SQL node:

SELECT

CONCAT(' KILL ", id, ";")

FROM | NFORMATI ON_SCHEMA. PROCESSLI ST
WHERE “User™ = <DbUser name>

AND “db® = <DbNarme>;

This command retrieves the list of commands to kill each connection.

Example:

sel ect
CONCAT('KILL ', id, ";")
FROM | NFORMATI ON_SCHEMA. PROCESSLI ST

where “User® = 'ocnadduser'

AND “db® = 'ocnadddb';
e +
| CONCAT('KILL ", id, ';') |
e +
| KILL 204491; |
| KILL 200332; |
| KILL 202845; |
e +

3 rows in set (0.00 sec)

2. Run the kill command on each SQL node.

2.2.12 The Pending Rollback Issue Due to PreRollback Database Rollback

Job Failure

Scenario: Rollback to previous release or above versions are failing due to pre-rollback-db job

failure and OCNADD is entering into pending-rollback status

Problem: In this case, OCNADD gets stuck and can't proceed with any other operation like

install/upgrade/rollback.

Error Logs - Example with 23.2.0.0.1:

>hel mrol | back ocnadd 1 -n <namespace>

Error: job failed: BackoffLimtExceeded

$ hel m history ocnadd -n ocnadd- depl oy

REVI SI ON UPDATED STATUS
CHART APP VERSI ON DESCRI PTI ON

1 Fri Jul 14 10:38:31 2023 super seded
ocnadd-23. 2.0 23.2.0 Install conplete

2 Fri Jul 14 11:38:31 2023 super seded
ocnadd-23. 2.0 23.2.0.0.1 Upgrade conpl ete

3 Fri Jul 14 11:40:17 2023 super seded
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ocnadd-23. 3.0 23.3.0.0.0 Upgrade conpl ete
4 Mon Jul 17 07:22:04 2023 pendi ng-rol | back
ocnadd-23.2.0 23.2.0.0.1 Rol I back to 1

$ hel m upgrade ocnadd <hel m chart> -n ocnadd- depl oy

Error: UPGRADE FAI LED: another operation (install/upgrade/rollback) is in
progr ess

Solution:

To resolve the pending-rollback issue, delete the secrets related to the 'pending-rollback’
revision. Follow these steps:

1. Get secrets using kubectl

$kubect| get secrets -n ocnadd-depl oy

NAMVE
TYPE DATA
AGE
adapt er - secret
Opaque
8 14d
certdbfil esecret
Opaque
1 14d
db- secr et
Opaque 6
47h
def aul t -t oken- dnr qq
kubernetes. i o/ servi ce-account-token 3 14d
egw- secr et
Opaque
8 14d
j aas-secr et
Opaque
1 4d19h
kaf ka- br oker - secr et
Opaque

8 14d
ocnadd- depl oy- admi n- sa-t oken- nf h6
kuber net es. i o/ servi ce-account -
token 3 4d19h
ocnadd- depl oy- cache- sa-t oken-g7rd2
kuber net es. i o/ servi ce-account -t oken
3 4d19h
ocnadd- depl oy- gi t| ab- admi n-t oken- gf rmf
kubernet es. i o/ servi ce-account -
token 3 4d19h
ocnadd- depl oy- kaf ka- sa- t oken-2qqgs9
kuber net es. i o/ servi ce-account -t oken
3 4d19h
ocnadd- depl oy- sa- ocnadd-t oken-t | 2zf
kuber net es. i o/ servi ce-account -t oken
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3 47h
ocnadd- depl oy- zk- sa-t oken- 9x2r b
3 4d19h
ocnaddadmi nservi ce- secr et
8 14d
ocnaddal ar m secr et
8 14d
ocnaddcache- secr et
8 14d

ocnaddconfi guration-secr et

8 14d
ocnaddheal t hnoni t ori ng- secr et

8 14d
ocnaddnr f aggr egat i on- secr et

8 14d
ocnaddscpaggr egati on- secret

8 14d
ocnaddseppaggr egat i on- secr et

8 14d
ocnaddt hi rdpartyconsumner - secr et

8 14d
ocnaddui rout er - secr et

8 14d
oracl enf producer - secr et

8 14d
regcred-sim

kuber net es
secret

7 4d19h
sh. hel mrel ease. v1. ocnadd. v1

1 4d19h
sh. hel mrel ease. v1. ocnadd. v2

1 4d19h
sh. hel mrel ease. v1. ocnadd. v3

1 4d19h
sh. hel mrel ease. v1. ocnadd. v4

rel ease. vl 1
sh. hel mrel ease. v1. ocnaddsi m vl
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kuber net es. i o/ servi ce-account -t oken

.1 0ol dockerconfigj son

47h

Opaque

Opaque

Opaque

Opaque

Opaque

Opaque

Opaque

Opaque

Opaque

Opaque

Opaque

Opaque

hel m sh/rel ease. vl

hel m sh/rel ease. vl

hel m sh/rel ease. vl

hel m sh/
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hel m sh/
rel ease. vl 1 8d
zookeeper - secr et

Opaque
8 14d

2. Delete Secrets Related to Pending-Rollback Revision: In this case the secrets of
revision 4, that is, ' sh. hel mrel ease. v1. ocnadd. v4' need to be deleted since the data
director entered ‘pending-rollback’ status in revision 4:

kubect| delete secrets sh.helmrel ease.vl. ocnadd.v4 -n ocnadd- depl oy

Sample output:
secret "sh.hel mrel ease. vl. ocnadd. v4" del et ed

3. Check Helm History: Verify that the pending-rollback status has been cleared using the
following command:

hel m hi story ocnadd -n ocnadd- depl oy

Sample output:

REVI SI ON UPDATED STATUS
CHART APP VERSI ON DESCRI PTI ON

1 Fri Jul 14 10:38:31 2023 super seded
ocnadd-23. 2.0 23.2.0 Install conplete
2 Fri Jul 14 11:38:31 2023 super seded
ocnadd-23. 2.0 23.2.0.0.1 Upgrade conpl ete
3 Fri Jul 14 11:40:17 2023 super seded
ocnadd-23.3.0-rc. 2 23.3.0.0.0 Upgrade conpl ete

4. Restore Database Backup: Restore the database backup taken before the upgrade
started. Follow the "Create OCNADD Restore Job" section of the "Fault Recovery" from
the Oracle Communications Network Analytics Data Director Installation, Upgrade and
Fault Recovery Guide.

5. Perform Rollback: Perform rollback again using the following command:

hel mrol | back <rel ease name> <revision nunber> -n <namespace>

For example:

hel mrol | back ocnadd 1 -n ocnadd-depl oy --no-hooks

6. Verification: Verify that end-to-end traffic is running between the DD and the
corresponding third-party application.

2.2.13 Upgrade fails due to unsupported changes

Problem
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Upgrade failed from the source release to the target release due to unsupported
changes in the target release

The upgrade failed from the source release to the target release due to unsupported changes
in the target release (during the upgrade the Database Job was successful but the upgrade
failed due to an error).

@® Note

This issue is not a generic issue, however, may occur if users are unable to sync up
the target release charts.

Example:
Scenario: If there is a PVC size mismatch from the source release to the target release.

Error Message in Helm History: Example with 23.2.0.0.1 to 23.3.0

Error: UPGRADE FAILED: cannot patch "zookeeper" with kind Stateful Set:
St at ef ul Set. apps "zookeeper" is invalid: spec: Forbidden: updates to
stateful set spec for fields other than 'replicas', 'tenplate',

"updat eStrategy', 'persistentVol uned ai nRetentionPolicy' and
" mi nReadySeconds' are forbidden

Run the following command: (with 23.2.0.0.1)

hel m hi story <rel ease-name> -n <namespace>

Sample output with version 23.2.0.0.1:

REVI SI ON UPDATED STATUS

CHART APP VERSI ON DESCRI PTI ON

1 Tue Aug 1 07:01:29 2023 super seded

ocnadd-23. 2.0 23.2.0 Install conplete

2 Tue Aug 1 07:08:29 2023 depl oyed

ocnadd-23. 2.0 23.2.0.0.1 Upgrade conpl ete

3 Tue Aug 1 07:24:08 2023 failed

ocnadd-23. 3.0 23.3.0.0.0 Upgrade "ocnadd" failed: cannot patch

"zookeeper" with kind Stateful Set: Stateful Set.apps "zookeeper" is invalid:
spec: Forbidden: updates to stateful set spec for fields other than
"replicas', "tenplate', 'updateStrategy',

" persi stent Vol umed ai nRet entionPolicy' and ' mi nReadySeconds' are forbidden

Solution
Perform the following steps:

1. Correct and sync the target release charts as per the source release, and ensure that no
new feature of the new release is enabled.

2. Perform an upgrade. For more information about the upgrade procedure, see "Upgrading
OCNADD" in the Oracle Communications Network Analytics Data Director Installation,
Upgrade, and Fault Recovery Guide.
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2.2.14 Upgrade Failed from Source Release to Target Release Due to Helm
Hook Upgrade Database Job

Problem

Upgrade failed from patch source release to target release due to helmhook upgrade DB job
(Upgrade job fails).

Error Code or Error Message: Example with 23.2.0.0.1 to 23.3.0

Error: UPGRADE FAI LED: pre-upgrade hooks failed: job failed:
Backof f Li mi t Exceeded

Run the following command:

hel m hi story <rel ease-name> -n <nanmespace>

Sample Output:

REVI SI ON UPDATED STATUS

CHART APP VERSI ON DESCRI PTI ON

1 Tue Aug 1 07:01:27 2023 super seded

ocnadd-23. 2.0 23.2.0 Install conplete

2 Tue Aug 1 07:08:29 2023 depl oyed

ocnadd-23. 2.0 23.2.0.0.1 Upgrade conpl ete

2 Tue Aug 1 07:24:08 2023 failed

ocnadd-23. 3.0 23.3.0.0.0 Upgrade "ocnadd" failed: pre-

upgrade hooks failed: job failed: BackoffLimnmtExceeded

Solution
Rollback to patch, correct the errors, and then run the upgrade once again.

1. Run helm rollback to previous release revision:

hel mrol | back <hel mrel ease nane> <revision nunber> -n <namespace>

2. Restore the Database backup taken before upgrade. For more information see, the
procedure "Create OCNADD Restore Job" in the "Fault Recovery" section in the Oracle
Communications Network Analytics Data Director Installation, Upgrade, and Fault
Recovery Guide.

3. Correct the upgrade issue and run a fresh upgrade. For more information, see "Upgrading
OCNADD" in the Oracle Communications Network Analytics Data Director Installation,
Upgrade, and Fault Recovery Guide.

2.2.15 Upgrade fails due to Database MaxNoOfAttributes exhausted

Scenario:

Upgrade fails due to Database MaxNoOfAttributes exhausted
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Problem:

Helm upgrade may fail due to maximum number for attributes allowed to be created has
reached maximum limit.

Error Code or Error Message:

Executing::::::: /tnp/230300001. sql

mysqgl: [Warning] Using a password on the command line interface can be

i nsecure.

ERROR 1005 (HY000) at line 51: Can't create destination table for copying

alter table (use SHONWARNI NGS for nore info).
error in executing upgrade db scripts

Solution:
Delete few database schemas that are not being used or the ones which are stale.

For example, from MySQL prompt, drop dat abase xyz;

@® Note

Dropping unused or stale database schemas is a valid approach. However, exercise
caution when doing this to ensure you are not deleting important data. Make sure to
have proper backups before proceeding.

2.2.16 Webhook Failure During Installation or Upgrade

Problem

Installation or upgrade unsuccessful due to webhook failure.
Error Code or Error Message

Sample error log:

Error: | NSTALLATION FAILED: Internal error occurred: failed calling webhook
" pronet heusrul enut at e. moni tori ng. coreos. cont': failed to call webhook: Post
"https://occne-kube-prom stack- kube- operat or. occne-infra. svc: 443/ adni ssi on-
pronet heusr ul es/ mut at e?ti meout =10s": context deadl i ne exceeded

Solution

Retry installation or upgrade using Helm.

2.2.17 Data Feeds Do Not delete after Rollback

Scenario:

During an upgrade from one version to another, if any data feeds (Adapter/Correlation) are
spawned in the new version, the newly created resources may not be deleted even after a
rollback.

Problem:
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Upon rolling back to an older version, all resources in OCNADD should revert to their previous
states. Consequently, any new resources generated in the upgraded version should be deleted
since they did not exist in older versions.

Solution:

If the resources fail to be deleted automatically, use the following command to manually delete
them:

$ kubect!| del ete service, depl oy, hpa <adapt er-nane> -n ocnadd- depl oy

2.2.18 Data Feeds Do Not Restart after Rollback

Scenario:

When Data Feeds (Adapters/Correlation) are created in the source release, and an upgrade is
performed to the latest release, later, if a rollback to the previous release is executed, the
restart of respective data feed pods is expected.

Problem:

The Data feed pods do not restart, and the Admin Service reports the following exception:

i 0. fabric8. kubernetes.client.KubernetesC ientException: Operation: [update]
for kind: [Deploynent] with name: [app-http-adapter] in nanespace: [ocnadd-
depl oy] failed.

at
i 0.fabric8. kubernetes.client.KubernetesC ientException.|aunderThrowabl e( Kubern
etesdient Exception.java: 159) ~[kubernetes-client-api-6.5. 1.jar!/:?]

at
i 0.fabric8. kubernetes.client.dsl.internal.HasMetadataQperation. updat e( HasMet ad
ataQperation.java: 133) ~[kubernetes-client-6.5.1.jar!/:?]

at
i 0.fabric8. kubernetes.client.dsl.internal.HasMetadataQperation. updat e( HasMet ad
ataQperation.java: 109) ~[kubernetes-client-6.5.1.jar!/:?]

at
i 0.fabric8. kubernetes.client.dsl.internal.HasMetadataQperation. updat e( HasMet ad
ataQperation.java: 39) ~[kubernetes-client-6.5.1.jar!/:?]

at
com oracl e. cgbu. cne. ocnadd. adni n. svc. servi ce. consuner Adapt er . Consuner Adapt er Se
rvi ce. | ambda$ugr adeConsuner Adapt er OnSt art $1( Consurmer Adapt er Ser vi ce. j ava: 1068)
~[classes!/:2.2.3]

at java.util.ArrayList.forEach(ArrayList.java: 1511) ~[?: 7]

at
com oracl e. cgbu. cne. ocnadd. adni n. svc. servi ce. consuner Adapt er . Consuner Adapt er Se
rvi ce. ugr adeConsumner Adapt er OnSt ar t ( Consuner Adapt er Servi ce. j ava: 1022)
~[classes!/:2.2.3]

Solution:

Restart the Admin Service after the rollback, which in turn will restart the data feed pods to
revert them to the older version.
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2.2.19 Adapters Do Not Restart after Rollback

Scenario:

When upgraded from one version to another version and created a new adapter in new
version, the new adapter is still present even after rollback.

Problem:

When rolled back to an older version, every resource in OCNADD should go back to their
previous state. So, any adapter resources created in new version should be deleted as well as
they didn't exist before in older versions.

Solution:

If they failed to get deleted on their own, use the following command to delete all the resources
of the adapter manually:

$ kubect!| del ete service, depl oy, hpa <adapt er-nane> -n ocnadd- depl oy

2.2.20 Adapters Do Not Restart after Rollback

Scenario:

When Data Feeds are created in the source release and an upgrade is performed to the latest
release later if the Rollback to the previous release was performed then the Adapters pods
restart is expected.

Problem:

The Adapters do not restart. The Admin Service throws the following exception:

i 0.fabric8. kubernetes. client.KubernetesC ientException: Operation: [update]
for kind: [Deploynent] with name: [app-http-adapter] in namespace: [ocnadd-
deploy] failed.

at
i 0.fabric8. kubernetes.client.KubernetesC ientException.|aunderThrowabl e( Kubern
etesdient Exception.java: 159) ~[kubernetes-client-api-6.5. 1.jar!/:?]

at
i 0.fabric8. kubernetes.client.dsl.internal.HasMetadataQperation. updat e( HasMet ad
ataQperation.java: 133) ~[kubernetes-client-6.5.1.jar!/:?]

at
i 0.fabric8. kubernetes.client.dsl.internal.HasMetadataQperation. updat e( HasMet ad
ataQperation.java: 109) ~[kubernetes-client-6.5.1.jar!/:?]

at
i 0.fabric8. kubernetes.client.dsl.internal.HasMetadataQperation. updat e( HasMet ad
ataQperation.java: 39) ~[kubernetes-client-6.5.1.jar!/:?]

at
com oracl e. cgbu. cne. ocnadd. adni n. svc. servi ce. consuner Adapt er . Consuner Adapt er Se
rvi ce. | ambda$ugr adeConsuner Adapt er OnSt art $1( Consurmer Adapt er Ser vi ce. j ava: 1068)
~[classes!/:2.2.3]

at java.util.ArrayList.forEach(ArrayList.java: 1511) ~[?: 7]

at
com oracl e. cgbu. cne. ocnadd. adni n. svc. servi ce. consuner Adapt er. Consuner Adapt er Se
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rvi ce. ugr adeConsurer Adapt er OnSt art ( Consuner Adapt er Servi ce. j ava: 1022)
~[classes!/:2.2.3]

Solution:

Restart the Admin Service after the rollback, which in turn will restart the Adapters to revert
them to the older version.

2.2.21 Third-Party Endpoint DOWN State and New Feed Creation

Scenario:

When a third-party endpoint is in a DOWN state and a new third-party Feed (HTTP/
SYNTHETIC) is created with the "Proceed with Latest Data" configuration, data streaming is
expected to resume once the third-party endpoint becomes available and connectivity is
established.

Problem

A third-party endpoint is in a DOWN state and a new third-party Feed (HTTP/SYNTHETIC) is
created.

Solution

It is recommended to use "Resume from Point of Failure" configuration in case of third-party
endpoint unavailability during feed creation.

2.2.22 Adapter Feed Not Coming Up After Rollback

Scenario:

When Data Feeds are created in the previous release and an upgrade is performed to the
latest release, and in the latest release both the data feeds are deleted and rollback was
carried out to the previous release. Then the feeds that are created in the older Release should
have come back after Rollback.

Problem

«  After the Rollback only one of the Data Feeds is created back.
e The Data Feeds get created after the rollback, however, it is stuck in "Inactive" state.

Solution:

1. After the rollback, clone the feeds and delete the old feeds.
2. Update the Cloned Feeds with the Data Stream Offset as EARLIEST to avoid data loss.

2.2.23 Adapters pods are in the "init:CrashLoopBackOff" error state after

rollback

Scenario:

This issue occurs when the adapter pods, created before or after the upgrade, encounter
errors due to missing fixes related to data feed types available only in the latest releases.

Problem:
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Adapter pods are stuck in the "init:CrashLoopBackOff" state after a rollback from the latest
release to an older release.

Solution Steps:

1. Delete the Adapter Manually:
Run the following command to delete the adapter:

kubect| del ete service, depl oy, hpa <adapt er - nane> -n ocnadd- depl oy
2. Clone or Recreate the Data Feed:

Clone or recreate the Data Feed again with the same configurations. While creating the
data feed, the Data Stream Offset option can be set as "EARLIEST" to avoid data loss.

2.2.24 Configuration Service Pod Goes into The "CrashLoopBackOff" State
After Upgrade When the cnDBTier Version is 23.2.x or Above

Scenario:

When OCNADD is upgraded from the previous release to the latest release and the dbTier
version is 23.2.x or above.

Problem:

After the upgrade, the configuration service pod goes into the "CrashLoopBackOff" state with
DB-related errors in the logs.

Solution:

Update the "ndb_al | ow_copyi ng_al ter _t abl e" parameter in dbTier to "ON".

update ndb_al | ow copying al ter_tabl e=ON

@® Note

e If cnDBTier 23.2.x release is installed, set the "ndb_al | ow copying_al ter _table"
parameter to 'ON' in the cnDBTier custom values
dbtier_23.2.0_custom val ues_23. 2. 0. yanl file before performing any install,
upgrade, rollback, or disaster recovery procedure for OCNADD. Revert the
parameter to its default value, 'OFF' , after the activity is completed and perform the
cnDBTier upgrade to apply the parameter changes.

*  For cnDBTier upgrade instructions, see Oracle Communications Cloud Native
Core, cnDBTier Installation, Upgrade, and Fault Recovery Guide.

2.2.25 Feed/Filter Configurations are Missing From Dashboard After

Upgrade

Scenario:

After OCNADD is upgraded from the previous release to the latest release, it may be observed
that some feed or filter configurations are missing from dashboard.

Problem:
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When this issue occurs after upgrade, the configuration service log will have the following
message "Table definition has changed, please retry transaction".

Solution:

1. Delete the configuration service pod manually:

kubect!| delete pod n ocnadd-depl oy <configuration-nane>

2. Check the logs of the new configuration service pod, if "Table definition has changed,
please retry transaction" is still present in the log, repeat step 1.

2.2.26 Kafka Feed Cannot be Created in Dashboard After Upgrade

Scenario:

After OCNADD is upgraded from the previous release to the latest release, it may be observed
that new Kafka feed configurations cannot be created in dashboard.

Problem:

When this issue occurs after upgrade, the configuration service log will have the following
message "Table definition has changed, please retry transaction".

Solution:

1. Delete the configuration service pod manually:
kubect| delete pod n ocnadd-depl oy <configuration-name>

2. Check the logs of the new configuration service pod, if "Table definition has changed,
please retry transaction" is still present in the log, repeat step 1.

2.2.27 OCNADD Services Status Not Correct in Dashboard After Upgrade

Scenario:

After OCNADD is upgraded from the previous release to the latest release, it may be observed
that the OCNADD microservices status is not correct.

Problem:

When this issue occurs after upgrade, the OCNADD micro services log will have the similar
traces as indicated below:

For Statefullset deployment such as zookeeper or Kafka use below commands to check the
logs:

kubect| exec -it -n <nanespace> zookeeper-0 -- bash
[ ocnadd@ookeeper-0 ~]$ cat extService.txt |grep -i retry

For normal deployment use below command to check the logs:

kubect! 1ogs -n <namespace> <ocnadd- servi ce-podnanme> -f |grep -i retry
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Services Log:

OCL 2023-12-11 07:23:53.919 [parallel-1] ERROR

com oracl e. cgbu. cne. ocdd. heal t hnoni tori ngcl i ent. servi ce. Schedul er
Profile Registration is not successful, retry nunmber 0

OCL 2023-12-11 07:25:12.046 [parallel-1] ERROR

com oracl e. cgbu. cne. ocdd. heal t hnoni tori ngcl i ent. servi ce. Schedul er
Profile Registration is not successful, retry nunber 1

OCL 2023-12-11 07:27:11.904 [parallel-1] ERROR

com oracl e. cgbu. cne. ocdd. heal t hnoni tori ngcl i ent. servi ce. Schedul er
Profile Registration is not successful, retry nunber 2

OCL 2023-12-11 07:30:09.591 [parallel-1] ERROR

com oracl e. cgbu. cne. ocdd. heal t hnoni tori ngcl i ent. servi ce. Schedul er
Profile Registration is not successful, retry nunber 3

OCL 2023-12-11 07:32:33.906 [parallel-1] ERROR

com oracl e. cgbu. cne. ocdd. heal t hnoni tori ngcl i ent. servi ce. Schedul er
Profile Registration is not successful, retry nunber 4

OCL 2023-12-11 07:37:26.195 [parallel-1] ERROR

com oracl e. cgbu. cne. ocdd. heal t hnoni tori ngcl i ent. servi ce. Schedul er
Profile Registration is not successful, retry nunber 5

OCL 2023-12-11 07:54:05.282 [paral l el -1] ERROR

com oracl e. cgbu. cne. ocdd. heal t hnoni t ori ngcl i ent. servi ce. Schedul er
Profile Registration is not successful, retry nunber 6

OCL 2023-12-11 08:21:37.994 [parallel-1] ERROR

com oracl e. cgbu. cne. ocdd. heal t hnoni tori ngcl i ent. servi ce. Schedul er
Profile Registration is not successful, retry nunber 7

OCL 2023-12-11 09:19:50.729 [parallel-1] ERROR

com oracl e. cgbu. cne. ocdd. heal t hnoni tori ngcl i ent. servi ce. Schedul er
Profile Registration is not successful, retry nunber 8

OCL 2023-12-11 11:24:15.125 [parallel-1] ERROR

com oracl e. cgbu. cne. ocdd. heal t hnoni t ori ngcl i ent. servi ce. Schedul er
Profile Registration is not successful, retry nunber 9

OCL 2023-12-11 15:32:03.699 [parallel-1] ERROR

com oracl e. cgbu. cne. ocdd. heal t hnoni t ori ngcl i ent. servi ce. Schedul er
Profile Registration is not successful, retry nunber 10

OCL 2023-12-11 21:28:51.323 [parallel-1] ERROR

com oracl e. cgbu. cne. ocdd. heal t hnoni t ori ngcl i ent. servi ce. Schedul er
Profile Registration is not successful, retry nunber 11

OCL 2023-12-12 04:01:02.025 [paral l el -1] ERROR

com oracl e. cgbu. cne. ocdd. heal t hnoni tori ngcl i ent. servi ce. Schedul er
Profile Registration is not successful, retry nunber 12

Solution:

Heal t h

Heal t h

Heal t h

Heal t h

Heal t h

Heal t h

Heal t h

Heal t h

Heal t h

Heal t h

Heal t h

Heal t h

Heal t h

1. Restart all the OCNADD microservices using the command below. This command should
be run for all the worker groups and the management group separately in case deployment

is upgraded to the centralized mode:

kubect! rollout restart -n <namespace> depl oynent, sts

2. Check the health status of each of the OCNADD services on OCNADD UlI, the status

should become active of each of the services.
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2.2.28 OCNADD Two-Site Redundancy Troubleshooting Scenarios

General Troubleshooting

This section provides information to address troubleshooting issues faced post Two-Site
Redundancy Configuration. The issues and fixes mentioned this section are related to Alarms.
After the site configuration is done, the user should move to the Alarm Dashboard and verify if
any newly generated alarms are raised for Two-Site Redundancy.

OCNADD02006: Mate Site Down

TYPE: COMMUNICATION

SEVERITY: MAJOR

Scenario:

When either CNE cluster of the mate site or mate site worker group is down or not accessible.
Problem Description:

The CNE cluster or worker group in the mate site is down or inaccessible.

Troubleshooting Steps:

1. Check the status of worker group services in the mate site.
2. Check if the CNE cluster is accessible or not.

3. Verify if nodes are in an isolated zone or not.
4

Run sync after the issue has been fixed
OCNADDO02000: Loss of Connection
TYPE: COMMUNICATION
SEVERITY: MAJOR
Scenario:
Initial connection with Redundancy Agent of mate site is not established.
Problem Description:

Connection could not be established with the mate site redundancy agent service due to
egress annotation not enabled or cluster communication not supported.

Troubleshooting Steps:

1. Check if LoadBalancer IP of mated site is able to communicate with each other.

a. Run Exec command in the mate site redundancy agent pod:

kubect| exec -ti -n <nanespace> <mate_redundancyagent pod_name> -- bash
b. Run the following cURL command:

curl -k --cert-type P12 --cert /var/securityfiles/keystore/

server KeySt ore. p12: $OCNADD_SSL_KEY_STORE_PASSWORD - - | ocation - X GET
https://<mate_redundancy_agent external _i p>: 13000
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2. Verify if CNE version requires egress annotation or not.
3. Check the redundancy agent service pod logs in the mate site.
4. If error logs are showing in Redundancy Agent then,

a. Go to custom values of management charts.

b. Edit gl obal . ocnaddr edundancyagent . egress setitto true.

c. Run Helm chart upgrade:

hel m upgrade <rel ease_name> <managenent chart_path> -f
<custom val ues_pat h> -n <managenment _nanmespace>

5. Post-upgrade error logs should not recur.

OCNADDO02001: Loss of Heartbeat
TYPE: COMMUNICATION
SEVERITY: MINOR

Scenario:

When heartbeat from mate site redundancy agent is not sent to the primary site redundancy
agent.

Problem Description:

When there is no heartbeat sent from mate site redundancy agent to primary site redundancy
agent, then Loss of Heartbeat is detected.

Troubleshooting Steps:

1. Run curl request from Primary Site to Secondary Site Redundancy Agent to verify if calls
are received at the Secondary Site:

a. Run Exec command in the mate site redundancy agent pod

kubect| exec -ti -n <nanespace> <mate_redundancyagent pod_name> -- bash

b. Run the following cURL command:

curl -k --cert-type P12 --cert /var/securityfiles/keystore/
server KeySt ore. p12: $OCNADD_SSL_KEY_STORE_PASSWORD - - | ocation - X CGET
https://<mat e_redundancy_agent _ext ernal _i p>: 13000

2. This should return 4xx error; if 500 response is received, then the connection between two
sites is lost.

3. If communication fails, then verify network communication between both setups.

4. Run sync after the issue has been fixed.

OCNADDO050018: Consumer Feed Configuration Sync Discrepancy
TYPE: OPERATIONAL_ALARM

SEVERITY: MAJOR

Scenario:
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When the Mate site configuration is created, both the sites have Consumer Feed Configuration
with the same name, but DTO parameters are different.

Problem Description:
The consumer feed configuration is mismatched between mated worker group pair.
Troubleshooting Steps:

1. Check mate site consumer feed configuration.
2. Update the configuration with the mated site.

3. Run sync after the issue has been fixed.

@® Note

Alarm Not Raised in Primary
No alarm is raised in the primary site when mate site configuration Way is set to
BIDIRECTIONAL; Consumer Feed Discrepancy will not get raised in the primary site.

OCNADDO050019: Kafka Feed Configuration Sync Discrepancy
TYPE: OPERATIONAL_ALARM

SEVERITY: MAJOR

Scenario:

When the Mate site configuration is created, both the sites have Kafka Feed Configuration with
the same name, but DTO parameters are different.

Problem Description:
The Kafka feed configuration is mismatched between mated worker group pair.
Troubleshooting Steps:

1. Check mate site Kafka feed configuration.
2. Update the Kafka feed configuration with the mated site.

3. Run sync after the issue has been fixed.

@® Note

Alarm Not Raised in Primary
No alarm is raised in Primary site when mate site configuration Way is set to
BIDIRECTIONAL; Kafka Feed Discrepancy will not get raised in the primary site.

OCNADDO050020: Filter Configuration Sync Discrepancy
TYPE: OPERATIONAL_ALARM
SEVERITY: MAJOR

Scenario:
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When the Mate site configuration is created, both the sites have Filter Configuration with the
same name, but DTO parameters are different.

Problem Description:
The filter configuration is mismatched between mated worker group pair.
Troubleshooting Steps:

1. Check mate site filter configuration.
2. Update the filter configuration with the mated site.

3. Run sync after the issue has been fixed.

@® Note

Alarm Not Raised in Primary

No alarm is raised in Primary site when mate site configuration Way is set to
BIDIRECTIONAL; Filter Configuration Discrepancy will not get raised in the primary
site.

OCNADDO050021: Correlation Configuration Sync Discrepancy
TYPE: OPERATIONAL_ALARM

SEVERITY: MAJOR

Scenario:

When Mate site configuration is created, both the sites have Correlation Feed Configuration
with the same name, but DTO parameters are different.

Problem Description:
The correlation configuration is mismatched between mated worker group pair.
Troubleshooting Steps:

1. Check mate site correlation configuration.
2. Update the correlation configuration with the mated site.

3. Run sync after the issue has been fixed.

® Note

Alarm Not Raised in Primary

No alarm is raised in Primary site when mate site configuration Way is set to
BIDIRECTIONAL; Correlation Configuration Discrepancy will not get raised in the
primary site.

Unable to Sync Consumer Feed/Filter/Correlation/Kafka Feed
Scenario:

Unable to Sync Consumer Feed/Filter/Correlation/Kafka Feed

Network Analytics Data Director Troubleshooting Guide
F91230-01 August 31, 2025

Copyright © 2022, 2024, Oracle and/or its affiliates. Page 35 of 39



ORACLE’

Chapter 2
Helm Install and Upgrade Failure

Problem Description:

Consumer Feed/Filter/Correlation/Kafka Feed configuration is not getting synced and is
missing in the local site even after triggering manual sync. This issue persists despite resolving
discrepancies encountered during the initial configuration.

Solution:

1. Delete the Two Site Redundancy Configuration and create again.

2. Verify on Secondary site if all the Consumer Feed/Filter/Correlation/Kafka Feed has been
synced or not.

Correlation configuration created without kafka-feed at Primary Site
Scenario:

Created Kafka feed on both sites, created mate site configuration with the way set to
BIDIRECTIONAL.

Problem Description:

Observed that Correlation configuration got replicated on the Primary Site without its Kafka
feed.

Solution:

1. Check and identify any discrepancy alarms raised for Kafka feed configuration in the
secondary site.

2. Delete the Two Site Redundancy Configuration.

3. Resolve the discrepancy with Kafka feed in both secondary and primary sites. For
example, if more than the supported number of Kafka feeds are created, delete the excess
feeds.

4. Create Bidirectional Two Site Redundancy Configuration again.

5. Verify if Correlation and Kafka Feed configurations are properly synced or not.

One of the Mated Site is unavailable and user updates Consumer Feed/Filter/Correlation
in the available Site

Scenario:

One of the Mated Site is unavailable, and the user updates Consumer Feed/Filter/Correlation
in the available Site.

Problem Description:

After creating Mate Site Configuration, the user updates the Consumer Feed/Filter/Correlation

when one of the mated sites is unavailable. On updating the Consumer Feed/Filter/Correlation,
the change will be reflected only on the available site, and when the other mated site becomes
available again, discrepancy alarms will be raised.

Solution:

1. Repeat the Consumer Feed/Filter/Correlation update operation in the Primary Site.

2. Clear the discrepancy alarm that was raised previously.
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One of the Mated Site is unavailable and user deletes Consumer Feed/Filter/Correlation
in the available Site

Scenario:

One of the Mated Site is unavailable, and the user deletes Consumer Feed/Filter/Correlation in
the available Site.

Problem Description:

After creating Mate Site Configuration, the user deletes the Consumer Feed/Filter/Correlation
when one of the mated sites is unavailable. On deleting the Consumer Feed/Filter/Correlation,
the change will be reflected only on the available site, and when the other mated site becomes
available again, discrepancy alarms will be raised.

Solution:

1. Delete the Mate Site Configuration.
2. Delete the Consumer Feed/Filter/Correlation in both sites if present.

3. Create the Mate Site Configuration again.

2.2.29 Resource Allocation Challenges During DD Installation on OCI

Scenario:
When DD is installed in OCI, some of the services are stuck in a pending state for a long time.
Problem:

Describing pods of pending services using the below command shows insufficient resources
available to start the services:

kubect| describe po <pod_name> -n <nanmespace>

Solution:

When encountering OKE cluster nodes CPU and memory issues during DD installation, it's
essential to address them promptly. Follow these steps:

1. Begin by assessing the utilization of resources on the affected nodes. You can do this by
executing the command:

kubect| get nodes
kubect!| describe node <node_nane>

2. If the resource utilization exceeds 90%, it indicates potential congestion. To alleviate this,
proceed with increasing the node's resources using the following steps:

a. Manually adjust the CPU and memory allocation for the instance node. Access the
Oracle Cloud Infrastructure Console, navigate to "Instances,"” and select "Instance
Details."

b. Under "More Actions," choose "Edit" and then "Edit Shape."

c. Expand the shape settings and adjust the CPU and memory allocation according to
the specific requirements.
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d. After making the changes, reboot the instance and wait until it transitions to the
"Running" state.

@ Note
* One OCPU (Oracle Compute Unit) is equivalent to two vCPUs.

e Ensure that the allocated resources remain within the maximum limit of the
instance shape.

* Increasing CPU and memory resources is subject to the limitations of the
tenancy's assigned resource allocation.

2.2.30 Transaction Filter Update Takes Few Seconds to Reflect Changes in
Traffic Processing

When a user updates a configuration for transaction filters, the DD services (filter service and
consumer adapter) promptly receive a notification for the filter condition update; however, it
may take a few seconds for the changes to be applied to the actual traffic processing.

2.2.31 Connection Timeout Errors in Configuration Service Logs

Scenario:

The "Connection Timeout Errors" are occasionally logged by the Configuration service when
an instance of the service is deleted or goes down during pod restart and sends an
unsubscribe request. However, the unsubscribe request to the configuration service may not
always be successful, potentially due to network glitches. If the IP reported in these error logs
does not belong to any pod, then these entries are treated as stale entries.

Error Message:

Following error logs will be reported in the configuration service logs:

reactor. core. Excepti ons$Error Cal | backNot | npl ement ed:
org. springframewor k. web. reactive. function.client.WbC ient Request Excepti on:
connection tinmed out after 30000 ns: /10.233.92.24: 9664
Caused by:
org. springframework. web. reactive. function. client.WbC i ent Request Excepti on:
connection tinmed out after 30000 ns: /10.233.92.24: 9664

at
org. springframewor k. web. reactive. function. client.ExchangeFuncti ons$Def aul t Exch
angeFuncti on. | anhda$wr apExcept i on$9( ExchangeFuncti ons. j ava: 136) ~[ spri ng-
webflux-6.1.2.jar!/:6.1.2]

Caused by: io0.netty.channel. Connect Ti meout Exception: connection timed out
after 30000 ns: /10.233.92.24: 9664

Solution:

These error messages will not have any impact on the service processing the request. It can
be ignored.
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Logs

This chapter explains the process to retrieve the logs and status that can be used for effective
troubleshooting.

3.1 Log Levels

Logs register system events along with their date and time of occurrence. They also provide
important details about a chain of events that could have led to an error or problem.

A log level helps in defining the severity level of a log message. For OCNADD, the log level of
a microservice can be set to any one of the following valid values:

* TRACE: Alog level that describes events, as a step by step execution of code. This can
be ignored during the standard operation, but may be useful during extended debugging
sessions.

* DEBUG: A log level used for events during software debugging when more granular
information is needed.

* INFO: A standard log level indicating that something has happened, an application has
entered a certain state, etc.

*  WARN: A log level indicates that something unexpected has happened in the application, a
problem, or a situation that might disturb one of the processes. But this does not mean that
the application has failed. The WARN level should be used in situations that are
unexpected, but the code can continue to work.

* ERROR: A log level that should be used when an application hits an issue preventing one
or more functionalities from functioning.

Using this information, the logs can be filtered based on the system requirements. For
instance, if you want to filter the critical information about your system from the informational
log messages, set a filter to view messages with only WARN log level in Kibana.

3.2 Configuring Log Levels

To view logging configurations and update logging levels, check the respective service child
val ues. yanm .

Following is an example from the Configurations service:

env:
CONFI GURATI ON_ROOT_LOG LEVEL: | NFO
CONFI GURATI ON_WEB_LOG LEVEL: | NFO

Once the service child val ues. yam is modified, perform helm upgrade for the OCNADD
charts.
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3.3 Collecting Logs

This section describes the steps to collect logs from PODs or containers. Perform the following
steps:

1.

Run the following command to get the POD details:

$ kubect! -n <namespace_name> get pods

Collect the logs from the specific pods or containers:

$ kubect! |ogs <podnanme> -n <namespace>

Example:
$ kubect! 1ogs ocnaddconfi gurati on- XXXXXXXXXX-XXXXX -n ocnadd
Store the log in a file using the following command:

$ kubect! 1ogs <podnane> -n <namespace> > <fil enane>

Example:
$ kubect! 1ogs ocnaddconfi gurati on- XXXXXXXXXX-XXXxX -n ocnadd > | ogs. t xt

(Optional) You can also use the following commands for the log stream with file redirection
starting with the last 100 lines of the log:

$ kubect! |ogs <podnane> -n <namespace> -f --tail <nunber of |ines> >
<fil enane>

Example:

$ kubect! [ogs ocnaddconfi guration- XXXXXXXXXX-XXXxX -n ocnadd -f --tail
100 > | ogs. txt

For information on the OCNADD GUI user logs, see Oracle Communications Cloud Native
Configuration Console Troubleshooting Guide.

3.4 Collect logs using Deployment Data Collector Tool

Perform this procedure to start the NF Deployment Data Collector module and generate the
tarballs. If the user does not specify the output storage path, then this module generates the
output in the same directory where the module is executed.

nfDataCapture.sh is a script which can be used for collecting all required logs from NF
deployment for debugging issues. The script will collect logs from all Micro-Service PODs of
specified helm input, helm deployment details,the status, description of all the kafka topics,
offset details server properties and description of all the pods, services and events.

Ensure that you have appropriate privileges to access the system and execute kubectl and
helm commands.
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e Perform this procedure on the same machine where the OCNADD is deployed using helm
or kubectl.

e Execute the chmod +x nfDataCapture.sh command on the tool to provide the executable
permission.

» Execute the following command to start the module:
.I'nf Dat aCapt ure. sh -n|--k8Nanespace=[ KB Nanespace] -u|--usernane=[ User
Narme] -p|-- password=[ Password] -k|--kubectl=[ KUBE SCRI PT_NAME] -h]|--
hel me[ HELM_SCRI PT_NAME]
-S| --size=[SI ZE_OF EACH TARBALL] -d|--cnDBTierStatus=[CN DB Tl ER
STATUS]
-X| - - kaf kaDet ai | s=[ KAFKA DETAILS] -b|--binlogColl ectionStatus=[BIN
LOG COLLECTI ON STATUS]
-0| --tool Qut put Path -hel nB=fal se
Examples:

.I'nf Dat aCapt ure. sh -k="kubect| --kubeconfig=adnin.conf" -h="hel m--kubeconfig
adm n.conf" -n=ocnrf -s=5M -o0=/tnp/

.I'nf Dat aCapt ure. sh -n=ocnadd -s=5M - 0=/t np/
. I nf Dat aCapt ure. sh -n=ocnadd

.I'nf Dat aCapt ure. sh -n=ocnadd - x=fal se

. I'nf Dat aCapt ure. sh -n=ocnadd - hel nB=true

. I'nf Dat aCapt ure. sh -n=ocnadd -u=usernane - p=password -s=5M - o=/ hone/root/
dat acol | ector/data - hel nB=true

.I'nf Dat aCapt ure. sh -n=ocnadd -u=usernane -p=password -s=5M - 0=/ honme/root/
dat acol | ector/data -hel nB=true -b=fal se

. I'nf Dat aCapt ure. sh -n=ocnadd -u=usernane - p=password -s=5M - 0=/ hone/root/
dat acol | ector/data -hel nB=true -d=true -b=fal se

® Note

Default size of tarball generated will be 10M, if not provided, and default location of
output will be tool working directory.

Kafka Detailed Staus will be by default true and if we do not want to collect the details
we have to pass it as false.

By default, helm2 is used. Use proper argument in command to use helm3.

@ Note

If the database is not in same namespace , then the script should be run again for the
namespace in which database is deployed to capture the database related logs.
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*  Only if the size of the tar [example: ocnadd.debugData.2023.01.16_09.15.01.tar.gz]
generated is greater than "SIZE_OF EACH_TARBALL" specified in the command ,tar is
split into several tarball based on the size specified.

» After execution of command, tar-balls will be created based on size specified in the
following format:
<nanmespace>. debugDat a. <t i nest anp>

Example:
ocnadd. debugDat a. 2023. 01. 16_09. 15. 01- part 01
Each tarball can then be combined into one tarball with the following command:

cat ocnadd. debugDat a. 2023. 01. 16_09. 15. 01- part* >
onadd. debugDat a. 2023. 01. 16_09. 15. 01- conbi ned. tar. gz
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Capturing «.mn from CNE

Perform the following steps to capture t cpdunp in CNE:

1. Run the following command to identify the worker node for the running pod:
$ kubect| get pods -n ocnadd -0 wide

2. Login to the worker node and run the following command to search for the IP address of
the pod:

$ipa
3. Run the following command to start tcpdump on the identified network interface:

$ sudo tcpdump -n -s0 -i <interface> w <file-nane>. pcap -Z <node- user - nane>
4. Run the following command to change the file permissions:

$ chnod 777 <file-nanme>. pcap
5. Exit the worker node and run the following command to scp the file from the bastion host:

$ scp <user-name>@wor ker node>: <pat h-i n-wor ker Node- machi ne>
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OCNADD Alerts

This section provides information on Oracle Communications Network Analytics Data Director
(OCNADD) alerts and their configuration.

5.1 Configuring Alerts

This section describes how to configure alerts in OCNADD.

If OCNADD is installed in the CNE setup, all services are monitored by Prometheus by default.
Therefore, there are no modifications required in the Helm chart. All the Prometheus alert rules
present in helm chart are updated in the Prometheus Server.

@® Note

Here, the label used to update the Prometheus serverisrol e: cnc-al erti ng-
rul es, which is added by default in helm charts.

If OCNADD is installed in the TANZU Setup, one of the files needs to be modified in Helm
charts with the following parameters.

@ Note

Update the r el ease: prom operat or labelwithrol e: cnc-al erting-rul es
in the ocnadd- al erti ng-rul es. yanl file.

api Version: nonitoring.coreos.con vl
ki nd: Pronet heusRul e
met adat a:
| abel s:
rel ease: prom operator
nane: ocnadd-al erting-rul es
nanespace: {{ .Val ues. gl obal.cl uster.nameSpace. narme }}

5.2 Alert Forwarding Using Simple Network Management
Protocol (SNMP)

OCNADD forwards the Prometheus alerts as Simple Network Management Protocol (SNMP)
traps to the southbound SNMP servers. OCNADD uses two SNMP MIB files to generate the
traps. The alert manager configuration is modified by updating the alertmanager.yaml file. In
the alertmanager.yaml file, the alerts can be grouped based on podname, alertname, severity,
namespace, and so on. The Prometheus alert manager is integrated with Oracle
Communications Cloud Native Core, Cloud Native Environment (CNE) snmp-notifier service.
The external SNMP servers are set up to receive the Prometheus alerts as SNMP traps. The
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operator must update the MIB files along with the alert manager file to fetch the SNMP traps in
their environment.

® Note

*  Only a user with admin privileges can perform the following procedures.

Alert Manager Configuration

Run the following command to obtain the Alert Manager Secret configuration from the
Bastion Host and save it to a file:

$ kubect| get secret al ertmanager-occne-kube-prom stack-kube-al ert manager -
o yam -n occne-infra > al ert manager-secret-k8s.yan

Sample output:

api Version: vl
dat a:
al ert manager. yan :
Z22xvYnFsQgogl HIl c29sdnvf dG t ZWD1dDogNWOKemvj ZW 2ZXJzOgot | GohbWUBI GRI ZnF1bHQ
t cmVj ZW 2ZXI KI CB3ZW 0b29r X2NvbnZpZ3M6Ci AgLSB1lcmi6l GhOdHAGLY v Y2NuZS1zbmiwl W
5vdd maWy G kON QvYWkI cnRzCnJvdXR Ogogl Gdyb3VwiX2J50gogl COgandi G AgZ3JvdXBf a
VB0ZXJ2YWW6! DVt Ci AgZ3JvdXBf d2FpdDogMzBzCi AgenVj ZW 2ZXI 61 GRI ZnF1bHQt cmvj ZW 2
ZXI KI CByZXBl YXRf aWb0ZXJ2YWh6! DEyaAogl HIvdXR czoKI CAt | GLhdGNoGgogl CAgl CBhbGV
ydGhbWJ6I FdhdGNoZ&GInGi Agl CByZWN aXZl ¢j 0gZGVmYXVsdClyZWNl aXZl cgp0ZWwbhGF0ZX
M6Ci 0gL2VOYy9hbGVydGLhbnFnzXl vY29uZm nLyoudGlwhA==
kind: Secret
met adat a:
annot ati ons:
met a. hel m sh/ rel ease- nane: occne- kube- pr om st ack
met a. hel m sh/ rel ease- nanmespace: occne-infra
creationTi mestanp: "2022-01-24T22: 46: 342"
| abel s:
app: kube- promet heus- st ack- al ert manager
app. kubernnetes. i o/instance: occne-kube-prom stack
app. kuber net es. i o/ managed- by: Hel m
app. kubernetes.i o/ part-of: kube-promnetheus-stack
app. kubernetes.i o/ version: 18.0.1
chart: kube- pronet heus-stack-18.0.1
heritage: Helm
rel ease: occne-kube-prom stack
nane: al ert manager - occne-kube- prom st ack- kube- al ert manager
nanmespace: occne-infra
resour ceVersion: "5175"
ui d: a38eb420-a4d0- 4020- a375- ab87421def de

type: Opaque
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Extract the Alert Manager configuration. The third line of the alertmanager.yaml file
contains Alert Manager configuration encoded in base64 format. To extract the Alert
Manager configuration, decode the alertmanager.yaml file. Run the following command:

echo

" Z2xvYnFsQOgogl HIl c29sdnVf dd t ZW01dDogNWOKemVj ZW 2ZXJzQgot | GohbWU6I GRI ZnF1bH
Q cnVj ZW 2ZXI KI CB3ZW 0b29r X2NvbniZzpZ3M6Ci AgLSBLlcmw6l GhOdHAGLY9vY2NuZS1zhniwl
Wovdd maWy Qg kON QvYWkI cnRzCnJvdXR Ogogl Gdyb3VwX2J5Cgogl Cogamdi Ci AgZ3JvdXBf
aVb0ZXJ2YWh6! DVt Ci AgZ3JvdXBf d2FpdDogMeBzCi AgenVj ZW 2ZXI 61 GRI ZnF1bHQ cnvj ZW
2ZXI Kl CByZXBl YXRf aWp0ZXJ2YWh6! DEyaAogl HIVdXRI czoKl CAt | GLhdGNoQgogl CAgl CBhbG
VWdGhbWU6I FdhdGNoZ&nGi Agl CByZWNl aXZl ¢j 0gZGvmYXVsdClyZWNl aXZl cgp0ZWwbhGF0Z
XM6Ci 0gL2VOYy9hbGWdGLhbnFnzZXI vY29uZm nLyoudGlwbA==" | base64 --decode

Sample output:

gl obal
resol ve_tineout: 5m
receivers:
- nane: defaul t-receiver
webhook_confi gs:
- url: http://occne-snnmp-notifier:9464/alerts
rout e:
group_by:
- job
group_interval: 5m
group_wait: 30s
receiver: default-receiver
repeat _interval: 12h
routes:
- match:
al ertnane: Wt chdog
receiver: default-receiver
t enpl at es:
- [etc/al ertmanager/config/*.tnpl

Update the alertmanager.yaml file, alerts can be grouped based on the following:
— podname

— alertname

—  severity

— namespace

Save the changes to alertmanager.yaml file.

For example:

route:
group_by: [podname, alertnane, severity, namespace]
group_interval: 5m
group_wait: 30s
receiver: default-receiver
repeat _interval: 12h
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Encode the updated alertmanager.yaml file, run the following command:

$ cat alertmanager.yam | base64 -w0

Z2xvYnFsQgogl HII ¢29sdnvf dd t ZV@1dDogNWOKemVj ZW 2ZXJzCQgot | GohbWUBI GRI ZnF1bHQ
t cmVj ZW 2ZXI KI CB3ZW 0b29r X2NvbniZzpZ3M6Ci AgLSB1lcma6l GhOdHAGLY 9vY2NuZS1zhmiwl W
5vdd maWy Qg kON QvYWkI cnRzGi Ogbnft ZToghmV3LXJ! Y2VpdmVy LTEKI CB3ZW ob29r X2Nvh
nZpZ3MBCi AgLSBlcma6l GhOdHAGLY9vY2NuZS1zbmiw VBvdd maW/y LTE6OTQ@NS9hbGvy dHVK
cmd1dCU6C AgZ3JvdXBf Ynk6Ci AgLSBqgb21 KI CBncnB1cF9pbnRI cnZhbDogNWKI CBnenB1cF9
3YW 0O AzMHWKI CByZWNI aXZl ¢j 0gZGVmYXVsdClyZWNl aXZl cgogl HII ¢cGvhdF9pbnRI cnZzhbD
ogMrJoCi AgecmP1dGvzCgogl COgenVj ZW 2ZXI 61 GRI ZnF1bHQ cmVvj ZW 2ZXI KI CAgl Gdyb3VwX
3dhaXQ6! DMwcwogl CAgZ3JvdXBf aWb0ZXJ2YWA6! DVt Ci Agl CByZXBI YXRf aWb0ZXJ2YWhGI DEy
aAogl CogenmVj ZW 2ZXI 61 GBI dy1yZWN aXZl ci 0xCi Agl CBncnB1cF93YW 0O AzVHWKI CAgl Gd
yb3WiX2l udGvydnsO AlbQogl CAge mMWWZWFOX2! udGVydnfFs O AxIvgKI CAt | GLhdGNoQgogl C
Agl CBhbGvydGhbWU6I FdhdGNoZ&nCi Agl CBy ZWNI aXZI ¢j 0gZGVmyXVsdClyZWNl aXZIl cgogl
COgbWF0Y2g6Ci Agl CAgl GFsZXJ0bnFt ZTogV2F0Y2hkb2cKI CAgl HII Y2Vpdnmy QO BuZXct cnVj
ZW 2ZXI t MpOZWLwb GF0ZXMBCi 0gL2VOYy9hbGVydGLhbnFnzZXI vY29uZm nLyoudGlwbAo=

Edit the alertmanager-secret-k8s.yaml file created in step 1. Replace the
alertmanager.yaml encoded content with the output generated in the previous step.
For example:

$ vi al ert manager-secret -k8s. yan
api Version: vl
dat a:
al ert manager.yanl : <paste here the encoded content of alertmanager.yam >
kind: Secret
met adat a
annot ati ons
met a. hel m sh/ rel ease-nane: occne- kube- pr om st ack
met a. hel m sh/ rel ease- nanespace: occne-infra
creationTi mestanp: "2023-02-16T09: 44: 582"
| abel s:
app: kube- promet heus- st ack- al ert manager
app. kubernetes. i o/instance: occne-kube-prom stack
app. kuber net es. i o/ managed- by: Hel m
app. kubernetes.iof/ part-of: kube-promet heus-stack
app. kubernetes.io/version: 36.2.0
chart: kube- pronet heus-stack-36.2.0
heritage: Helm
rel ease: occne-kube-prom stack
nane: al ertmanager - occne-kube-prom st ack- kube- al ert manager
nanespace: occne-infra
resour ceVersion: "8211"
ui d: 9b499h32- 6ad2- 4754- 8691- 70665f 9daab4

type: Opaque

Run the following command:

$ kubect! apply -f al ertmnager-secret-k8s.yaml -n occne-infra

Integrate the Alert Manager with snmp-notifier Service

Update the SNMP client destination in the occne-snmp-notifier service with the SNMP
destination client IP.
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@® Note

For a persistent client configuration, edit the values of the snmp-notifier in Helm
charts and perform a Helm upgrade.

Add "warn" in alert severity to receive warning alerts from OCNADD. Run the following
command:

$ kubect! edit deployment -n occne-infra occne-snnp-notifier

1. update the field "--snnp.destination=<IP>:<port>" inside the args of
container and add the snnp-client destination IP.
Exanpl e:

spec:
cont ai ners:
- args:
- --snnp. desti nati on=10. 20. 30. 40: 162
2. "warn" should al so be added to the severity list as some of the DD
alerts are raised with severity: warn.
Exmapl e:

- --alert.severities=critical,mjor,ninor,warning,info, clear,warn

To verify the SNMP notification, see the new natifications in the pod logs of ocche snmp
notifier. Run the following command to see the logs:

$ kubect! logs -n occne-infra <occne-snnp-notifier-pod-nane>

Sample output:

10. 20. 30. 50 [ 26/ Mar/2023: 13: 58: 14 +0000] "POST /alerts HITP/1.1" 200 0
10.20. 30.60 - - [26/Nar/2023:14:02: 51 +0000] "POST /alerts HITP/1.1" 200 O
10.20.30.70 - - [26/Nar/2023:14:03: 14 +0000] "POST /alerts HITP/1.1" 200 O
10.20.30.80 - - [26/Nar/2023:14:07:51 +0000] "POST /alerts HITP/1.1" 200 O
10.20.30.90 - - [26/Nar/2023:14:08:14 +0000] "POST /alerts HITP/1.1" 200 O

OCNADD MIB Files

Two OCNADD MIB files are used to generate the traps. The operator has to update the MIB
files and the alert manager file to obtain the traps in their environment. The files are:

OCNADD-MIB-TC-24.1.0.mib: This is a top level mib file, where the objects and their data
types are defined.

OCNADD-MIB-24.1.0.mib: This file fetches the objects from the top level mib file and
based on the alert notification, the objects are selected for display.
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@® Note

MIB files are packaged along with OCNADD Custom Templates. Download the files
from MOS. See Oracle Communications Cloud Native Core Network Analytics Data
Director Installation, Upgrade, and Fault Recovery Guide for more information.

5.3 List of Alerts

This section provides detailed information about the alert rules defined for OCNADD.

5.3.1 System Level Alerts

This section lists the system level alerts for OCNADD.

OCNADD_POD_CPU_USAGE_ALERT

Table 5-1 OCNADD_POD_CPU_USAGE_ALERT
|

Field Details

Triggering Condition POD CPU usage is above the set threshold
(default 70%)

Severity Major

Description OCNADD Pod High CPU usage detected for a
continuous period of 5min
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Table 5-1 (Cont.) OCNADD_POD_CPU_USAGE_ALERT
|

Field

Details

Alert Details

Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
podname: {{ "{{" }}$labels.pod}}, timestamp:

{0 B with query "time()" YH{ "{{" }} . | first | value |
humanizeTimestamp }H{ "{{" }} end }}: CPU usage
is {{ "{{" }} $value | printf "%.2f" }} which is above
threshold {{ .Values.global.cluster.cpu_threshold }}
%

Expression:

expr:
(sum(rate(container_cpu_usage_seconds_total{im
age!="", pod=~".*aggregation.*"}[5m])) by
(pod,namespace) >

{{ -Values.global.cluster.cpu_threshold }}*2) or

(sum(rate(container_cpu_usage_seconds_total{im
age!="", pod=~".*kafka.*"}[5m])) by
(pod,namespace) >

{{ .Values.global.cluster.cpu_threshold }}*6) or

(sum(rate(container_cpu_usage_seconds_total{im
age!="", pod=~".*zookeeper.*"}[5m])) by
(pod,namespace) >

{{ -Values.global.cluster.cpu_threshold }}) or

(sum(rate(container_cpu_usage_seconds_total{im
age!="", pod=~".*adapter.*"}[5m])) by
(pod,namespace) >

{{ .Values.global.cluster.cpu_threshold }}*3) or

(sum(rate(container_cpu_usage_seconds_total{im
age!="", pod=~".*correlation.*"}[5m])) by
(pod,namespace) >

{{ -Values.global.cluster.cpu_threshold }}*1) or

(sum(rate(container_cpu_usage_seconds_total{im
age!="", pod=~"*filter.*"}[5m])) by
(pod,namespace) >

{{ .Values.global.cluster.cpu_threshold }}*1) or

(sum(rate(container_cpu_usage_seconds_total{im
age!="", pod=~"-*configuration.*'}[5m])) by
(pod,namespace) >

{{ -Values.global.cluster.cpu_threshold }}*1) or

(sum(rate(container_cpu_usage_seconds_total{im
age!="", pod=~"*admin.*"}[5m])) by
(pod,namespace) >

{{ .Values.global.cluster.cpu_threshold }}*1) or

(sum(rate(container_cpu_usage_seconds_total{im
age!="", pod=~".*health.*'}[5m])) by
(pod,namespace) >

{{ -Values.global.cluster.cpu_threshold }}*1) or

(sum(rate(container_cpu_usage_seconds_total{im
age!="", pod=~"*alarm.*"}[5m])) by
(pod,namespace) >

{{ .Values.global.cluster.cpu_threshold }}*1) or
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Table 5-1 (Cont.) OCNADD_POD_CPU_USAGE_ALERT
|

Field

Details

(sum(rate(container_cpu_usage_seconds_total{im
age!="", pod=~"*ui.*"}[5m])) by (pod,namespace)
> {{ .Values.global.cluster.cpu_threshold }}*1)

OID

1.3.6.1.4.1.323.5.3.53.1.29.4002

Metric Used

container_cpu_usage_seconds_total

Note: This is a Kubernetes metric used for
instance availability monitoring. If the metric is not
available, use the similar metric as exposed by the
monitoring system.

Resolution

The alert gets cleared when the CPU utilization is
below the critical threshold.

Note: The threshold is configurable in the ocnadd-
cust om val ues-24. 1. 0. yanl file. If guidance is
required, contact My Oracle Support.

OCNADD_POD_MEMORY_USAGE_ALERT

Table 5-2 OCNADD_POD_MEMORY_USAGE_ALERT
e

Field

Details

Triggering Condition

POD Memory usage is above set threshold (default
70%)

Severity

Major

Description

OCNADD Pod High Memory usage detected for
the continuous period of 5 min
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Table 5-2 (Cont.) OCNADD_POD_MEMORY_USAGE_ALERT

|
Field Details

Alert Details Summary:

‘namespace: {{ "{{" }I}$labels.namespace}},
podname: {{ "{{" }}$labels.pod}}, timestamp:

{0 B with query "time()" YH{ "{{" }} . | first | value |
humanizeTimestamp }H{ "{{" }} end }}: Memory
usage is {{ "{{" }} $value | printf "%.2f" }} which is
above threshold

{{ .Values.global.cluster.memory_threshold }} %'
Expression:

expr:
(sum(container_memory_working_set_bytes{imag
el="", pod=~".*aggregation.*"}) by
(pod,namespace) >

3*1024*1024*1024*{{ .Values.global.cluster.memor
y_threshold }}/100) or

(sum(container_memory_working_set_bytes{imag
el="", pod=~".*kafka.*"}) by (pod,namespace) >
64*1024*1024*1024*{{ .Values.global.cluster.mem
ory_threshold }}/100) or

(sum(container_memory_working_set_bytes{imag
el="", pod=~".*zookeeper.*"}) by (pod,namespace)
>

1*1024*1024*1024*{{ .Values.global.cluster.memor
y_threshold }}/100) or

(sum(container_memory_working_set_bytes{imag
el="", pod=~".*ilter.*"}) by (pod,namespace) >
3*1024*1024*1024*{{ .Values.global.cluster.memor
y_threshold }}/100) or

(sum(container_memory_working_set_bytes{imag

el="", pod=~"*adapter.*"}) by (pod,namespace) >

4*1024*1024*1024*{{ .Values.global.cluster.memor
y_threshold }}/100) or

(sum(container_memory_working_set_bytes{imag
el="", pod=~".*correlation.*'}) by (pod,namespace)
>

4*1024*1024*1024*{{ .Values.global.cluster.memor
y_threshold }}/100) or

(sum(container_memory_working_set_bytes{imag
el="", pod=~".*configuration.*"}) by
(pod,namespace) >

4*1024*1024*1024*{{ .Values.global.cluster.memor
y_threshold }}/100) or

(sum(container_memory_working_set_bytes{imag
el="", pod=~"*admin.*"}) by (pod,namespace) >
2*1024*1024*1024*{{ .Values.global.cluster.memor
y_threshold }}/100) or

(sum(container_memory_working_set_bytes{imag
el="", pod=~".*health.*"}) by (pod,namespace) >
2*1024*1024*1024*{{ .Values.global.cluster.memor
y_threshold }}/100) or

(sum(container_memory_working_set_bytes{imag
el="", pod=~"*alarm.*"}) by (pod,namespace) >
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Table 5-2 (Cont.) OCNADD_POD_MEMORY_USAGE_ALERT

- __________________________|
Field Details

2*1024*1024*1024*{{ .Values.global.cluster.memor
y_threshold }}/100) or

(sum(container_memory_working_set_bytes{imag
el="", pod=~".*ui.*"}) by (pod,namespace) >
2*1024*1024*1024*{{ .Values.global.cluster.memor
y_threshold }}/100)

OoID 1.3.6.1.4.1.323.5.3.53.1.29.4005
Metric Used container_memory_working_set_bytes

Note: This is a Kubernetes metric used for
instance availability monitoring. If the metric is not
available, use the similar metric as exposed by the
monitoring system.

Resolution The alert gets cleared when the memory utilization
is below the critical threshold.

Note: The threshold is configurable in the
ocnadd/ val ues. yam file. If guidance is
required, contact My Oracle Support .

OCNADD_POD_RESTARTED

Table 5-3 OCNADD_POD_RESTARTED
|

Field Details

Triggering Condition A POD has restarted

Severity Minor

Description A POD has restarted in last 2 min
Alert Details Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
podname: {{ "{{" }}$labels.pod}}, timestamp:

(" 1} with query "time()" B{{ "{{" }} . | first | value |
humanizeTimestamp IH{ "{{" }} end }}: A Pod has
restarted'

Expression:
expr:

kube_pod_container_status_restarts_total{namesp
ace="{{ .Values.global.cluster.nameSpace.name }}"

}>1
OID 1.3.6.1.4.1.323.5.3.51.29.5006
Metric Used kube_pod_container_status_restarts_total

Note: This is a Kubernetes metric used for
instance availability monitoring. If the metric is not
available, use the similar metric asexposed by the
monitoring system.
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Table 5-3 (Cont.) OCNADD_POD_RESTARTED
|

Field

Details

Resolution

The alert is cleared automatically if the specific pod
is up.

Steps:

1. Check the application logs. Check for database

related failures such as connectivity, Kubernetes
secrets, and so on.

2. Run the following command to check
orchestration logs for liveness or readiness probe
failures:

kubectl get po -n <namespace>

Note the full name of the pod that is not running,
and use it in the following command:

kubectl describe pod <desired full pod name> -n
<namespace>

3. Check the database status. For more
information, see "Oracle Communications Cloud
Native Core DBTier User Guide".

4. If the issue persists, capture all the outputs from
the above steps and contact My Oracle Support, If
guidance is required.

OCNADD_CORRELATION_SVC_DOWN

Table 5-4 OCNADD_CORRELATION_SVC_DOWN
e

Field Details

Triggering Condition The OCNADD Correlation service went down or
not accessible

Severity Critical

Description OCNADD Correlation service not available for
more than 2 min

Alert Details Summary:
‘namespace: {{ "{{" }}$labels.namespace}},
podname: {{ "{{" J}$labels.pod}}, timestamp:
{"{" }} with query "time()" }{{ "{" }} . | first | value |
humanizeTimestamp H{ "{{" }} end }}: Correlation
service is down'
Expression:
expr: up{service=~"*correlation.*} 1= 1

OoID 1.3.6.1.4.1.323.5.3.53.1.33.2002

Metric Used ‘up'
Note: This is a Prometheus metric used for
instance availability monitoring. If this metric is not
available, use a similar metric as exposed by the
monitoring system.
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Table 5-4 (Cont.) OCNADD_CORRELATION_SVC_DOWN
|

Field Details

Resolution The alert is cleared automatically when the
OCNADD Correlation service starts becoming
available.
Steps:

1. Check for service specific alerts which may be
causing the issues with service exposure.

2. Run the following command to check if the pod’s
status is in the “Running” state:

kubectl —-n <namespace> get pod

If it is not in a running state, capture the pod logs
and events. Run the following command to fetch
the events as follows:

kubectl get events --
sortby=.metadata.creationTimestamp -n
<namespace>

3. Refer to the application logs and check for
database related failures such as connectivity,
invalid secrets, and so on.

4. Run the following command to check Helm
status and make sure there are no errors:

helm status <helm release name of data director> -
n<namespace>

If it is not in “STATUS: DEPLOYED?”, then again
capture logs and events.

5. If the issue persists, capture all the outputs from
the above steps and contact My Oracle Support, If
guidance is required.

5.3.2 Application Level Alerts

This section lists the application level alerts for OCNADD.

OCNADD_ADMIN_SVC_DOWN

Table 5-5 OCNADD_ADMIN_SVC_DOWN
e

Field Details

Triggering Condition The OCNADD Admin service is down or not
accessible.

Severity Critical

Description OCNADD Admin service not available for more
than 2 min
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Table 5-5 (Cont.) OCNADD_ADMIN_SVC_DOWN
|

Field Details

Alert Details Summary:
"namespace: {{ "{{" }}$labels.namespace}},
podname: {{ "{{" J}$labels.pod}}, timestamp:
{"{" I} with query "time()" }{{ "{" }} . | first | value |
humanizeTimestamp IH{ "{{" }} end }}:
ocnaddadminservice service is down'
Expression:
expr: up{service="ocnaddadminservice"} != 1

oID 1.3.6.1.4.1.323.5.3.51.30.2002

Metric Used ‘up'
Note: This is a Prometheus metric used for
instance availability monitoring. If this metric is not
available, use the similar metric as exposed by the
monitoring system.

Resolution The alert is cleared automatically when the

OCNADD Admin service start becoming available.
Steps:

1. Check for service specific alerts which may be
causing the issues with service exposure.

2. Run the following command to check if the pod’s
status is in “Running” state:

kubectl —-n <namespace> get pod

If it is not in running state, capture the pod logs and
events. Run the following command to fetch the
events as follows:

kubectl get events --
sortby=.metadata.creationTimestamp -n
<namespace>

3. Refer to the application logs and check for
database related failures such as connectivity,
invalid secrets, and so on.

4. Run the following command to check Helm
status and make sure there are no errors:

helm status <helm release name of data director> -
n<namespace>

If itis not in “STATUS: DEPLOYED?”, then again
capture logs and events.
5. If the issue persists, capture all the outputs from

the above steps and contact My Oracle Support, if
guidance is required.

OCNADD_ALARM_SVC DOWN

Table 5-6 OCNADD_ALARM_SVC_DOWN

Field

Details

Triggering Condition

The alarm service is down or not accessible.

Severity

Critical
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Table 5-6 (Cont.) OCNADD_ALARM_SVC_DOWN
|

Field

Details

Description

OCNADD Alarm service not available for more
than 2 min

Alert Details

Summary:

namespace: {{ "{{" }}$labels.namespace}},
podname: {{ "{{" }}$labels.pod}}, timestamp:

{0 B with query "time()" H{ "{{" }} . | first | value |
humanizeTimestamp IH{ "{{" }} end }}:
ocnaddalarm service is down'

Expression:
expr: up{service="ocnaddalarm"} I= 1

OoID

1.3.6.1.4.1.323.5.3.51.24.2002

Metric Used

up'

@® Note

This is a Prometheus
metric used for
instance availability
monitoring. If this
metric is not available,
use the similar metric
as exposed by the
monitoring system.
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Table 5-6 (Cont.) OCNADD_ALARM_SVC_DOWN
|

Field Details

Resolution The alert is cleared automatically when the
OCNADD Alarm service start becoming available.
Steps:

1. Check for service specific alerts which may be
causing the issues with service exposure.

2. Run the following command to check if the pod’s
status is in “Running” state:

kubectl —-n <namespace> get pod

If it is not in running state, capture the pod logs and
events. Run the following command to fetch the
events as follows:

kubectl get events --
sortby=.metadata.creationTimestamp -n
<namespace>

3. Refer to the application logs and check for
database related failures such as connectivity,
invalid secrets, and so on.

4. Run the following command to check Helm
status and make sure there are no errors:

helm status <helm release name of data director> -
n<namespace>

If it is not in “STATUS: DEPLOYED?”, then again
capture logs and events.

5. If the issue persists, capture all the outputs from
the above steps and contact My Oracle Support, if
guidance is required.

OCNADD_CONFIG_SVC _DOWN

Table 5-7 OCNADD_CONFIG_SVC_DOWN
e

Field Details

Triggering Condition The configuration service is down or not
accessible.

Severity Critical

Description OCNADD Configuration service not available for

more than 2 min

Alert Details Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
podname: {{ "{" }}$labels.pod}}, timestamp:

{"{" I} with query "time()" }{{ "{{" }} . | first | value |
humanizeTimestamp IH{ "{{" }} end }}:
ocnaddconfiguration service is down'

Expression:

expr: up{service="ocnaddconfiguration"} '= 1

OID 1.3.6.1.4.1.323.5.3.51.20.2002
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Table 5-7 (Cont.) OCNADD_CONFIG_SVC_DOWN
|

Field

Details

Metric Used

up
Note: This is a Prometheus metric used for
instance availability monitoring. If this metric is not
available, use the similar metric as exposed by the
monitoring system.

Resolution

The alert is cleared automatically when the
OCNADD Configuration service start becoming
available.

Steps:

1. Check for service specific alerts which may be
causing the issues with service exposure.

2. Run the following command to check if the pod’s
status is in “Running” state:

kubectl —-n <namespace> get pod

If it is not in running state, capture the pod logs and
events. Run the following command to fetch the
events as follows:

kubectl get events --
sortby=.metadata.creationTimestamp -n
<namespace>

3. Refer to the application logs and check for
database related failures such as connectivity,
invalid secrets, and so on.

4. Run the following command to check Helm
status and make sure there are no errors:

helm status <helm release name of data director> -
n<namespace>

If itis not in “STATUS: DEPLOYED?”, then again
capture logs and events.
5. If the issue persists, capture all the outputs from

the above steps and contact My Oracle Support, if
guidance is required.

OCNADD_CONSUMER_ADAPTER_SVC_DOWN

Table 5-8 OCNADD_CONSUMER_ADAPTER_SVC_DOWN
|

Field

Details

Triggering Condition

The OCNADD Consumer Adapter service is down
or not accessible

Severity

Critical

Description

OCNADD Consumer Adapter service not available
for more than 2 min
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Table 5-8 (Cont.) OCNADD_CONSUMER_ADAPTER_SVC_DOWN
|

Field Details

Alert Details Summary:
‘namespace: {{ "{{" }}$labels.namespace}},
podname: {{ "{{" J}$labels.pod}}, timestamp:
{1} with query "time()" B{{ "{{" }} . | first | value |
humanizeTimestamp }H{ "{{" }} end }}: Consumer
Adapter service is down'
Expression:
expr: up{service=~"*adapter.*"} 1= 1

OID 1.3.6.1.4.1.323.5.3.51.25.2002

Metric Used ‘'up'
Note: This is a Prometheus metric used for
instance availability monitoring. If this metric is not
available, use the similar metric as exposed by the
monitoring system.

Resolution The alert is cleared automatically when the

OCNADD Consumer Adapter service start
becoming available.

Steps:
1. Check for service specific alerts which may be
causing the issues with service exposure.

2. Run the following command to check if the pod’s
status is in “Running” state:

kubectl —-n <namespace> get pod

If it is not in running state, capture the pod logs and
events. Run the following command to fetch the
events as follows:

kubectl get events --
sortby=.metadata.creationTimestamp -n
<namespace>

3. Refer to the application logs and check for
database related failures such as connectivity,
invalid secrets, and so on.

4. Run the following command to check Helm
status and make sure there are no errors:

helm status <helm release name of data director> -
n<namespace>

If it is not in “STATUS: DEPLOYED?”, then again
capture logs and events.

5. If the issue persists, capture all the outputs from

the above steps and contact My Oracle Support, If
guidance is required.
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OCNADD_EGRESS_FAILURE_RATE_THRESHOLD_0.1PERCENT

Table 5-9 OCNADD_EGRESS_FAILURE_RATE_THRESHOLD_0.1PERCENT
|

Field Details

Triggering Condition The Egress adapter failure rate towards the third-
party application is above the configured threshold
of 0.1% of the total supported MPS

Severity Info

Description Egress external connection failure rate towards
third-party application is crossing info threshold of
0.1% in the period of 5 min

Alert Details Summary: 'namespace:
{ "{{" }}$labels.namespace}}, workergroup:
{"{{" B $labels.worker_group }}, podname:
{"{{" N$labels.pod}}, timestamp: {{ "{" }} with
query "time()" YH{ "{{" }} . | first | value |
humanizeTimestamp }H{ "{{" }} end }}: Egress
external connection Failure Rate detected above
0.1 Percent of Total Egress external connections'
Expression: expr:
(sum(rate(ocnadd_egress_failed_request_total[5m]
)) by (namespace))/
(sum(rate(ocnadd_egress_requests_total[5m])) by
(namespace)) *100 >=0.1< 10

OID 1.3.6.1.4.1.323.5.3.53.1.29.5022

Metric Used ocnadd_egress_failed_request_total,
ocnadd_egress_requests_total

Resolution The alert is cleared automatically when the failure
rate towards third-party consumers goes below the
threshold (0.1%) alert level of supported MPS.

OCNADD_EGRESS_FAILURE_RATE_THRESHOLD_ 10PERCENT

Table 5-10 OCNADD_EGRESS_FAILURE_RATE_THRESHOLD_10PERCENT
|

Field

Details

Triggering Condition

The Egress adapter failure rate towards the third
party application is above the configured threshold
of 10% of total supported MPS.

Severity

Minor

Description

Egress external connection failure rate towards
third-party application is crossing minor threshold
of 10% in the period of 5 min

Network Analytics Data Director Troubleshooting Guide
F91230-01
Copyright © 2022, 2024, Oracle and/or its affiliates.

August 31, 2025
Page 18 of 38



ORACLE’

Chapter 5
List of Alerts

Table 5-10 (Cont.) OCNADD_EGRESS_FAILURE_RATE_THRESHOLD_10PERCENT

Field

Details

Alert Details

Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
workergroup: {{ "{{" }} $labels.worker_group }},
podname: {{ "{{" }}$labels.pod}}, timestamp:

{"{" }} with query "time()" }{{ "{{" }} . | first | value |
humanizeTimestamp }H{ "{{" }} end }}: Egress
external connection Failure Rate detected above
10 Percent of Total Egress external connections'
Expression:

expr:
(sum(rate(ocnadd_egress_failed_request_total[5m]
)) by (namespace))/
(sum(rate(ocnadd_egress_requests_total[5m])) by
(namespace)) *100 >= 10 < 25

OID

1.3.6.1.4.1.323.5.3.53.1.29.5024

Metric Used

ocnadd_egress_failed_request_total,
ocnadd_egress_requests_total

Resolution

The alert is cleared automatically when the failure
rate towards third party consumer goes below the
threshold (10%) alert level of supported MPS.

OCNADD_EGRESS_FAILURE_RATE_THRESHOLD_1PERCENT

Table 5-11 OCNADD_EGRESS_ FAILURE_RATE_THRESHOLD_1PERCENT

Field Details

Triggering Condition The Egress adapter failure rate towards the third-
party application is above the configured threshold
of 1% of the total supported MPS.

Severity Warn

Description Egress external connection failure rate towards
third-party application is crossing the warning
threshold of 1% in the period of 5 min

Alert Details Summary:
‘namespace: {{ "{{" }}$labels.namespace}},
workergroup: {{"{{" }} $labels.worker_group }},
podname: {{ "{" }}$labels.pod}}, timestamp:
{{" 1} with query "time()" }{{ "{{" }} . | first | value |
humanizeTimestamp }{{ "{{" }} end }}: Egress
external connection Failure Rate detected above 1
Percent of Total Egress external connections'
Expression:
expr:
(sum(rate(ocnadd_egress_failed_request_total[5m]
)) by (hamespace))/
(sum(rate(ocnadd_egress_requests_total[5m])) by
(namespace)) *100 >= 1< 10

OID 1.3.6.1.4.1.323.5.3.53.1.29.5023

Metric Used ocnadd_egress_failed_request_total,
ocnadd_egress_requests_total
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Table 5-11 (Cont.) OCNADD_EGRESS_FAILURE_RATE_THRESHOLD_1PERCENT
|

Field

Details

Resolution

The alert is cleared automatically when the failure
rate towards third party consumer goes below the
threshold (1%) alert level of supported MPS.

OCNADD_EGRESS_FAILURE_RATE_THRESHOLD_ 25PERCENT

Table 5-12 OCNADD_EGRESS_FAILURE_RATE_THRESHOLD_25PERCENT
e

Field

Details

Triggering Condition

The Egress adapter failure rate towards the third
party application is above the configured threshold
of 25% of total supported MPS.

Severity

Major

Description

Egress external connection failure rate towards
third-party application is crossing major threshold
of 25% in the period of 5 min

Alert Details

Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
workergroup: {{ "{{" }} $labels.worker_group }},
podname: {{ "{" }}$labels.pod}}, timestamp:

{"{" }} with query "time()" }{{ "{" }} . | first | value |
humanizeTimestamp IH{ "{{" }} end }}: Egress
external connection Failure Rate detected above
25 Percent of Total Egress external connections'
Expression:

expr:
(sum(rate(ocnadd_egress_failed_request_total[5m]
)) by (hamespace))/
(sum(rate(ocnadd_egress_requests_total[5m])) by
(namespace)) *100 >= 25 < 50

OoID

1.3.6.1.4.1.323.5.3.53.1.29.5025

Metric Used

ocnadd_egress_failed_request_total,
ocnadd_egress_requests_total

Resolution

The alert is cleared automatically when the failure
rate towards third party consumer goes below the
threshold (25%) alert level of supported MPS.

OCNADD_EGRESS_FAILURE_RATE_THRESHOLD 50PERCENT

Table 5-13 OCNADD_EGRESS_FAILURE_RATE_THRESHOLD_S50PERCENT
|

Field

Details

Triggering Condition

The Egress adapter failure rate towards the third-
party application is above the configured threshold
of 50% of total supported MPS.

Severity

Critical

Description

Egress external connection failure rate towards
third-party application is crossing critical threshold
of 50% in the period of 5 min.
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Table 5-13 (Cont.) OCNADD_EGRESS_FAILURE_RATE_THRESHOLD_50PERCENT

Field

Details

Alert Details

Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
podname: {{ "{" }}$labels.pod}}, timestamp:
{1} with query "time()" B{{ "{{" }} . | first | value |
humanizeTimestamp }H{ "{{" }} end }}: Egress
external connection Failure Rate detected above
50 Percent of Total Egress external connections'
Expression:

expr:
(sum(rate(ocnadd_egress_failed_request_total[5m]
)) by (hamespace))/
(sum(rate(ocnadd_egress_requests_total[5m])) by
(namespace)) *100 >= 50

OID

1.3.6.1.4.1.323.5.3.53.1.29.5026

Metric Used

ocnadd_egress_failed_request_total,
ocnadd_egress_requests_total

Resolution

The alert is cleared automatically when the failure
rate towards third-party consumer goes below the
threshold (50%) alert level of supported MPS.

OCNADD_HEALTH_MONITORING_SVC_DOWN

Table 5-14 OCNADD_HEALTH_MONITORING_SVC_DOWN

Field Details

Triggering Condition The health monitoring service is down or not
accessible.

Severity Critical

Description OCNADD Health monitoring service not available
for more than 2 min.

Alert Details Summary:
summary: ‘namespace:
{"{{" }$labels.namespace}}, podname:
{ (" N$labels.pod}}, timestamp: { "{{" }} with
query "time()" YH{ "{{" }} . | first | value |
humanizeTimestamp }{{ "{{" }} end }}:
ocnaddhealthmonitoring service is down'
Expression:
expr: up{service="ocnaddhealthmonitoring"} != 1

OID 1.3.6.1.4.1.323.5.3.51.28.2002

Metric Used ‘up'
Note: This is a Prometheus metric used for
instance availability monitoring. If this metric is not
available, use the similar metric as exposed by the
monitoring system.
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Table 5-14 (Cont.) OCNADD_HEALTH_MONITORING_SVC_DOWN
|

Field

Details

Resolution

The alert is cleared automatically when the
OCNADD Health monitoring service start
becoming available.

Steps:

1. Check for service specific alerts which may be
causing the issues with service exposure.

2. Run the following command to check if the pod’s
status is in “Running” state:

kubectl —-n <namespace> get pod

If it is not in running state, capture the pod logs and
events. Run the following command to fetch the
events as follows:

kubectl get events --
sortby=.metadata.creationTimestamp -n
<namespace>

3. Refer to the application logs and check for
database related failures such as connectivity,
invalid secrets, and so on.

4. Run the following command to check Helm
status and make sure there are no errors:

helm status <helm release name of data director> -
n<namespace>

If it is not in “STATUS: DEPLOYED?”, then again
capture logs and events.

5. If the issue persists, capture all the outputs from
the above steps and contact My Oracle Support if
guidance is required.

OCNADD_INGRESS_TRAFFIC_RATE_DECREASE_SPIKE_10PERCENT

Table 5-15 OCNADD_INGRESS_TRAFFIC_RATE_DECREASE_SPIKE_10PERCENT
e

Field

Detalils

Triggering Condition

The ingress traffic decrease is more than 10% of
the supported MPS.

Severity

Major

Description

The ingress traffic decrease is more than 10% of
the supported MPS in last 5 min.
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OCNADD_INGRESS_TRAFFIC_RATE _DECREASE_SPIKE_10PERCENT

Field

Details

Alert Details

Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
podname: {{ "{" }}$labels.pod}}, timestamp:

{"{" } with query "time()" }{{ "{" }} . | first | value |
humanizeTimestamp H{ "{{" }} end }}: Ingress MPS
decrease is more than 10 Percent of current
supported MPS'

Expression:

expr:
sum(irate(kafka_stream_processor_node_process
_total{service=~".*aggregation.*"}[5m])) by
(namespace)/
sum(irate(kafka_stream_processor_node_process
_total{service=~".*aggregation.*"}[5m] offset 5m))
by (namespace) <= 0.9

OID

1.3.6.1.4.1.323.5.3.51.29.5013

Metric Used

kafka_stream_processor_node_process_total

Resolution

The alert is cleared automatically when the
decrease in MPS comes back to lower than 10% of
the supported MPS.

OCNADD_INGRESS_TRAFFIC_RATE_INCREASE_SPIKE_10PERCENT

Table 5-16 OCNADD_INGRESS_TRAFFIC_RATE_INCREASE_SPIKE_10PERCENT

Field

Details

Triggering Condition

The ingress traffic increase is more than 10% of
the supported MPS.

Severity

Major

Description

The ingress traffic increase is more than 10% of
the supported MPS in last 5 min.

Alert Details

Summary: 'namespace:

{"{{" }$labels.namespace}}, podname:

{"{{" I$labels.pod}}, timestamp: {{ "{{"" }} with
query "time()" YH{ "{{" }} . | first | value |
humanizeTimestamp }{{ "{{" }} end }}: Ingress MPS
increase is more than 10 Percent of current
supported MPS'

Expression:

expr:
sum(irate(kafka_stream_processor_node_process
_total{service=~".*aggregation.*"}[5m])) by
(namespace)/
sum(irate(kafka_stream_processor_node_process
_total{service=~".*aggregation.*"}[5m] offset 5m))
by (namespace) >= 1.1

OoID

1.3.6.1.4.1.323.5.3.51.29.5013

Metric Used

kafka_stream_processor_node_process_total

Network Analytics Data Director Troubleshooting Guide
F91230-01
Copyright © 2022, 2024, Oracle and/or its affiliates.

August 31, 2025
Page 23 of 38



ORACLE’

Table 5-16 (Cont.)

Chapter 5
List of Alerts

OCNADD_INGRESS_TRAFFIC_RATE_INCREASE_SPIKE_10PERCENT
|

Field

Details

Resolution

The alert is cleared automatically when the
increase in MPS comes back to lower than 10% of
the supported MPS.

OCNADD_KAFKA_PACKET_DROP_THRESHOLD_10PERCENT_MPS

Table 5-17 OCNADD_KAFKA_PACKET_DROP_THRESHOLD_10PERCENT_MPS
e

Field

Details

Triggering Condition

The packet drop rate in Kafka streams is above the
configured critical threshold of 10% of total
supported MPS.

Severity

Critical

Description

The packet drop rate in Kafka streams is above the
configured critical threshold of 10% of total
supported MPS in the period of 5 min.

Alert Details

Summary:

‘'namespace: {{ "{{" }}$labels.namespace}},
podname: {{ "{" }}$labels.pod}}, timestamp:

{"{" }} with query "time()" }{{ "{" }} . | first | value |
humanizeTimestamp }H{ "{{" }} end }}: Packet Drop
rate is above 10% thereshold of Max messages
per second:{{ .Values.global.cluster.mps }}'
Expression:

expr:
sum(rate(kafka_stream_task_dropped_records_tot
al{service=~".*aggregation.*"}[5m])) by
(namespace) > 0.1*{{ .Values.global.cluster.mps }}

OoID

1.3.6.1.4.1.323.5.3.51.29.5011

Metric Used

kafka_stream_task_dropped_records_total

Resolution

The alert is cleared automatically when the packet
drop rate goes below the critical threshold (10%)
alert level of supported MPS.

OCNADD_KAFKA_PACKET_DROP_THRESHOLD_1PERCENT_MPS

Table 5-18 OCNADD_KAFKA_PACKET_DROP_THRESHOLD_1PERCENT_MPS
|

Field

Details

Triggering Condition

The packet drop rate in Kafka streams is above the
configured major threshold of 1% of total
supported MPS.

Severity

Major

Description

The packet drop rate in Kafka streams is above the
configured major threshold of 1% of total
supported MPS in the period of 5 min.
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Table 5-18 (Cont.) OCNADD_KAFKA_PACKET_DROP_THRESHOLD_ 1PERCENT_MPS

Field Details

Alert Details Summary:
‘'namespace: {{ "{{" }}$labels.namespace}},
podname: {{ "{{" J}$labels.pod}}, timestamp:
{"{" }} with query "time()" }{{ "{" }} . | first | value |
humanizeTimestamp }K{ "{{" }} end }}: Packet Drop
rate is above 1% thereshold of Max messages per
second:{{ .Values.global.cluster.mps }}'
Expression:
expr:
sum(rate(kafka_stream_task_dropped_records_tot
al{service=~".*aggregation.*"}[5m])) by
(namespace) >
0.01*{{ .Values.global.cluster.mps }}

OID 1.3.6.1.4.1.323.5.3.51.29.5011

Metric Used kafka_stream_task_dropped_records_total

Resolution The alert is cleared automatically when the packet
drop rate goes below the major threshold (1%)
alert level of supported MPS.

OCNADD_MPS_CRITICAL_INGRESS THRESHOLD_CROSSED

Table 5-19 OCNADD_MPS_CRITICAL_INGRESS_THRESHOLD_CROSSED

Field

Details

Triggering Condition

The total ingress MPS crossed the critical
threshold alert level of 100% of the supported
MPS.

Severity

Critical

Description

Total Ingress Message Rate is above configured
critical threshold alert (100%) for the period of 5
min.

Alert Details

Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
podname: {{ "{{" }}$labels.pod}}, timestamp:

(" 1} with query "time()" B{{ "{{" }} . | first | value |
humanizeTimestamp H{ "{{" }} end }}: Message
Rate is above the supported Max messages per
second:{{ .Values.global.cluster.mps }}'

Expression:

expr:
sum(irate(kafka_stream_processor_node_process
_total{service=~".*aggregation.*"}[5m])) by
(namespace) > 1.0*{{ .Values.global.cluster.mps }}

OID

1.3.6.1.4.1.323.5.3.51.29.5007

Metric Used

kafka_stream_processor_node_process_total

Resolution

The alert is cleared automatically when the the
MPS rate goes below the critical threshold alert
level of 100% of supported MPS.
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OCNADD_MPS_MAJOR _INGRESS THRESHOLD CROSSED

Table 5-20 OCNADD_MPS_MAJOR_INGRESS_THRESHOLD_ CROSSED

Field

Details

Triggering Condition

The total ingress MPS crossed the major threshold
alert level of 95% of the supported MPS.

Severity

Major

Description

Total Ingress Message Rate is above configured
major threshold alert (95%) for the period of 5 min.

Alert Details

Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
podname: {{ "{{" }}$labels.pod}}, timestamp:

{{" 1} with query "time()" }{{ "{{" }} . | first | value |
humanizeTimestamp H{ "{{" }} end }}: Message
Rate is above 95 Percent of Max messages per
second:{{ .Values.global.cluster.mps }}'
Expression:

expr:
sum(irate(kafka_stream_processor_node_process
_total{service=~".*aggregation.*"}[5m])) by
(namespace) >

0.95*{{ .Values.global.cluster.mps }}

OoID

1.3.6.1.4.1.323.5.3.51.29.5007

Metric Used

kafka_stream_processor_node_process_total

Resolution

The alert is cleared automatically when the the
MPS rate goes below the major threshold alert
level of 95%.

OCNADD_MPS_MINOR_INGRESS_THRESHOLD_CROSSED

Table 5-21 OCNADD_MPS_MINOR_INGRESS_THRESHOLD_CROSSED

Field

Details

Triggering Condition

The total ingress MPS crossed the minor threshold
alert level of 90% of the supported MPS.

Severity

Minor

Description

Total Ingress Message Rate is above configured
minor threshold alert (90%) for the period of 5 min.

Alert Details

Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
podname: {{ "{{" }}$labels.pod}}, timestamp:

(" 1} with query "time()" B{{ "{{" }} . | first | value |
humanizeTimestamp }{{ "{{" }} end }}: Message
Rate is above 90 Percent of Max messages per
second:{{ .Values.global.cluster.mps }}'
Expression:

expr:
sum(irate(kafka_stream_processor_node_process
_total{service=~".*aggregation.*"}[5m])) by
(namespace) > 0.9*{{ .Values.global.cluster.mps }}

OID

1.3.6.1.4.1.323.5.3.51.29.5007
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Table 5-21 (Cont.) OCNADD_MPS_MINOR_INGRESS THRESHOLD_CROSSED

Field Details
Metric Used kafka_stream_processor_node_process_total
Resolution The alert is cleared automatically when the the

MPS rate goes below the minor threshold alert
level of 90%.

OCNADD_MPS_WARNING_INGRESS THRESHOLD_ CROSSED

Table 5-22 OCNADD_MPS_WARNING_INGRESS_THRESHOLD_CROSSED

Field Details

Triggering Condition The total ingress MPS crossed the warning
threshold of 80% of the supported MPS.

Severity Warn

Description Total Ingress Message Rate is above configured

warning threshold (80%) for the period of 5 min.

Alert Details Summary:

‘namespace: {{ "{" }}$labels.namespace}},
podname: {{ "{{" }}$labels.pod}}, timestamp:

(" B with query "time()" I{{ "{{" }} . | first | value |
humanizeTimestamp }{{ "{{" }} end }}: Message
Rate is above 80 Percent of Max messages per
second:{{ .Values.global.cluster.mps }}'
Expression:

expr:
sum(irate(kafka_stream_processor_node_process
_total{service=~".*aggregation.*"}[5m])) by
(namespace) > 0.8*{{ .Values.global.cluster.mps }}

OID 1.3.6.1.4.1.323.5.3.51.29.5007

Metric Used kafka_stream_processor_node_process_total

Resolution The alert is cleared automatically when the the
MPS rate goes below the warning threshold level
of 80%.

OCNADD_NRF_AGGREGATION_SVC_DOWN

Table 5-23 OCNADD_NRF_AGGREGATION_SVC_DOWN

Field Details

Triggering Condition The NRF Aggregation service is down or not
accessible

Severity Critical

Description OCNADD NRF Aggregation service not available
for more than 2 min
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Table 5-23 (Cont.) OCNADD_NRF_AGGREGATION_SVC_DOWN

|
Field Details

Alert Details Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
podname: {{ "{" }}$labels.pod}}, timestamp:

{"{" } with query "time()" }{{ "{" }} . | first | value |
humanizeTimestamp IH{ "{{" }} end }}:
ocnaddnrfaggregation service is down'

Expression:

expr: up{service="ocnaddnrfaggregation"} != 1
oID 1.3.6.1.4.1.323.5.3.53.1.31.2002
Metric Used ‘up'

Note: This is a Prometheus metric used for
instance availability monitoring. If this metric is not
available, use the similar metric as exposed by the
monitoring system.

Resolution The alert is cleared automatically when the
OCNADD NRF Aggregation service start becoming
available.

Steps:
1. Check for service specific alerts which may be
causing the issues with service exposure.

2. Run the following command to check if the pod’s
status is in “Running” state:

kubectl —-n <namespace> get pod

If it is not in running state, capture the pod logs and
events. Run the following command to fetch the
events as follows:

kubectl get events --
sortby=.metadata.creationTimestamp -n
<namespace>

3. Refer to the application logs and check for
database related failures such as connectivity,
invalid secrets, and so on.

4. Run the following command to check Helm
status and make sure there are no errors:

helm status <helm release name of data director> -
n<namespace>

If it is not in “STATUS: DEPLOYED?”, then again
capture logs and events.

5. If the issue persists, capture all the outputs from

the above steps and contact My Oracle Support, If
guidance is required.

OCNADD_SCP_AGGREGATION_SVC DOWN

Table 5-24 OCNADD_SCP_AGGREGATION_SVC_DOWN
e

Field Details
Triggering Condition The SCP Aggregation service is down or not
accessible
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Table 5-24 (Cont.) OCNADD_SCP_AGGREGATION_SVC_DOWN
|

Field

Details

Severity

Critical

Description

OCNADD SCP Aggregation service not available
for more than 2 min.

Alert Details

Summary:

'namespace: {{ "{{" }}$labels.namespace}},
podname: {{ "{" }}$labels.pod}}, timestamp:

{4 1} with query "time()" B{{ "{{" }} . | first | value |
humanizeTimestamp }{{ "{{" }} end }}:
ocnaddscpaggregation service is down'
Expression:

expr: up{service="ocnaddscpaggregation"} = 1

OID

1.3.6.1.4.1.323.5.3.51.22.2002

Metric Used

up
Note: This is a Prometheus metric used for
instance availability monitoring. If this metric is not
available, use the similar metric as exposed by the
monitoring system.

Resolution

The alert is cleared automatically when the
OCNADD SCP Aggregation service start becoming
available.

Steps:

1. Check for service specific alerts which may be
causing the issues with service exposure.

2. Run the following command to check if the pod’s
status is in “Running” state:

kubectl —-n <namespace> get pod

If it is not in running state, capture the pod logs and
events. Run the following command to fetch the
events as follows:

kubectl get events --
sortby=.metadata.creationTimestamp -n
<namespace>

3. Refer to the application logs and check for
database related failures such as connectivity,
invalid secrets, and so on.

4. Run the following command to check Helm
status and make sure there are no errors:

helm status <helm release name of data director> -
n<namespace>

If itis not in “STATUS: DEPLOYED?”, then again
capture logs and events.

5. If the issue persists, capture all the outputs from
the above steps and contact My Oracle Support, If
guidance is required.
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OCNADD_SEPP_AGGREGATION_SVC DOWN

Table 5-25 OCNADD_SEPP_AGGREGATION_SVC_DOWN
|

Field

Details

Triggering Condition

The SEPP Aggregation service is down or not
accessible

Severity

Critical

Description

OCNADD SEPP Aggregation service not available
for more than 2 min.

Alert Details

Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
podname: {{ "{{" }}$labels.pod}}, timestamp:

{0 B with query "time()" YH{ "{{" }} . | first | value |
humanizeTimestamp IH{ "{{" }} end }}:
ocnaddseppaggregation service is down'

Expression:
expr: up{service="ocnaddseppaggregation"} = 1

OID

1.3.6.1.4.1.323.5.3.53.1.32.2002

Metric Used

'up
Note: This is a Prometheus metric used for
instance availability monitoring. If this metric is not
available, use the similar metric as exposed by the
monitoring system.

Resolution

The alert is cleared automatically when the
OCNADD SEPP Aggregation service start
becoming available.

Steps:

1. Check for service specific alerts which may be
causing the issues with service exposure.

2. Run the following command to check if the pod’s
status is in “Running” state:

kubectl —-n <namespace> get pod

If it is not in running state, capture the pod logs and
events. Run the following command to fetch the
events as follows:

kubectl get events --
sortby=.metadata.creationTimestamp -n
<namespace>

3. Refer to the application logs and check for
database related failures such as connectivity,
invalid secrets, and so on.

4. Run the following command to check Helm
status and make sure there are no errors:

helm status <helm release name of data director> -
n<namespace>

If itis not in “STATUS: DEPLOYED?”, then again
capture logs and events.
5. If the issue persists, capture all the outputs from

the above steps and contact My Oracle Support, If
guidance is required.
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OCNADD_MPS_WARNING_EGRESS THRESHOLD_ CROSSED

Table 5-26 OCNADD_MPS_WARNING_EGRESS_THRESHOLD_ CROSSED

Field

Description

Triggering Condition

The total egress MPS crossed the warning
threshold alert level of 80% of the supported MPS

Severity

Warn

Description

The total Egress Message Rate is above the
configured warning threshold alert (80%) for the
period of 5 min

Alert Details

Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
workergroup: {{ "{{" }}$labels.worker_group }},
podname: {{ "{" }}$labels.pod}}, timestamp:

{0 B with query "time()" YH{ "{{" }} . | first | value |
humanizeTimestamp H{ "{{" }} end }}: Message
Rate is above 80% of Max messages per second:
{{ .Values.global.cluster.mps }}'

Expression:

expr: sum
(irate(ocnadd_egress_requests_total[5m])) by
(namespace) >

0.80*{{ .Values.global.cluster.mps }}

OoID

1.3.6.1.4.1.323.5.3.53.1.29.5011

Metric Used

ocnadd_egress_requests_total

Resolution

The alert is cleared automatically when the MPS
rate goes below the warning threshold alert level of
80% of supported MPS

OCNADD_MPS_MINOR_EGRESS THRESHOLD_CROSSED

Table 5-27 OCNADD_MPS_MINOR_EGRESS_THRESHOLD_CROSSED

Field

Description

Triggering Condition

The total egress MPS crossed the minor threshold
alert level of 90% of the supported MPS

Severity

Minor

Description

The total Egress Message Rate is above the
configured minor threshold alert (90%) for the
period of 5 min
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Table 5-27 (Cont.) OCNADD_MPS_MINOR_EGRESS_THRESHOLD_CROSSED
|

Field

Description

Alert Details

Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
workergroup: {{ "{{" }}$labels.worker_group }},
podname: {{ "{{" }}$labels.pod}}, timestamp:

{"{" I} with query "time()" }{{ "{" }} . | first | value |
humanizeTimestamp H{ "{{" }} end }}: Message
Rate is above 90% of Max messages per second:
{{ -Values.global.cluster.mps }}'

Expression:

expr:
sum(irate(ocnadd_egress_requests_total[5m])) by
(namespace) >

0.90*{{ .Values.global.cluster.mps }}

OID

1.3.6.1.4.1.323.5.3.53.1.29.5012

Metric Used

ocnadd_egress_requests_total

Resolution

The alert is cleared automatically when the MPS
rate goes below the minor threshold alert level of
90% of supported MPS

OCNADD_MPS_MAJOR_EGRESS_ THRESHOLD_CROSSED

Table 5-28° OCNADD_MPS_MAJOR_EGRESS_THRESHOLD_CROSSED
|

Field Description

Triggering Condition The total egress MPS crossed the major threshold
alert level of 95% of the supported MPS

Severity Major

Description The total Egress Message Rate is above the
configured major threshold alert (95%) for the
period of 5 min

Alert Details Summary:
‘namespace: {{ "{" }}$labels.namespace}},
workergroup: {{ "{{" }}$labels.worker_group }},
podname: {{ "{{" P$labels.pod}}, timestamp:
{"{" B} with query "time()" }{{ "{{" }} . | first | value |
humanizeTimestamp H{ "{{" }} end }}: Message
Rate is above 95% of Max messages per second:
{{ -Values.global.cluster.mps }}'
Expression:
expr: sum
(irate(ocnadd_egress_requests_total[5m])) by
(namespace) >
0.95*{{ .Values.global.cluster.mps }}

OoID 1.3.6.1.4.1.323.5.3.53.1.29.5013

Metric Used ocnadd_egress_requests_total

Resolution The alert is cleared automatically when the MPS
rate goes below the major threshold alert level of
95% of supported MPS
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OCNADD_MPS_CRITICAL_EGRESS THRESHOLD_ CROSSED

Table 5-29 OCNADD_MPS_CRITICAL_EGRESS THRESHOLD_ CROSSED

Field

Description

Triggering Condition

The total egress MPS crossed the critical threshold
alert level of 100% of the supported MPS

Severity

Critical

Description

The total Egress Message Rate is above the
configured critical threshold alert (100%) for the
period of 5 min

Alert Details

Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
workergroup: {{ "{{" }}$labels.worker_group }},
podname: {{ "{{" }}$labels.pod}}, timestamp:

{0 B with query "time()" YH{ "{{" }} . | first | value |
humanizeTimestamp H{ "{{" }} end }}: Message
Rate is above supported Max messages per
second:{{ .Values.global.cluster.mps }}'
Expression:

expr: sum
(irate(ocnadd_egress_requests_total[5m])) by
(namespace) > 1.0*{{ .Values.global.cluster.mps }}

OoID

1.3.6.1.4.1.323.5.3.53.1.29.5014

Metric Used

ocnadd_egress_requests_total

Resolution

The alert is cleared automatically when the MPS
rate goes below the critical threshold alert level of
100% of supported MPS

OCNADD_MPS_CRITICAL_EGRESS_THRESHOLD_CROSSED_FOR_A_ CONSUMER

Table 5-30 OCNADD_MPS_CRITICAL_EGRESS_THRESHOLD_CROSSED_FOR_A_CON

SUMER

Field

Description

Triggering Condition

The total egress MPS crossed the critical threshold
alert level of 100% of the supported MPS for a
consumer

Severity

Critical

Description

The total Egress Message Rate is above the
configured critical threshold alert (100%) for the
period of 5 min
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Table 5-30 (Cont.)
OCNADD_MPS_CRITICAL_EGRESS_THRESHOLD_CROSSED_FOR_A_CONSUMER

- __________________________|
Field Description

Alert Details Summary:

'namespace: {{ "{{" }}$labels.namespace}},
workergroup: {{ "{{" }}$labels.worker_group }},
podname: {{ "{" }}$labels.pod}}, timestamp:
{"{" }} with query "time()" }{{ "{{" }} . | first | value |
humanizeTimestamp H{ "{{" }} end }}: Message
Rate is above supported Max messages per
second:{{ .Values.global.cluster.mps }}'
Expression:

expr: sum
(rate(ocnadd_egress_requests_total[5m])) by
(namespace, instance_identifier) >

1.0*{{ .Values.global.cluster.mps }}

OoID 1.3.6.1.4.1.323.5.3.53.1.29.5015
Metric Used ocnadd_egress_requests_total
Resolution The alert is cleared automatically when the MPS

rate goes below the critical threshold alert level of
100% of supported MPS

OCNADD_E2E_AVG_RECORD_LATENCY_WARNING_THRESHOLD_ CROSSED

Table 5-31 OCNADD_E2E_AVG_RECORD_LATENCY_WARNING_THRESHOLD_CROSS
ED

. ______________________________|
Field Description

Triggering Condition The total observed latency is above the configured
warning threshold alert level of 80%

Severity Warn

Description Average E2E Latency is above the configured
warning threshold alert level (80%) for the period of
5 min

Alert Details Summary:

‘namespace: {{ "{" }}$labels.namespace}},
workergroup: {{ "{{" }}$labels.worker_group }},
podname: {{ "{{" }}$labels.pod}}, timestamp:

{"{" B} with query "time()" }{{ "{{" }} . | first | value |
humanizeTimestamp H{ "{{" }} end }}: E2E Latency
is above 80% of Maximum permissable latency

{{ -Values.global.cluster.max_latency }} ms'
Expression:

expr: (sum
(irate(ocnadd_egress_e2e_request_processing_lat
ency_seconds_sum[5m])) by (namespace)) /(sum
(irate(ocnadd_egress_e2e_request_processing_lat
ency_seconds_count[5m])) by (namespace))

> .80*{{ .Values.global.cluster.max_latency }}
<=.90*{{ .Values.global.cluster.max_latency }}

OID 1.3.6.1.4.1.323.5.3.53.1.29.5016
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OCNADD_E2E_AVG_RECORD_LATENCY_WARNING_THRESHOLD_CROSSED
|

Field

Description

Metric Used

ocnadd_egress_e2e_request_processing_latency
seconds_sum,
ocnadd_egress_e2e_request_processing_latency
seconds_count

Resolution

The alert is cleared automatically when the
average latency goes below the warning threshold
alert level of 80% of permissible latency

OCNADD_E2E_AVG_RECORD_LATENCY_MINOR_THRESHOLD_ CROSSED

Table 5-32 OCNADD_E2E_AVG_RECORD_LATENCY_MINOR_THRESHOLD_CROSSED
|

Field

Description

Triggering Condition

The total observed latency is above the configured
minor threshold alert level of 90%

Severity

Minor

Description

Average E2E Latency is above the configured
minor threshold alert level (90%) for the period of 5
min

Alert Details

Summary:

‘namespace: {{ "{" }}$labels.namespace}},
workergroup: {{ "{{" }}$labels.worker_group }},
podname: {{ "{{" }}$labels.pod}}, timestamp:

(" B with query "time()" }{{ "{{" }} . | first | value |
humanizeTimestamp }{{ "{{" }} end }}: E2E Latency
is above 90% of Maximum permissable latency

{{ .Values.global.cluster.max_latency }} ms'
Expression:

expr: (sum
(irate(ocnadd_egress_e2e_request_processing_lat
ency_seconds_sum[5m])) by (namespace)) /(sum
(irate(ocnadd_egress_e2e_request_processing_lat
ency_seconds_count[5m])) by (namespace))

> 90*{{ .Values.global.cluster.max_latency }} <=
0.95%{{ .Values.global.cluster.max_latency }}

OID

1.3.6.1.4.1.323.5.3.53.1.29.5017

Metric Used

ocnadd_egress_e2e_request_processing_latency
seconds_sum,
ocnadd_egress_e2e_request_processing_latency
seconds_count

Resolution

The alert is cleared automatically when the
average latency goes below the minor threshold
alert level of 90% of permissible latency
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OCNADD_E2E_AVG_RECORD_ LATENCY_MAJOR_THRESHOLD CROSSED

Table 5-33

OCNADD_E2E_AVG_RECORD_LATENCY_MAJOR_THRESHOLD_CROSSED
|

Field

Description

Triggering Condition

The total observed latency is above the configured
major threshold alert level of 95%

Severity

Major

Description

Average E2E Latency is above the configured
minor threshold alert level (95%) for the period of 5
min

Alert Details

Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
workergroup: {{ "{{" }}$labels.worker_group }},
podname: {{ "{{" }}$labels.pod}}, timestamp:

{1 1 with query "time()" JH{ "{{" }} . | first | value |
humanizeTimestamp IH{ "{{" }} end }}: E2E Latency
is above 95% of Maximum permissable latency

{{ .Values.global.cluster.max_latency }} ms'
Expression:

expr: (sum
(irate(ocnadd_egress_e2e_request_processing_lat
ency_seconds_sum[5m])) by (namespace)) /(sum
(irate(ocnadd_egress_e2e_request_processing_lat
ency_seconds_count[5m])) by (namespace))

> 95*{{ .Values.global.cluster.max_latency }} <=
1.0*{{ .Values.global.cluster.max_latency }}

OID

1.3.6.1.4.1.323.5.3.53.1.29.5018

Metric Used

ocnadd_egress_e2e_request_processing_latency
seconds_sum,
ocnadd_egress_e2e_request_processing_latency _
seconds_count

Resolution

The alert is cleared automatically when the
average latency goes below the major threshold
alert level of 95% of permissible latency

OCNADD_E2E_AVG_RECORD_LATENCY_CRITICAL_THRESHOLD CROSSED

Table 5-34 OCNADD_E2E_AVG_RECORD_LATENCY_CRITICAL_THRESHOLD_CROSS

ED

Field

Description

Triggering Condition

The total observed latency is above the configured
critical threshold alert level of 100%

Severity

Critical

Description

Average E2E Latency is above the configured
critical threshold alert level (100%) for the period of
5 min
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OCNADD_E2E_AVG_RECORD_LATENCY_CRITICAL_THRESHOLD_CROSSED
|

Field

Description

Alert Details

Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
workergroup: {{ "{" }}$labels.worker_group }},
podname: {{ "{" }}$labels.pod}}, timestamp:

{"{" }} with query "time()" }{{ "{" }} . | first | value |
humanizeTimestamp H{ "{{" }} end }}: E2E Latency
is above 100% of Maximum permissable latency

{{ -Values.global.cluster.max_latency }} ms'
Expression:

expr: (sum
(irate(ocnadd_egress_e2e_request_processing_lat
ency_seconds_sum[5m])) by (namespace)) /(sum
(irate(ocnadd_egress_e2e_request_processing_lat
ency_seconds_count[5m])) by (hamespace)) >
1.0*{{ .Values.global.cluster.max_latency }}

OID

1.3.6.1.4.1.323.5.3.53.1.29.5019

Metric Used

ocnadd_egress_e2e_request_processing_latency
seconds_sum,
ocnadd_egress_e2e_request_processing_latency
seconds_count

Resolution

The alert is cleared automatically when the
average latency goes below the critical threshold
alert level of permissible latency

OCNADD_TRANSACTION_SUCCESS_CRITICAL_THRESHOLD_DROPPED

Table 5-35 OCNADD_TRANSACTION_SUCCESS_CRITICAL_THRESHOLD_DROPPED
|

Field

Description

Triggering Condition

The total transaction success xDRs rate has
dropped the critical threshold alert level of 90%

Severity

Critical

Description

The total transaction success XDRs rate has
dropped the critical threshold alert level of 90% for
the period of 5min
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OCNADD_TRANSACTION_SUCCESS_CRITICAL_THRESHOLD_DROPPED
|

Field

Description

Alert Details

Summary:

‘namespace: {{ "{{" }}$labels.namespace}},
workergroup: {{ "{{" }}$labels.worker_group }},
podname: {{ "{" }}$labels.pod}}, timestamp:

{"{" }} with query "time()" }{{ "{{" }} . | first | value |
humanizeTimestamp }H{ "{{" }} end }}: Transaction
Success Rate is below 90% per hour:

{{ -Values.global.cluster.mps }}'

Expression:

expr:
sum(irate(ocnadd_total_transactions_total{service
=~"*correlation.*",status="SUCCESS"}[5m])) by
(namespace,service) /
sum(irate(ocnadd_total_transactions_total{service
=~"*correlation.*"}[5m]))by (namespace,service)
*100 < 90

OID

1.3.6.1.4.1.323.5.3.53.1.33.5029

Metric Used

ocnadd_total_transactions_total

Resolution

The alert is cleared automatically when the
transaction success rate goes above the critical
threshold alert level of 90%
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