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Preface

«  Documentation Accessibility

« Diversity and Inclusion

e Conventions

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle Accessibility
Program website at http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc.

Access to Oracle Support

Oracle customer access to and use of Oracle support services will be pursuant to the terms
and conditions specified in their Oracle order for the applicable services.

Diversity and Inclusion

Oracle is fully committed to diversity and inclusion. Oracle respects and values having a
diverse workforce that increases thought leadership and innovation. As part of our initiative to
build a more inclusive culture that positively impacts our employees, customers, and partners,
we are working to remove insensitive terms from our products and documentation. We are also
mindful of the necessity to maintain compatibility with our customers' existing technologies and
the need to ensure continuity of service as Oracle's offerings and industry standards evolve.
Because of these technical constraints, our effort to remove insensitive terms is ongoing and
will take time and external cooperation.

Conventions

The following text conventions are used in this document:

Convention Meaning

boldface Boldface type indicates graphical user interface elements associated with an
action, or terms defined in text or the glossary.

italic Italic type indicates book titles, emphasis, or placeholder variables for which
you supply particular values.

nonospace Monospace type indicates commands within a paragraph, URLSs, code in
examples, text that appears on the screen, or text that you enter.
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My Oracle Support (MOS)

My Oracle Support (https://support.oracle.com) is your initial point of contact for all product
support and training needs. A representative at Customer Access Support can assist you with
My Oracle Support registration.

Call the Customer Access Support main number at 1-800-223-1711 (toll-free in the US), or call
the Oracle Support hotline for your local country from the list at http://www.oracle.com/us/
support/contact/index.html. When calling, make the selections in the sequence shown below
on the Support telephone menu:

* For Technical issues such as creating a new Service Request (SR), select 1.

» For Non-technical issues such as registration or assistance with My Oracle Support, select
2.

* For Hardware, Networking and Solaris Operating System Support, select 3.

You are connected to a live agent who can assist you with My Oracle Support registration and
opening a support ticket.

My Oracle Support is available 24 hours a day, 7 days a week, 365 days a year.
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Acronyms

The following table provides information about the acronyms and the terminology used in the
document.

Table Acronyms

Acronym Description

ACL Access Control List

CLI Command Line Interface

CNE Cloud Native Environment

KPI Key Performance Indicator

MPS Messages Per Second

NRF Oracle Communications Cloud Native Core,
Network Repository Function

OHC Oracle Help Center

osDC Oracle Service Delivery Cloud

SCP Oracle Communications Cloud Native Core,
Service Communication Proxy

SEPP Oracle Communications Cloud Native Core,
Security Edge Protection Proxy

SVC Services

URI Uniform Resource ldentifier
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What's New In This Guide

This section lists the documentation updates for Release 25.1.2xx.

Release 25.1.200 - G32791-01, July 2025

e Updated the troubleshooting scenarios for the following cases in the Generic Checklist
section:

— Kafka Performance Impact (due to disk limitation)

« Updated the troubleshooting scenarios for the following case to reflect the removal of
ZooKeeper instances and the addition of Kraft instances:

— Kafka Brokers Continuously Restart after Reinstallation

— Kafka Brokers Continuously Restart After the Disk is Full

— Kafka Brokers Restart on Installation
— OCNADD Services Status Not Correct in Dashboard After Upgrade

e Added a new troubleshooting scenario for the following scenarios:

— Kafka Broker Pod Stuck in Prolonged | ni t State During Rollback

— Correlation Configuration Does Not Get Deployed Post Rollback

— Cleanup of Redundant xDR Tables
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Introduction

This document provides Oracle Communications Network Analytics Data Director (OCNADD)
troubleshooting information.

1.1 Overview

Oracle Communications Network Analytics Data Director (OCNADD) is a specialized Network
Data Broker (NDB) that receives network data from various data sources (such as 5G NFs and
Non-5G NFs) and sends the data securely to the subscribed consumers (such as third-party
tools) after applying mechanisms such as data filtering, data replication, and data aggregation.
All these mechanisms are configurable by the consumers.

OCNADD provides curated data (either filtered or replicated) for network analytics and
monitoring. OCNADD supports robust, configurable filtering and aggregation options which
enables the operator to sort data, create comprehensive dashboards, and generate Key
Performance Indicators (KPIs) for all departments within the service provider framework.
OCNADD also provides a GUI that enables users to create, edit, and delete data feed.

For more information about OCNADD architecture and features, see Oracle Communications
Network Analytics Data Director User Guide.

@ Note

The performance and capacity of the OCNADD system may vary based on the call
model, Feature/Interface configuration, and underlying CNE and hardware
environment.

1.2 References

For more information about OCNADD, refer to the following documents:

e Oracle Communications Network Analytics Data Director User Guide

e Oracle Communications Network Analytics Data Director Installation, Upgrade, and Fault
Recovery Guide

e Oracle Communications Network Analytics Data Director Benchmarking Guide

e Oracle Communications Cloud Native Core, Cloud Native Environment Installation,
Upgrade, and Fault Recovery Guide

e Oracle Communications Cloud Native Core, cnDBTier Installation, Upgrade, and Fault
Recovery Guide

e Oracle Communications Cloud Native Configuration Console Installation, Upgrade, and
Fault Recovery Guide

e Oracle Communications Cloud Native Configuration Console Troubleshooting Guide
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Troubleshooting OCNADD

This chapter provides information to troubleshoot the common errors, which can be
encountered during the preinstallation, installation, and upgrade procedures of OCNADD.

@® Note

kubect| commands might vary based on the platform deployment. Replace

kubect | with Kubernetes environment-specific command line tool to configure
Kubernetes resources through kube- api server. The instructions provided in this
document are as per the Oracle Communications Cloud Native Environment (OCCNE)
version of kube- api server.

2.1 Generic Checklist

The following sections provide a generic checklist for troubleshooting OCNADD.
Deployment Checklist

Perform the following pre-deployment checks:

e Failure in Certificate or Secret generation.
There may be a possibility of an error in certificate generation when the Country, State, or
Organization name is different in CA and service certificates.

Error Code/ Error Message:

The countryName field is different between
CA certificate (US) and the request (IN)

(simlar error message will be reported forState or Org nane)

To resolve this error:
1. Navigate to "ssl_certs/default_values/" and edit the "values" file.
2. Change the following values under "[global]" section:

— countryName

— stateOrProvinceName

— organizationName

3. Ensure the values match the CA configurations, for example:
If the CA has country name as "US", state as "NY", and Org name as "ORACLE" then,
set the values under [global] parameter as follows:

[ gl obal ]
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Chapter 2
Generic Checklist

count r yName=US

st at eOr Provi nceNanme=NY

| ocal i t yName=BLR

or gani zat i onNanme=CRACLE

organi zat i onal Uni t Name=CGBU

def aul t Days=365
4. Rerun the script and verify the certificate and secret generation.
Run the following command to verify if OCNADD deployment, pods, and services created
are running and available:

# kubect! -n <namespace> get depl oynents, pods, svc

Verify the output, and check the following columns:
— READY, STATUS, and RESTARTS
— PORT(S) of service

@® Note

It is normal to observe the Kafka broker restart during deployment.

Verify if the correct image is used and correct environment variables are set in the
deployment.
To check, run the following command:

# kubect!l -n <nanmespace> get depl oynent <depl oynent-nane> -0 yan

Check if the microservices can access each other through a REST interface.
To check, run the following command:

# kubect! -n <namespace> exec <pod nane> -- curl <uri>

Example:

kubect| exec -it pod/ocnaddconfi guration-6ffc75f956-wivzx -n ocnhadd-system
-- curl "http://ocnaddconfiguration: 12590/ ocnadd- confi guration/v1/
{wor ker G oup}/topic'

If intraTLS is enabled or intraTls & mTLS enabled, then use the following command:

curl -k --location --cert-type P12 --cert /var/securityfiles/keystore/
clientKeyStore. pl2: $OCNADD SERVER KS PASSWORD "https://
ocnaddconfi guration: 12590/ ocnadd- confi gur ati on/ v1/{wor ker G oup}/t opi c"

@® Note

These commands are in their simple format and display the logs only if
ocnaddconfiguration and ocnaddadmin pods are deployed.

The list of URIs for all the microservices:
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e http://ocnaddconfiguration:<port>/ocnadd-configuration/v1/subscription

*  http://ocnaddalarm:<port>/ocnadd-alarm/v1/alarm?&startTime=<start-
time>&endTime=<end-time>
use off-set date time format: e.g 2022-07-12T05:37:26.954477600Z

e <ip>:<port>/ocnadd-configuration/v1/{workerGroup}/topic
e <ip>:<port>/ocnadd-configuration/v1/{workerGroup}/topic/<topicName>
e <ip>:<port>/ocnadd-configuration/v1/{workerGroup}/broker/bootstrap-server

Application Checklist

Logs Verification

@® Note

The below procedures should be verified or run corresponding to the applicable
worker group or the management group.

Run the following command to check the application logs and look for exceptions:

# kubect! -n <namespace> logs -f <pod name>

Use the option - f to follow the logs or gr ep option to obtain a specific pattern in the log output.

Example:

# kubect!l -n ocnadd-system logs -f $(kubectl -n ocnadd-system get pods -0
name |cut -d' /" -f 2|grep nrfaggregation)
Above command displays the logs of the ocnaddnr f aggr egat i on service.

Run the following command to search for a specific pattern in the log output:

# kubect!l logs -n ocnadd-system <pod nane> | grep <pattern>

@® Note

These commands are in their simple format and display the logs only if there is atleast
one nrfaggregation pod deployed.

Kafka Consumer Rebalancing
The Kafka consumers can rebalance in the following scenarios:

e The number of partitions changes for any of the subscribed topics.
e A subscribed topic is created or deleted.

e An existing member of the consumer group is shutdown or fails.

e Inthe Kafka consumer application,

1. Stream threads inside the consumer app skipped sending heartbeat to Kafka.
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2. The batch of messages took longer time to process and causes the time between the
two polls to take longer.

3. Any stream thread in any of the consumer application pods dies because of some
error and it is replaced with a new Kafka Stream thread.

4. Any stream thread is stuck and not processing any message.

A new member is added to the consumer group (for example, new consumer pod spins
up).

When the rebalancing is triggered, there is a possibility that offsets are not committed by the
consumer threads as offsets are committed periodically. This can result in messages
corresponding to non-committed offsets being sent again or duplicated when the rebalancing is
completed and consumers started consuming again from the partitions. This is a normal
behavior in the Kafka consumer application. However, because of frequent rebalancing in the
Kafka consumer applications, the counts of messages in the Kafka consumer application and
3rd party application can mismatch.

Data Feed not accepting updated endpoint
Problem

If a Data feed is created for synthetic packets with an incorrect endpoint, updating the endpoint
afterward has no effect.

Solution

Delete and recreate the data feed for synthetic packets with the correct endpoint.
Kafka Performance Impact (due to disk limitation)

Problem

When source topics (SCP, NRF, and SEPP) and MAIN topic are created with Replication
Factor = 1

For a low performance disk, the Egress MPS rate drops/fluctuates with the following traces in
the Kafka broker logs:

Shrinking ISR from 1001, 1003, 1002 to 1001. Leader: (hi ghWatermark: 1326,
endO fset: 1327). Qut of sync replicas: (brokerld: 1003, endOffset: 1326)
(brokerld: 1002, endOrfset: 1326). (kafka.cluster.Partition)

| SR updated to 1001, 1003 and version updated to 28(kafka.cluster.Partition)

Solution
The following steps can be performed (or verified) to optimize the Egress MPS rate:

1. Try to increase the disk performance in the cluster where OCNADD is deployed.

2. If the disk performance cannot be increased, then perform the following steps for
OCNADD:

a. Navigate to the Kafka helm charts values file (<helm-chart-path>/ocnadd/charts/
ocnaddkafka/values.yaml)

b. Change the below parameter in the values.yami:
i. offsetsTopicReplicationFactor: 1

ii. transactionStateLogReplicationFactor: 1
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Scale down the Kafka and Kraft deployment by modifying the following lines in the
corresponding worker group helm chart and custom values:

ocnaddkaf ka:
enabl ed: fal se

Perform helm upgrade for the worker group:

hel m upgrade <rel ease name> <chart path of worker group> -n <namespace
of the worker group>

Delete PVC for Kafka and Kraft using the following commands:

i. kubectl delete pvc -n <nanespace> kaf ka- vol une- kaf ka- br oker-0

ii. kubectl delete pvc -n <nanespace> kaf ka- vol une- kaf ka- br oker-1

iii. kubect| delete pvc -n <namespace> kaf ka- vol ume- kaf ka- br oker - 2

iv. kubect| delete pvc -n <nanespace> kraft-broker-security-kraft-
controller-0

v. kubect!| delete pvc -n <namespace> kraft-broker-security-kraft-
control ler-1

vi. kubect!l delete pvc -n <namespace> kraft-broker-security-kraft-
controller-2

Modify the value of the following parameter to true, in the corresponding worker group
helm chart and custom values

ocnaddkaf ka:
enabl ed: true

Perform helm upgrade for the worker group:

hel m upgrade <rel ease name> <chart path of worker group> -n <namespace
of the worker group>

@® Note

The following points are to be considered while applying the above procedure:

1. In case a Kafka broker becomes unavailable, then you may experience an impact
on the traffic on the Ingress side.

2. Verify the Kafka broker logs or describe the Kafka/Kraft pod which is unavailable
and take the necessary action based on the error reported.

500 Server Error on GUI while creating/deleting the Data Feed
Problem

Occasionally, due to network issues, the user may observe a "500 Server Error" while creating/
deleting the Data Feed.
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Solution

The following actions generally resolve the issue:
« Delete and recreate the feed if it is not created properly.
e Retry the action after logging out from the GUI and login back again.

« Retry creating/deleting the feed after some time.
Kafka resources reaching more than 90% utilization
Problem

Kafka resources(CPU, Memory) reached more than 90% utilization due to a higher MPS rate
or slow disk I/O rate

Solution
Add additional resources to the following parameters that are reaching high utilization.
File name: ocnadd- cust om val ues. yanl corresponding to the worker group

Parameter name: ocnaddkaf ka. ocnadd. kaf kaBr oker . r esour ce

kaf kaBr oker :
nane: kaf ka- br oker
resour ce:
limt:
cpu: 5 ===> change it to require nunmber of CPUs
menory: 24G ===> change it to require nunber of nenory size

Kafka ACLs: Identifying the Network IP "Host" ACLs in Kafka Feed
Problem

User is unable to identify the Network IP "Host" ACLs in Kafka Feed.
Solution

The following procedure can be referred to in the case of the user being unable to identify the
Network IP address.

Adding network IP address for Host ACL

This set of instructions explains how to add a network IP address to the host ACL. The
procedure is illustrated using the following example configuration:

» Kafka Feed Name: demofeed
« Kafka ACL User: joe
 Kafka Client Hostname: 10.1.1.15

@® Note

The below steps should be run corresponding to the worker group against which the
Kafka feed is created/modified

Retrieving Current ACLs
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To obtain the current ACLs configured for the "demofeed" feed on the Kafka service, run the
following command from any POD within the OCNADD deployment:

curl -k --location --cert-type P12 --cert /var/securityfiles/keystore/
clientKeyStore. pl2: $KEYSTORE_PASS --request GET 'https://
ocnaddadmi nservi ce: 9181/ ocnadd- adni n/ v2/ { wor ker G oup}/ acl s'

The output will be in JSON format and might look like this:

["(pattern=ResourcePattern(resourceType=GROUP, name=denof eed,

patternType=LI TERAL), entry=(principal =User:joe, host=10.1.1. 15,

oper at i on=READ,

perm ssi onType=ALLOW )", " (patt ern=Resour cePattern(resourceType=TOPI C,
name=MAI N, patternType=LI TERAL), entry=(principal =User:joe, host=10.1.1.15,
oper ati on=READ, perm ssionType=ALLON)"]

Authorization Error in Kafka Logs

With the Kafka feed "demofeed" configured with acl user "joe" and client host IP address
"10.1.1.15" the Kafka reports the following authorization error in the Kafka Logs.

[ 2023-07-31 05:34:22,063] INFO Principal = User:joe is Denied Operation =
Read fromhost = 10.1.1.0 on resource = Goup: LI TERAL: denof eed for request =
JoinGroup with resourceRef Count = 1 (kafka.authorizer.| ogger)

In the above output, it can be seen that host ACL is allowing specific client IP address
"10.1.1.15", whereas the Kafka server is expecting the ACL for the network IP "10.1.1.0" too,
which is the network IP address.

Steps to Create Network IP Address ACL

1. Check Kafka Logs
To identify the network IP address that Kafka is denying against the configured feed, follow
these steps:

a. Check the Kafka logs using the command:

kubect! logs -n <namespace> -c kafka-broker kafka-broker-1 -f

For example:

kubect! |ogs -n ocnadddepl oy -c kafka-broker kafka-broker-1 -f

b. Look for traces similar to this:

Principal = User:joe is Denied Operation = Read fromhost = 10.1.1.0 on
resource = G oup: LI TERAL: denof eed for request = JoinGoup with

resour ceRef Count = 1 (kafka. authorizer.logger) take the ip address
which is being denied by Kafka, in this case, it is "10.1.1.0"

Identify the denied IP address; in this case, it is "10.1.1.0."
2. Create Host ACL for Network IP
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a. Access any Pod within the OCDD deployment, such as kafka-broker-0:
kubect| exec -it kafka-broker-0 -n <nanespace> -- bash
b. Run the provided curl commands to configure the host network IP ACLs:

curl -k --location --cert-type P12 --cert /var/securityfiles/keystore/
clientKeyStore. pl2: $KEYSTORE_PASS --request POST 'https://

ocnaddconfi guration: 12590/ ocnadd- conf i gur ati on/ v2/ {wor ker G- oup}/client -
acl' --header 'Content-Type: application/json' --data-raw

"{ "principal": "joe", "hostName": "10.1.1.0", "resourceType": "TOPIC',
"resourceName": "MAIN', "acl Operation": "READ' }' curl -k --location --
request POST 'https://ocnaddconfiguration: 12590/ ocnadd- confi gurati on/ v2/
{workerGroup}/client-acl' --header 'Content-Type: application/json' --
data-raw '{ "principal": "joe", "hostNanme": "10.1.1.0", "resourceType":
"GROUP", "resourceName": "denofeed", "acl Cperation": "READ' }'

Verify ACLs
Use the following curl command to verify the ACLs:

curl -k --location --cert-type P12 --cert /var/securityfiles/keystore/
clientKeyStore. pl2: $KEYSTORE PASS --request GET 'https://
ocnaddadmi nservi ce: 9181/ ocnadd- admi n/ v2/ { wor ker G oup}/ acl s'

Here is an example of the expected output, indicating ACLs for Wth Feed Nane:
denof eed, ACL user: joe, Host Name:10.1.1.15, Network [P:10.1.1.0:

["(pattern=ResourcePattern(resourceType=GROUP, name=denof eed,
patternType=LI TERAL), entry=(principal =User:joe, host=10.1.1.0,
oper at i on=READ,

perm ssi onType=ALLOW )", " (patt ern=Resour cePattern(resourceType=GROUP,
nane=denof eed, patternType=LI TERAL), entry=(princi pal =User:j oe,

host =10. 1. 1. 15, operat i on=READ,

perm ssi onType=ALLOW )", " (patt ern=Resour cePattern(resourceType=TCOPI C,
nane=MAI N, patternType=LI TERAL), entry=(principal =User:joe, host=10.1.1.0,
oper at i on=READ,

perm ssi onType=ALLOW )", " (pattern=Resour cePattern(resourceType=TCOPI C,
nane=MAI N, patternType=LI TERAL), entry=(principal =User:j oe,

host =10. 1. 1. 15, operati on=READ, perm ssionType=ALLON)"]

Producer Unable to Send traffic to OCNADD when an External Kafka Feed is enabled
Problem

Producer is unable to send traffic to OCNADD when an External Kafka Feed is enabled.
Solution

Follow the below steps to debug and investigate if the producer is unable to send traffic to DD
when ACL is enabled and there are unauthorization errors coming in producer NF logs.

Debug and Investigation Steps:
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@® Note

The below steps should be run corresponding to the worker group against which the
Kafka feed is being enabled

Begin by creating the admi n. properti es file within the Kafka broker, following Step 2 of
"Update SCRAM Configuration with Users" as outlined in the Oracle Communications
Network Analytics Data Director User Guide.

If the producer's security protocol is SASL_SSL (port 9094), verify whether the users have
been created in SCRAM. Use the following command for verification:

./ kaf ka-configs.sh --bootstrap-server kafka-broker: 9094 --describe --
entity-type users --command-config ../../adnmn.properties

If no producer's SCRAM ACL users are found, see to the "Prerequisites for External
Consumers" section in the Oracle Communications Network Analytics Data Director User
Guide to create the necessary Client ACL users.

In case the producer's security protocol is SSL (port 9093), ensure that the Network
Function (NF) producer's certificates have been correctly generated as per the instructions
provided in the Oracle Communications Network Analytics Suite Security Guide.

Check whether the producer client ACLs have been set up based on the configured
security protocol (SASL_SSL or SSL) in the NF Kafka Producers. To verify this:

a. Access any Pod from the OCNADD deployment. For instance, kaf ka- br oker - 0:

kubect| exec -it kafka-broker-0 -n <nanespace> -- bash

b. Run the following curl command to list all the ACLs:

curl -k --location --cert-type P12 --cert /var/securityfiles/keystore/
clientKeyStore. pl2: $KEYSTORE PASS --request GET 'https://
ocnaddadmi nservi ce: 9181/ ocnadd- admi n/ v2/ { wor ker G oup}/ acl s'

The expected output might resemble the following example, indicating Wt h Feed
Nane: denofeed, ACL user: joe, Host Name:10.1.1.15, Network IP:10.1.1.0:

["(pattern=ResourcePattern(resourceType=GROUP, name=denof eed,
patternType=LI TERAL), entry=(principal =User:joe, host=10.1.1.0,
oper at i on=READ,

perm ssi onType=ALLOW )", " (patt ern=Resour cePattern(resour ceType=GROUP,
nane=denof eed, patternType=LI TERAL), entry=(princi pal =User: | oe,

host =10. 1. 1. 15, operat i on=READ,

perm ssionType=ALLOW )", " (patt ern=Resour cePattern(resourceType=TCOPI C,
nanme=MAI N, patternType=LI TERAL), entry=(principal =User:j oe,

host=10. 1. 1. 0, operati on=READ,

perm ssi onType=ALLOW )", " (pattern=Resour cePattern(resourceType=TCOPI C,
nanme=MAI N, patternType=LI TERAL), entry=(principal =User:j oe,

host =10. 1. 1. 15, operati on=READ, pernm ssionType=ALLON)"]

If no ACLs are found as observed in step 4, follow the "Create Client ACLs" section
provided in the Oracle Communications Network Analytics Data Director User Guide to
establish the required ACLs.
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By following these steps, you will be able to diagnose and address issues related to the
producer's inability to send traffic to OCNADD when an External Kafka Feed is enabled,
and ACL-related authorization errors are encountered.

External Kafka Consumer Unable to consume messages from DD

Problem

External Kafka Consumer is unable to consume messages from OCNADD.

Solution

If you are experiencing issues where an external Kafka consumer is unable to consume
messages from OCNADD, especially when ACL is enabled and unauthorized errors are
appearing in the Kafka feed's logs, follow the subsequent steps for debugging and
investigation:

Debug and Investigation Steps:

@® Note

The below steps should be run corresponding to the worker group against which the
Kafka feed is created/modified.

1. Verify that ACL Users created for the Kafka feed, along with SCRAM users, are
appropriately configured in the JAAS config by executing the following command:

.l kaf ka- confi gs. sh --bootstrap-server kafka-broker:9094 --describe --
entity-type users --command-config ../../admn.properties

2. Validate that the Kafka feed parameters have been correctly configured in the consumer
client. If not, ensure proper configuration and perform an upgrade on the Kafka feed's
consumer application.

Inspect the logs of the external consumer application.

a. If you encounter an error related to "XYZ Group authorization failure" in the consumer
application logs, follow these steps:

Access any Pod within the OCNADD deployment. For example, kaf ka- br oker - 0:

kubect| exec -it kafka-broker-0 -n <namespace> -- bash

Run the curl command below to retrieve ACLs information and verify the existence
of ACLs for the Kafka feed:

curl -k --location --cert-type P12 --cert /var/securityfiles/
keystore/clientKeyStore. pl2: $KEYSTORE PASS --request GET 'https://
ocnaddadni nservi ce: 9181/ ocnadd- admi n/ v2/ { wor ker G oup}/ acl s'

Sample output with Feed Name: denof eed, ACL user: joe, Host
Nanme: 10. 1. 1. 15, Network IP:10.1.1.0:

["(pattern=ResourcePattern(resourceType=GROUP, name=denof eed,
patternType=LI TERAL), entry=(principal =User:joe, host=10.1.1.0,
oper at i on=READ,

perm ssi onType=ALLOW )", " (patt ern=Resour cePatt ern(resour ceType=GROUP
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, nhane=denof eed, patternType=LI TERAL), entry=(principal =User:j oe,
host =10. 1. 1. 15, operati on=READ,

perm ssi onType=ALLOW )", " (pattern=Resour cePattern(resourceType=