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My Oracle Support (MOS)

My Oracle Support (MOS) is your initial point of contact for any of the following
requirements:

*  Product Support:
The generic product related information and resolution of product related queries.

*  Critical Situations
A critical situation is defined as a problem with the installed equipment
that severely affects service, traffic, or maintenance capabilities, and requires
immediate corrective action. Critical situations affect service and/or system
operation resulting in one or several of these situations:

— Atotal system failure that results in loss of all transaction processing capability
— Significant reduction in system capacity or traffic handling capability

— Loss of the system’s ability to perform automatic system reconfiguration

— Inability to restart a processor or the system

— Corruption of system databases that requires service affecting corrective
actions

— Loss of access for maintenance or recovery operations

— Loss of the system ability to provide any required critical or major trouble
notification

Any other problem severely affecting service, capacity/traffic, billing, and
maintenance capabilities may be defined as critical by prior discussion and
agreement with Oracle.

e Training Need
Oracle University offers training for service providers and enterprises.

A representative at Customer Access Support (CAS) can assist you with MOS
registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle
Support hotline for your local country from the list at Oracle Support Contacts. The
emergency response provides immediate coverage, automatic escalation, and other
features to ensure that the critical situation is resolved as rapidly as possible.

When calling, make the selections in the sequence shown below on the Support
telephone menu:

1. Select 2 for New Service Request
2. Select 3 for Hardware, Networking and Solaris Operating System Support
3. Select one of the following options:
e For Technical issues such as creating a new Service Request (SR), Select 1

» For Non-technical issues such as registration or assistance with MOS, Select
2

You will be connected to a live agent who can assist you with MOS registration and
opening a support ticket.
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MOS is available 24 hours a day, 7 days a week, 365 days a year.
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What's New in This Guide

There are no updates in this document for Release 46.9.
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Introduction

Purpose and Scope

This document describes Oracle’s recommended methods and procedures to be used
to evaluate Site and STP data retrieved from in-service EAGLE STP. This document is
intended for use for system running EAGLE releases 45.0 or later as well as system
being upgrade to those releases. The intended audience for this document is EAGLE®
Engineering, Documentation, Customer Service personnel and any craft person who
has completed EAGLE training and is familiar with the EAGLE interface. The scope

of this document is specifically to collect data to determine the health of an in-service
EAGLE prior to a software upgrade or an extension shelf installation. In general, this
document may be used for an instance where the health determination of the EAGLE
is required (i.e., troubleshooting).

This document should be considered the next volume to 909-0656-001; see reference
[2]. The former document covers EAGLE releases 31.6 to 44.0, where this document
starts at release 45.0 and will continue for future releases. The initial content of this
document is equivalent to the last version of that previous document with the additions
of updates to support EAGLE Release 45.0. In release 45.0, the legacy GPSM/TDM
hardware is no longer supported as the MASP, so this document does not have to
support both hardware setup and removes complexity of several steps that had to
support both platforms.

The document is written to support all customer configurations. All of the
commands specified in the procedures should be executed unless explicitly
stated otherwise in the individual procedure. Not doing so may result in a delay
in the analysis performed by Oracle personnel.

Analysis of data captured during this procedure is out of the scope of this document.
Analysis of the data is covered in Health Check Analysis Work Instruction, WI005139,
latest revision, Tekelec.

References

1. Health Check Analysis Work Instruction, WI005139, latest revision, Tekelec

2. EAGLE 5SS Releases 31.6 and later System Healthcheck Document,
909-0656-001,Revision P, Version 7.2, Tekelec

3. TEKELEC Acronym Guide, MS005077.doc, current revision

4. Recommended Ethernet Port Settings for EAGLE SM Cards and EPAP Switch
Ports, KM Alert Doc 2275062.1, current revision
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Acronyms
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Table 1-1 Acronyms

Chapter 1
Acronyms

Acronym Definition

AST Associate State for Maintenance

BITS Building Integrated Timing System

DPC Destination Point Code

DSM Database Services Module

E5-OAM EAGLE Operation, Admission, & Maintenance
E5-MASP Dual-card HW assembly composed of E5-MCAP and E5-TDM
FOA First Office Application

GPL Generic Program Load

IMT Interprocessor Message Transport

IS-ANR In Service - Abnormal

IS-NR In Service - Normal

KSR terminal Keyboard Send Receive terminal

Legacy MASP
MASP

MCP

PST

SAK

SCCP

SLIC

UHC

System using GPSM-INTDM card set (obsolete in release 45.0)
Maintenance and Administration Subsystem Processor
Measurements Collector/Poller

Primary State for Maintenance

Software Access Key

Signaling Connection Control Part

Service and Link Interface Card

Upgrade Health Check

For additional Acronyms, refer to TEKELEC Acronym Guide, MS005077.doc, current

revision.
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General Description

The health check is to be performed as directed to by software release upgrade
procedures, extension shelf installation MOPs, or My Oracle Support personnel. It may
also be utilized during FOA, hardware installations, or customer problem analysis.

This document outlines a series of commands and procedures to be performed on
the system. With each command, there is a description of the command, expected
command output, and what problems may be detected with the command. If the
desired goal/output is not obtained by executing the command, contact My Oracle
Support (MOS) to investigate the deficiencies.

The entire set of commands should be executed each time in order to obtain a
complete system status and configuration. Some of the commands may not be
supported on all EAGLE releases, resulting in a command rejection. These rejected
commands will not harm the system in any way and will be verified during the analysis
of the captured data. The goal of this health check procedure is to be non-intrusive.
Only spare equipment swap-out and the IMT bus testing are intrusive and should

be executed during a maintenance window. The procedures that are intrusive are
highlighted in Health Check Type.

Recommendations for Performing Health Check

The commands in this document should be executed during periods of FOA, new
software or hardware installations, upgrades, or customer problems.

Frequency of Health Check

The frequency of executing these commands should be determined in upgrade
execution procedures, extension shelf installation MOP, and the release FOA plan/
strategy developed by Oracle. For software upgrade, three health checks are
executed. The recommended time frames of these checks are the following: two
weeks prior (UHC1), forty-eight hours prior (UHC?2), and seventy-two hours following
an upgrade (UHC3). For extension shelf, one health check is executed prior to
installation. The exact time is based on availability of personnel and scheduled
maintenance windows.

Data Capture

ORACLE

During the execution of this procedure, some method of data capture is necessary for
proper analysis and for future reference. If a terminal emulation application is being
used which supports capturing, the application should be enabled. A KSR or printer
terminal may be selected as the capture terminal since output from the user terminal
can be echoed to those terminal types. If no other method is available, input and
output from the user terminal can be echoed to a configured printer. A capture file
must be generated so a comparison can be made with other capture files from the
same node to determine if any system degradation occurred between the two capture
periods. Some of the procedures explicitly identify anomalies to be checked, if present,

2-1



Chapter 2
Health Check Record

these occurrences should be noted. After conclusion of the Health Check procedures
the capture file and any notes are to be sent to Oracle for review. If the Health Check
is being performed in preparation for an upgrade, contact My Oracle Support (MOS)
upon completion to verify that the upgrade can be performed after analysis of the

capture file

Step Check-Off and Recording Configuration

All steps in this Health Check are to be initialed by the person performing the step.
Also certain steps request recording of data, which is specific to the configuration of

the switch being checked.

" Note:

experience.

Health Check Record

The Health Check may take several hours to complete depending on the
size of the system, the part number and version of MASPs in use, and user

Each time the System Health Check has been completed, record the date, the reason
for the health check (for example, upgrade preparation, new installation, post-upgrade
verification, etc.) and record which procedure passed/failed in the following table.

Table 2-1 Health Check Record

DATE Reason for running

health check

List any procedures Technician
that failed Signature
(Procedure number

and name)

Upgrade HC #1
Upgrade HC #2
Upgrade HC #3
Extension Shelf HC

Health Check Type

The following table lists the procedures to be executed depending on the type of

health check being performed.

Table 2-2 Health Check Type Procedures
|

Procedure Non-Intrusive Intrusive Upgrade Extension Shelf,
Upgrade (UHC1, (UHC2) New Product
UHC3)

Health Check yes yes yes

Preparation

General System yes yes yes

Status

ORACLE
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Health Check Type

Table 2-2 (Cont.) Health Check Type Procedures
|

Procedure Non-Intrusive Intrusive Upgrade Extension Shelf,
Upgrade (UHC1, (UHC2) New Product
UHC3)

Report System yes yes yes

Troubles

Verifying Database yes yes n/a

Status

Verifying GPLs yes yes n/a

Retrieving Obituaries  yes yes yes

Verify SCCP Load yes yes n/a

Verifying LNP and yes yes n/a

LSMS

Verifying SEAS yes yes n/a

Verifying optional yes yes yes

features

Verifying IP Signaling yes yes yes

Status

Verifying EROUTE yes yes yes

Verifying IMT Status  yes yes yes

Retrieving Trouble yes yes yes

Data

Verifying Clock Status yes yes yes

Verifying MPS 1 yes yes n/a

Verify Source n/a yes n/a

Database 1

Verifying Fixed and n/a yes n/a

Removable Media

(Part 1)1

Testing IMT Status!  n/a yes yes

Verifying Fixed and n/a yes n/a

Removable Media

(Part 2)1

Table Capacity Status yes yes n/a

Health Check yes yes yes

Conclusion

1 Intrusive procedures are shaded.
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Procedures

Pre-Health Check Requirements

This procedure verifies that all pre-healthcheck requirements have been met. Perform
the following tasks before continuing:

Contact My Oracle Support (MOS) and ask for HEALTHCHECK ASSISTANCE.

Prerequisites
*  Verify that on-site personnel are available.

*  Verify that Upgrade media is on-site or Upgrade target release has been
downloaded to disk. Please reference Upgrade document Appendix B for these
procedures.

*  Verify that all terminal and modem recourses are available for remote access.

Execute the following steps:

® |ssue the following command to display GPL status.
Rept - st at - gpl : gpl =oanHC

Response to GPL status command is displayed.

eagl estp YY-MM DD hh: mmss TTTT EAGLES XX X. Xx- YY.yy.y
GPL Auditing ON
GPL CARD RUNNI NG APPROVED

TRI AL
QAVHC 1113 135-016-000 135-016-000 135-016-000 *
QAVHC 1115 135-016-000 135-016-000 135-016-000 *
Command Conpl et ed.

If either 1113 or 1115 are not displayed, this procedure fails. Otherwise, continue to
next procedure.

Health Check Preparation

ORACLE

This procedure starts capturing all commands and command output to a printer or
other terminal configured to capture data. See Data Capture for recommendation on
data capture.

1. Issue the command to log in to the EAGLE terminal.
I ogi n: ui d=XXXXXX
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Response to login command is displayed.

Chapter 3

Health Check Preparation

eagl estp YY-MW DD hh:mm ss TTTT EAGLES XX x. x-YY.yy.y

i

Issue the command to retrieve terminal status.

User |ogged in on terninal

rtrv-trm

Response to retrieve terminal command is displayed.

X

Record the numbers that appear in the TRMcolumn below corresponding to the
terminal port being used to capture, SEAS terminals, and user terminal. In this
example, terminal 12 is a printer, terminal 10 is the user’s terminal, and terminal 17
is the SEAS. Refer to Data Capture for information on how to set up terminals for
data capture.

CAPTURE

SEAS
USER

If not already activated, start mechanism to capture data. Refer to Data Capture
for recommendation on data capture.

Record the initial output group configuration for the user’s and capture terminals.
Also record user’s TMOUT value

Verify that all terminal groups for the printers show YES. If so, go to step 4. If any
groups show NO, continue to step 3.

eagl estp YY-MVM DD hh: mmss TTTT EAGLES XX X. X- YY.yy.y
TMOUT MXI NV DURAL

TRM TYPE
1 NONE
2 NONE
3 NONE
4 NONE
5 NONE
6 NONE
7 NONE
8 NONE
9 NONE
10 V1320
11 NONE
12 PRINTER
13 V1320
14 NONE
15  NONE
16 NONE

TRM TYPE LCC

17
18
19
20
21
22

SEAS

TELNET
TELNET
TELNET
TELNET
TELNET

COW
9600
9600
9600
9600
9600
9600
9600
9600
9600
9600
9600
9600
9600
9600
9600
9600

1108
1108
1108
1108
1108
1108

-7-E-1
-7-E-1
-7-E-1
-7-E-1
-7-E-1
-7-E-1
-7-E-1
-7-E-1
-7-E-1
-7-E-1
-7-E-1
-7-E-1
-7-E-1
-7-E-1
-7-E-1
-7-E-1

FC
SW
SW
SW
SW
SW
SW
SW
SW
SW
SW
SW
SW
SW
SW
SW
SW

30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30

01 o101 01 01 O1O1O1O1 o101 o1 o1 o1 o1 Ol

00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:

TMOUT MXI NV DURAL

30
30
30
30
30
30

o1 o1 o1 o1 o1 Ol

00:
00:
00:
00:
00:
00:

01:
01:
01:
01:
01:
01:
01:
01:
01:
01:
01:
01:
01:
01:
01:
01:

01:
01:
01:
01:
01:
01:

00
00
00
00
00
00
00
00
00
00
00
00
00
00
00
00

SECURE

00
00
00
00
00
00

no
no
no
no
no
no
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23 TELNET 1108 30 5 00:01: 00 no
24  TELNET 1108 30 5 00:01: 00 no

TRM TRAF LINK SA SYS PU DB
1 YES YES YES YES YES YES
2 NO NO NO NO NO NO
3 N NO NO NO NO NO
4 NO NO NO NO NO NO
5 NO NO NO NO NO NO
6 NO NO NO NO NO NO
7 NO NO NO NO NO NO
8 NO NO NO NO NO NO
9  YES YES YES YES YES YES
10 YES YES YES YES YES YES
11 NO NO NO NO NO NO
12 YES YES YES YES NO NO
13 YES YES YES YES YES YES
14 NO NO NO NO NO NO
15 NO NO NO NO NO NO
16 NO NO NO NO NO NO
17 NO NO NO NO NO NO
18 NO NO NO NO NO NO
19 NO NO NO NO NO NO
20 NO NO NO NO NO NO
2 NO NO NO NO NO NO
22 NO NO NO NO NO NO
23 NO NO NO NO NO NO
24 NO NO NO NO NO NO
USER
™OUT
CAP

3. Issue the command to change all terminal groups.

chg-trmtrm=P: al | =yes
(Where P is the location of the capture terminal recorded in step 2)

Response to change terminal command is displayed.

eaglestp YY-MM DD hh: mmss TTTT EAGLES XX X. X-YY.yy.y
chg-trmtrneP; al | =yes
Command entered at termnal #X

eaglestp YY-MM DD hh: mss TTTT EAGLES XX X. X-YY.yy.y
CHG TRM MASP A - COWPLTD

4. Issue the command to activate capture.

act -echo: trneP
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(Where P is a capture terminal port that was selected in step 2)
Response to activate command is displayed.

Verify that the capture terminal is correctly collecting data.

eagl estp YY-MM DD hh:nmss TTTT EAGLE5S XX x. x-YY.yy.y
Scroll Area Qutput will be echoed to Termnal X

(Caution: loss of output may occur if too many ternminals are echoed)

5. Issue the command to change the terminal groups to the optimal settings.

chg-trmtrmeX: al | =no: t nout =0: sa=yes: sys=yes: db=yes: dbg=yes
(Where Xis the location of the user’s terminal recorded in step 2.)

Response to change terminal command is displayed.
eagl estp YY-MVW DD hh:mmss TTTT EAGLES XX. Xx. x-YY.yy.y

chg-trmtrmeX: al | =no: t mout =0: sa=yes: sys=yes: db=yes: dbg=yes
Command entered at termnal #X

eagl estp YY-MW DD hh:mmss TTTT EAGLES XX X. Xx-YY.yy.y
CHG TRM MASP A — COWPLTD

6. Issue the command to display optional features.

rtrv-feat
Response to retrieve feature command is displayed.

Record the on/off status of the features in the following table.

eagl estp YY-MW DD hh:mm ss TTTT EAGLES XX x. x-YY.yy.y
EAGLE FEATURE LI ST

GIT = on GN\& = on NRT = of f
X25G = of f LAN = on CRVD = of f
SEAS = of f LFS = of f MIPRS = of f
FAN = on DSTN5000 = of f VAP = of f
CNCF = of f TLNP = of f SCCPCNV = of f
TCAPCNV = off IPISUP = off X252000 = off
PLNP = of f NCR = of f | TUMIPRS = on
SLSOCCB = off EGIT = on VGTT = on
MPC = on | TUDUPPC = on MEASPLAT = on
TSCSYNC = off E5I'S = of f
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< Note:

The following table lists all possible feature bits. Feature bits differ
between releases, so one may appear in this table that will not exist
on a particular EAGLE.

GIT ON/ OFF G5 ON/ OFF NRT ON/ OFF

LAN ON/ OFF CRVD ON/ OFF LFS ON/ OFF
MIPRS ON/ OFF FAN ON/ OFF DSTN5000 ON / OFF
VNP ON/ OFF CNCF ON/ OFF TLNP ON/ OFF
SCCPCNV ~ ON / COFF TCAPCNV  ON / OFF | PI SUP ON /
CFF

PLNP ON/ OFF NCR ON/ OFF | TUMTPRS ON / OFF
SLSOCB ON/ OFF EGIT ON/ OFF VGIT ON /
CFF

MPC ON/ OFF | TUDUPPC ON / OFF MEASPLAT ON / OFF
TSCSYNC ON/ OFF E5I'S ON/ OFF

Issue the command to display feature keys that have been enabled.

rtrv-ctrl-feat
Response to the command is displayed.

Record if LNP ported TN feature key and LNP ELAP Configuration is on and
displayed as well as the current quantity

" Note:

If feature access key outputs “off” for status or does not appear in output
the feature is OFF.

Also record whether the EIR feature is on:
LNP ported TN: ON / OFF

Quantity:
LNP ELAP Config: ON/OFF
EIR: ON/OFF

Record if TPS feature key Configuration is on and displayed as well as the current
guantity. Also record whether any temporary TPS keys are displayed as enabled.
Verify no temporary TPS keys are enabled.

TPS Status: __ ON / OFF
Quantity:

Temporary TPS Enabled:
YES/NO

If upgrading to Rel 46.4 or higher & the source release is 46.3 or prior, the HIPR2
High Rate Mode must be on. Otherwise, this procedure fails.
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< Note:

If the HIPR2-High-Rate-Mode feature (partnum=893020101) is not
activated, then steps must be followed to ensure that the cables

have been properly installed and operation of IMT buses at 2.5 Gbps
is verified. See Cabling in Hardware Reference and Activating the
HIPR2 High Rate Mode Feature in Database Administration - System
Management for more information. This activity needs to be performed
during a maintenance window.

rtrv-ctrl-feat
Command entered at termnal #X

eagl estp YY-MVW DD hh:mmss TTTT EAGLE XX X. X. X. X- YY.yy.y
The following features have been permanently enabl ed:

Feat ure Name Part num Status Quantity
TPS 893000101 on 100

EAGLE Product 893007201 on .-

LNP ELAP Configuration 893010901 on ----

LNP ported TNs 893011036 on 384000000
EIR 893012301 on ----

H PR2 H gh Rate Mbde 893020101 on .-

G Fl ex 893021901 on .-

EPAP Data Split 893039801 on ----

The following features have been tenporarily enabl ed:

Feat ure Name Partnum Status Quantity  Trial
od

Zero entries found.

The following features have expired tenporary keys:

Feat ure Nanme Par t num
Zero entries found.

Issue the command to retrieve IP security feature key.

rtrv-ctrl-feat: part num=893400001
Response to retrieve command is displayed.

Note any IP Security Issue that is detected.

eagl estp YY-MVW DD hh:mmss TTTT EAGLE XX X. X. X. X-YY.yy.y
The fol lowi ng features have been enabl ed:

Feat ure Name Partnum Status Quantity
EAGLE OAGM | P Security 893400001 of f
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kkkkkhkhkhhhhhhhhhhhhhhhhhhhhdhhhhhhhhhhhhhhhdhdddddhhhhdhdhhhhhrdrdrdrdrdsk
FHREE KA AR WARNI NG | P SECURI TY | SSUE DETECTED

kkkkkkk*k

kkkkkhkhkhhhhhhhhhhhhhhhhhhhhhdhhhhhhhhhhhhhhdhdhddddhhhhdhdhhhhhrdrdrddrdsk

** EAGLE OAGM I P Security FAK is not enabled and ON
** The SECU DFLT parameter SSHis set to OFF

** (One or nore of the FTP servers has SECURITY paraneter to OFF

kkkkkhkhkhhhhhhhhhhhhhhhhhhhhhdhhhhhhhhhhhhhhdhdhddddhhhhhdhrhhrhrddrdrdddsk

9. Issue the command to retrieve serial number for this node.

rtrv-serial -num
Response to retrieve command is displayed.

eaglestp YY-MM DD hh:mmss TTTT EAGLE XX. X. X. X. X-YY.yy.y
System serial nunmber = nt 00001659

System serial nunber is |ocked.

All steps in this procedure were completed.

General System Status

ORACLE

This procedure examines the general status of all cards in the system by reporting
card and system status. Look for unexplained alarms, or other entities listed as
‘other’. Any system entities listed as ‘other’ should be documented, investigated, and
explained. Look for unexplained card PST and SST states (i.e. not IS-NR/Active).

1. Issue the command to display IMT errors.

rept-im-1vl1l:r=sunmary: sl oc=1201: el oc=1115
Response to IMT report command is displayed.

If UHC2 is being executed, verify that large values are not displayed in any
highlighted columns.

eaglestp YY-MM DD hh: mmss TTTT EAGLES XX x. x-YY.yy.y

SUVMMARY REPORT: Totals accunul ated fromall requested cards

Count Bus A Val ue Bus B
Val ue
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Transmt Packet

oM
Transmit Byte

oM
Recei ve Packet

oM
Recei ve Byte

oM
Recei ve Packet with CRC Error
Recei ve Packet with Format Error
Recei ve Packet with Invalid Length
Primary Control Receive Error
Primary Control Transmit Error
Primary Control Sanity Error
Violation Error
CPU Recei ve FIFO Ful |
| MI' Receive FIFO Half Full
CPU Receive FIFO Hal f Full
DVA Terninal Count Interrupt
MSU Retransmitted
MSU Saf ety Packet
ASU Safety Packet
TSU Saf ety Packet
| MI' Receive FIFO Ful |
SSU Saf ety Packet

Chapter 3

General System Status

oM

oM

oM

ecNeoNeolNoNeolNolNolNoelololNoellollolNollolNolNo

[eNeNololollolelolNoNolNollo o No N lNo ol

; END OF REPCRT

Issue the status command for the MUX cards.

rept - st at - mux
Response to MUX status command is displayed.

Verify that all cards are IS-NR.

Record the types of MUX cards displayed (circle all that are applicable):

HIPR HIPR2

If upgrade to Rel 46.4 or higher & the source release is 46.3 or prior, then all cards
must show HIGH in the BITRATE (ACT) column. Otherwise, this procedure fails.
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< Note:

If the REPT-STAT-MUX shows BITRATE (ACT) as LOW, then steps must
be followed to ensure that the cables have been properly installed and
operation of IMT buses at 2.5Gbps is verified. See "Cabling" in Hardware
Reference and "Activating the HIPR2 High Rate Mode Feature" in
Database Administration - System Management for more information.
This activity needs to be performed during a maintenance window.

eagl estp YY-MVW DD hh:mmss TTTT EAGLES XX X. X-YY.yy.y
CARD TYPE PST SST AST Bl TRATE
BI TRATE BERT
( OPER)
( ACT) STATUS

1109 HPR2 IS NR Active  ----- LOW
LOWV UNKNOWN

1110 HPR2 I S-NR Active  ----- LOW
LOWN UNKNOWN

1209 HPR2 IS NR Active  ----- LOW
LOWV UNKNOWN

1210 HPR2 I S-NR Active  ----- LOW
LOV UNKNOWN

1309 HPR2 IS NR Active  ----- LOW
LOWV UNKNOWN

1310 HIPR2 IS NR Active  ----- LOW
LOWV UNKNOVWN

Command Conpl et ed.

Issue the report IMT information command. Repeat for all MUX types recorded in
Step 2.

rept-int-info:report=XXXXerr
(where r eport =hi prerr if HIPR cards were detected in step 2;

report =hi pr 2err is HIPR2 cards were detected in step 2.)

Response to report IMT information command is displayed.

" Note:

Output abridged for brevity, Actual output varies based on software
release and card type.

eagl estp YY-MM DD hh: mm ss EST PPP XX x.x-YY.y.y
XXXX Summary Report: Summed across all requested cards for each
bucket
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XXXX Hourly Bucket Statistics

Bucket Low Speed Statistic BUS A Value BUS B Val ue
XX | MI' Rx Packet CRC Error
Rx Packet Format Error
Rx Violation Error
| MI' Rx Command Error
Rx FIFO Ful |
Rx FIFO Hal f Full
IMI Tx FIFO Full
IMI Tx FIFO Hal f Full

P O OOO0OOOoOOo
OO OO OOOoOOo

H gh Speed Statistic BUS A Value BUS B Val ue
Packet CRC Error

Di sparity Error

Sync Lost Error

Code Word Error

FI FO Ful |

FI FO Hal f Ful |

FI FO Enpty Before SOV
FI FO Enpty Before EOM
Packet SOM Before EOM
CPU Packet CRC Error

DVA term nal count

CPU Tx Buffer EOB

CPU Tx Buffer Full

CPU Tx Buffer Half Full

| MI' Bypass FI FO Ful |

| MI' Bypass FI FO Hal f Ful |

I MI' Rx FI FO Ful |

I MI' Rx FI FO Hal f Full

IIRXIIRIIRY

O OO0 WOOODODOOODOO0OOO OO
OO OO WOOOODODODODOOOCOOoOOo

Msc Speed Statistic BUS A Value BUS B Val ue

Shel f I D UART Franming Error 0 0
Shel f 1D UART Overrun Error 0 0

4. Issue the command to clear IMT errors.

clr-im-stats:all =yes
Response to clear IMT stats command is displayed.

eaglestp YY-MM DD hh: mm ss EST PPP XX x.x-YY.y.y
clr-int-stats:all=yes
Command entered at terminal #X

Eagl estp 98-03-09 14:09:41 EST Rel XX X X-X.X.X
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Clear IM Statistics comand(s) issued...
Issue the command to report system status.

rept-stat-sys
Response to system status command is displayed.

Record the Software Release:

REL.

Record any card types that are not IS-NR.

Investigate and record cards whose status cannot be explained.
Card Type:

Card Type:

Record the number of IS-NR SS7IPGW and IPGWI cards.

Verify the IP System is not deploying both SS7IPGW and IPGW!I Cards by
ensuring either SS7IPGW or IPGWI has 0 cards IS-NR.

SS7IPGW Cards:
IPGWI Cards:

eagl estp YY-MM DD hh: m ss EST PPP XX X X-X. X. X
MAI NTENANCE STATUS REPORT

Mai nt enance Basel i ne established.

Routi ng Baseline established.

SCCP Basel i ne establ i shed.

ALARMS: CRIT= 0 MMJR= X MNR= X
I NH= 0

CAM 1113 I S-NR St andby
I NH= 0

CAM 1115 I S-NR Active
I NH= 0

LIM CARD ISNR= X G her= X
I NH= 0

X25 CARD ISNR= X G her= X
I NH= 0

SCCP CARD ISNR= X G her= X
I NH= 0

GLS CARD ISNR= X G her= X
I NH= 0

SS7TIPGN CARD | S-NR= X G her= X
I NH= 0

IPGAN CARD ISNR= X G her= X
I NH= 0

CLOCK ISNR= X G her= X
I NH= 0

| MT ISNR= X G her= X

SLK IS NR= XX O her= X
I NH= 0

DLK ISNR= X G her= X
I NH= 0

LI NK SET [S-NR= XX G her= X

3-11



Chapter 3
General System Status

| NH= 0
SS7 DPC [S-NR= XX O her= X
X25 DPC IS-NR= X O her= X
CLUST DPC IS-NR= X O her= X
XLI ST DPC IS-NR= X O her= X
DPC SS Actv = X G her= X
SEAS SS IS-NR= X O her= X
SEAS X25 IS-NR= X O her= X
| NH= 0
LSMS SS IS-NR= X O her= X
LSMs Q3 IS-NR= X O her= X
| NH= 0
TERM NAL IS-NR= X O her= XX
| NH= 0

Command Conpl et ed.

6. Issue the command to report signaling link status.

rept-stat-slk
Response to report signaling links status command is displayed.

eaglestp YY-MM DD hh: mm ss EST PPP XX X X-X. X. X

SLK LSN CLLI PST SST AST

1201, A Isl  ---e-e----- [ S-NR Avail  -----
1201,B  Is4  ----------- 00s- MP Unavail  -----
1202, A Isl  ----------- [ S-NR Avail  -----
1202,B  Isl ----------- [ S-NR Avail  -----
1203,A Isl  ----------- [ S-NR Avail  -----
1203,B  1s2 ----------- [ S-NR Avail  -----
1204, A I1s4  ----------- [ S-NR Avail  -----
1204,B  1s3  ----------- [ S-NR Avail  -----
1205,A Is5 = ----------- [ S-NR Avail  -----
1205,A1 Is5  ----------- [ S-NR Avail  -----
1205, A2 Is5 ----------- [ S-NR Avail  -----
1205,A3 Is5 ----------- [ S-NR Avail  -----
1205,B3 Is5 ----------- [ S-NR Avail  -----
1206,A Is6 ----------- I S-NR Avail  -----
1206,B I1s6 ----------- I S-NR Avail  -----
1207, A Is7  eeee------- [ S-NR Avail  -----
1207,B  Is7 -e--------- [ S-NR Avail  -----
1211, A Isl1 ---e-e----- [ S-NR Avail  -----
1211,B Isl1  ----------- [ S-NR Avail  -----
1301, A 1s1301i0  ----------- [ S-NR Avail  -----
1301,B  1s1301i0  ----------- [ S-NR Avail  -----
1302, A 1s1302i0  ----------- [ S-NR Avail  -----
1302,B  1s1302i0  ----------- [ S-NR Avail  -----
1303, A 1s1303i0  ----------- [ S-NR Avail  -----
1303,B  1s1303i0  ----------- [ S-NR Avail  -----
1304, A 1s1304i0  ----------- [ S-NR Avail  -----
1304,B 1s1304i0  ----------- [ S-NR Avail  -----
1311, A [s1311i0  ----------- [ S-NR Avail  -----
1311,B  [s1311i0  ----------- [ S-NR Avail  -----
1311, A1 [s1311i0  ----------- [ S-NR Avail  -----
1311,B1 1s1311i0  ----------- [ S-NR Avail  -----
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Issue the command to retrieve card provisioning.

rtrv-card

Command Conpl et ed

Response to retrieve command is displayed.

SLC

eagl estp YY-MM DD hh: mm ss EST PPP XX x.x-YY.y.y
LI NK SLC LSET NAME

CARD

1101

1102
1103
1105

1106
1107
1108
1111

1112

1113
1114
1115
1116
1117
1201

TYPE

ENET

TSM
DSM
ENET

LI ME1

MCPM
ENET

ENET

E5- MCAP
TDM A
E5- MCAP
TDM B
VDAL
ENET

APPL

| PSG

GS
VSCCP
| PSG

CCS71 TU
| PGA
MCP

| PSG

| PSG

OAM

OAM

| PSG

LSET NAME

st pa220a
scla22la
sc2a222a
sc3a223a
st pa027i
scla028

sc2a029

sc3a030

st pa220a
scla2?la
sc2a222a
sc3a223a
st pa027n

sc6a033
sc5a032

| g1111a00

| g1111n02
| g1111a00

| g1111n02

st pa220a

A

Al

A3

A5

A6

A7

A

0

0

sc4a224a
sc5a225a
sc6a226a
sc7a227a
spla028
sp2a029
sp3a030

sp4a031i

sc4a224a
sc5a225a
sc6a226a
sc7a227a

spla028n

| g1111i 01

| g1111i 01

scd4a224a

Chapter 3
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LI NK

Bl

B2

B5

B6

B7

Bl

B2

Al

Al

3-13



ORACLE

1203

LI Mr1

SS7ANS

scla22la
sc2a222a
sc3a223a
st pa027i
scla028
sc2a029
sc3a030
st pa027n
scl1a028n
sc2a029n
sc3a030n
| 3307200
| 3307200
| 3307200
| 3307200
| s3307a08
| s3307a08
| s3307a08
| s3307a08
| s3307a16
| s3307a16
| s3307a16
| s3307a16
| s3307a24
| s3307a24
| s3307a24

| s3307a24

A5

A6

A7

A8

A9

Al10

All

A3

A5

A6

A7

A8

A9

Al10

All

Al2

Al3

Al4

Al5

Chapter 3
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sc5a225a
sc6a226a
sc7a227a
spla028

sp2a029

sp3a030i

sp4a031i

spla028n
sp2a029n
sp3a030n
sp4a031n
| 3307204
| 3307204
| 3307204
| s3307a04
| s3307a12
| s3307a12
| s3307a12
| s3307a12
| s3307a20
| s3307a20
| s3307a20
| s3307a20
| s3307a28
| s3307a28
| s3307a28

| s3307a28

Bl

B2

B5

B6

B7

B8

B9

B10

B11l

Bl

B2

B5

B6

B7

B8

B9

B10

B11l

B12

B13

B14

B15
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1205
0
1

1206
8
9

1207
1

1208
7

1211
4

1212

1213
0
0

1215
2

1216
3

1217

DCM | PLI M

DCM | PLI M

LI MATM ATMANS

sc4a031i A 0

sc4a031i Al 1

sc4a031i A 8

sc4a031i Al 9

sc8a228a A 1

ENET | PSG | g2305a00 A 7
gr2305n02 A2 7
ENET | PSG st pa220a A 4
MCPM MCP
LI ME1 CCS7ITU 1s1213i00 A 0
s1213i01 Al O
ENET | PSG 1 g1111a00 A 2
g1111n02 A2 2
ENET | PSG 1 g1111a00 A 3
g1111n02 A2 3
DSM VSCCP

Issue the command to report card status.

rept-stat-card
Response to card status command is displayed.

Chapter 3

General System Status

sc4a031n
sc4a031n
sc4a031n
sc4a031n
sc9a229a

gr 2305 01

scd4a224a

[r1213i 04
[r1213i 05

| g1111i 01

| g1111i 01

Bl

Bl

Al

Bl

Al

Al

Look for the slot ID of any IS-ANR or OOS-MT status cards. Ensure that any cards
in this state can be explained.

Record the card locations of the MASPs:
Active MASP
Standby MASP

eagl estp YY-MV DD hh: mm ss EST PPP XX x.x-YY.y.y

CARD
SST
1101
Active
1102
Active
1103
Active
1104
Active
1105
Active
1106

VERSI ON
AST
134-060- 000

134-060- 000

TYPE

DCM

LI ME1

LI ME1

LI MDSO

MCPM

LI MATM

GPL PST

| PGHC [ S-NR
SS7THC [ S-NR
SS7ML [ S-NR
SS7ML [ S-NR
MCP [ S-NR
ATMANSI [ S-NR
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Active  -----

1107  134-060-000 DCM | PGHC I S-NR
Active  -----

1108  134-060-000 DSM SCCPHC I S-NR
Active  -----

1109  134-060-000 HI PR H PR I S-NR
Active  -----

1109  134-060-000 HI PR H PR I S-NR
Active  -----

1111 -----ee- - - - DSM VSCCP OCs- Mr
Isolated -----

1112  134-060-000 TSM GLSHC I S-NR
Active  -----

1113  134-060-000 E5MCAP OAVHC I S-NR
Standby  -----

1114 ----------- E5TDM I S-NR
Active  -----

1115 134-060-000 E5MCAP OAVHC I S-NR
Active  -----

1116 ----------- E5TDM I S-NR
Active  -----

1117 ---mee- - - E5MDAL I S-NR
Active  -----

1201  134-060-000 DCM | PLIM I S-NR
Active  -----

Command Conpl et ed.

Issue the command to report card status.

rept-stat-card: | oc=XXXX: node=f ul |
(where XXXX is the slot ID of any card that is IS-ANR or OOS-MT in step 8)

Response to card status command is displayed.

eagl estp YY-MW DD hh: mm ss EST PPP XX x.Xx-YY.y.y
CARD  VERSI ON TYPE APPL PST
SST AST
D G LI MDSO SS7ANSI 00S- Mr
Isolated ----
ALARM STATUS
GPL version
| MI BUS A s
| MI' BUS B s
CLOCK A = -
CLOCK B = -
CLOCK | = -
MBD BI P STATUS = -
DB STATUS = -
DBD MEMCRY S| ZE
HW VERI FI CATI ON CODE = ----
SLK A PST = 00S-Mr LS=e3e4

** 0013 Card is isolated fromthe system

wn
2
S
W
3
=
I

LS=e3e4

SNM TVG RESULT

1
N
~
>
=3

.

)

,

,

\

\
(8]
3
>

.

,

)

,

,

\
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SCCP

TVG RESULT

ERCUTE TVG RESULT

SENTI NEL SCOCKET A

Command

10. Repeat step 9 for all cards that were IS-ANR or OOS-MT in step 8.

Conpl et ed.

I NACTI VE

Inomnn
N
N
=
=

Chapter 3
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11. Issue the command to display the version of the GPLs running on the system.

rept-stat-gpl:display=all
Response to GPL status command.

If the target release is 46.7 or higher and any card displayed is running SCCPHC,
SIPHC, DEIRHC or ENUMHC GPL, this step fails. Continue with this health check
to identify all failures. However, failure of this step will also cause Procedure 19 to

fail with obsolete CARD/GPL.

NOTE: Cards running those GPLs need to be converted to run corresponding
64 bits GPLs. Follow conversion procedure listed under GPL Management
Procedures in Database Administration - System Management User's Guide
document to convert cards to run 64 bit GPLs.

eaglestp YY-MM DD hh: nm ss zzza EAGLE XX x. Xx-YY.y.y

GPL Aud

145-023- 000
CAMHCE9

145-023- 000
H PR2
145-002- 000
H PR2
145-002- 000
H PR2
145-002- 000
H PR2
145-002- 000
SFAPP
145- 025- 000

145- 023- 000
SFAPP
145- 025- 000

145-023- 000
SS7THC
145- 025- 000

145-023- 000
| PSHC

iting ON

CARD
1113

BLDC32

1115

1109
1110
1209
1210
1107
BLSLC64
1202
BLSLC64
1101
BLMCAP

1104

RUNNI NG
145- 025- 000

145-023- 000

145- 025- 000

145-023- 000

145-002- 000

145-002- 000

145-002- 000

145-002- 000

145- 025- 000

145-023- 000

145- 025- 000

145-023- 000

145- 025- 000

145-023- 000

145- 025- 000

APPROVED
145-025- 000

145-023- 000

145-025- 000

145-023- 000

145-002- 000

145-002- 000

145-002- 000

145-002- 000

145-025- 000

145-023- 000

145-025- 000

145-023- 000

145-025- 000

145-023- 000

145-025- 000

TRI AL
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145- 025- 000
BLMCAP
145-023- 000
| PSG 1204
145- 025- 000
BLMCAP
145-023- 000
| PSG 1207
145- 025- 000
BLMCAP
145-023- 000
| PSG 1208
145- 025- 000
BLMCAP
145-023- 000
| PSG 1213
145- 025- 000
BLMCAP
145-023- 000
| PSG 1214
145- 025- 000
BLMCAP
145-023- 000
| PSG 1215
145- 025- 000
BLMCAP
145-023- 000
| PSG 1216
145- 025- 000
BLMCAP
145-023- 000
| PSG 1217
145- 025- 000
BLMCAP
145-023- 000
| PSG 1218
145- 025- 000
BLMCAP
145-023- 000
SCCP64 1111
145- 025- 000
BLSLC64
145-023- 000
SCCP64 1211
145- 025- 000
BLSLC64
145-023- 000
MCPHC69 1201
145- 025- 000
BLDC32
145-023- 000
MCPHC69 1203
145- 025- 000
BLSL932
145-023- 000

145-023- 000

145- 025- 000

145-023- 000

145- 025- 000

145-023- 000

145- 025- 000

145-023- 000

145- 025- 000

145-023- 000

145- 025- 000

145-023- 000

145- 025- 000

145-023- 000

145- 025- 000

145-023- 000

145- 025- 000

145-023- 000

145- 025- 000

145-023- 000

145- 025- 000

145-023- 000

145- 025- 000

145-023- 000

145- 025- 000

145-023- 000

145- 025- 000

145-023- 000

Chapter 3
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145-023- 000

145-025- 000

145-023- 000

145-025- 000

145-023- 000

145-025- 000

145-023- 000

145-025- 000

145-023- 000

145-025- 000

145-023- 000

145-025- 000

145-023- 000

145-025- 000

145-023- 000

145-025- 000

145-023- 000

145-025- 000

145-023- 000

145-025- 000

145-023- 000

145-025- 000

145-023- 000

145-025- 000

145-023- 000

145-025- 000

145-023- 000
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| PSHC69 1105 145- 025- 000 145-025- 000
145- 025- 000
BLSL932 145-023- 000 145-023- 000
145-023- 000
| PSHC69 1108 145- 025- 000 145-025- 000
145- 025- 000
BLSL932 145-023- 000 145-023- 000
145-023- 000

Command Conpl et ed.

Issue the command to retrieve the shelves.

rtrv-shilf
Response to retrieve shelf command is displayed.

eagl estp YY-MM DD hh: mm ss EST PPP XX x.x-YY.y.y
SHELF DI SPLAY
FRAME SHELF TYPE

1 1 CONTROL

1 2 EXTENSI ON

Issue the command to retrieve STP.

rtrv-stp
Response to retrieve STP command is displayed.

# Note:

Output abridged for brevity. This output displays information for one
frame only.

eagl estp YY-MVW DD hh:nmss zzza EAGLE XX X. X-YY.y.y

Card Part Nunber Rev Serial Nunber Type DB APPL
GPL Version

1101 870-2970-01 L 10214192225 LI ME1 2048M SS7HC
145- 025- 000

1102 Enpty

1103 Enpty

1104 870-2971-01 TG 10217052393 | PSM 2048M | PSHC
145- 025- 000

1105 7094646 17 10217302123 | PSM 16384M | PSHC69
145- 025- 000

1106 Enpty

1107 7094646 17 10217322156 SLIC 16384M SFAPP
145- 025- 000

1108 BIP Data inv | PSM 16384M | PSHC69
145- 025- 000
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1109 870-2872-02

145-002- 000

1110 870-2872-02

145- 002- 000

1111 7094646
145- 025- 000

1112 Enpty

1113 870-2903-02

145- 025- 000
1114 TDM

1115 870-2903-01

145- 025- 000
1116 TDM
1117 E5MDAL
1118 Enpty

1201 870-3089-01

145- 025- 000

1202 7094646
145- 025- 000

1203 7094646
145- 025- 000

1204 870-2971-01

145- 025- 000
1205 Enpty
1206 Enpty

1207 BIP Data inv

145- 025- 000

1208 870-2971-01

145- 025- 000

1209 870-2872-01

145-002- 000

1210 870-2872-02

145- 002- 000

1211 7094646
145- 025- 000

1212 Enpty

1213 870-2971-01

145- 025- 000

1214 870-2971-01

145- 025- 000

1215 870-2971-01

145- 025- 000

1216 870-2971-01

145- 025- 000

1217 870-2971-01

145- 025- 000

1218 870-2971-01

145- 025- 000

17

17

19

D

TE

10214372130

10214372180

10217302213

10212225164

10208345081

10214025308

10217322153

10217442309

10216112120

10210255063

10209125128

10214372120

10217322039

10212465071

10213145384

10213415156

10210255065

10216222178

10211257067

Issue the command to retrieve STP.

RTRV- STP: GPL=I PSHC

DSM

ESMCAP

ESMCAP

MCPM

SLIC

MCPM

ENETB

ENETB

ENETB

SLIC

ENETB

ENETB

ENETB

ENETB

ENETB

ENETB

Chapter 3
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H PR2
H PR2

16384M SCCP64

4096M OAMHC69

4096M OAMHC69

4096M MCPHC69
16384M SFAPP

16384M MCPHC69
2048M | PSG
2048M | PSG
2048M | PSG
H PR2
H PR2

16384M SCCP64

2048M | PSG
2048M | PSG
2048M | PSG
2048M | PSG
2048M | PSG
2048M | PSG
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Response to retrieve STP command is displayed.

" Note:

If upgrading to 46.5 or higher and any P/N displayed is 870-2877-xx. If
S0, at the end of this health check, contact the My Oracle Support.

eaglestp YY-MM DD hh:mmss TTTT EAGLE XX. X. X. X. X -YY.y.y

Card Part Number Rev Serial Number Type DB APPL
GPL Version

1105 870-2877-02 B 10208467329 | PSM 2048M | PSHC
140- 022- 000

1205 870-2971-01 N 10213315392 | PSM 2048M | PSHC
140- 022- 000

1215 870-2971-01 N 10213415158 | PSM 2048M | PSHC
140- 022- 000

1305 870-2877-02 B 10208507052 | PSM 2048M | PSHC
140- 022- 000

Command Conpl et ed.
Issue the command to retrieve event log.

retrv-

I og: di r =bkwd: nun=100: node=f ul | : edat e=yynmdd: t ype=al ar m sl og=a
ct

(Where yymdd is yesterday’s date.)

Response to retrieve log command is displayed.

If report terminates without the end of | og reached displayed, continue to next
step. Otherwise, go to step 17.

eagl estp YY-MM DD hh:nmss TTTT PPP XX X. X-YY.y.y
Card 1115; SYS REL= XX x.x-YY.y.y, STP CLLI= eaglestp;,
Ti mezone= EST

***%02-05-27 21:29: 47****

5119. 0912 SYSTEM Dynani ¢ database is now
consi st ent

**x%(02-05-27 21:19: 47****

9703. 0911 ** SYSTEM Dynani ¢ database is
i nconsi st ent

Card 2304

***%(02-05-27 21:09: 42%***

9280. 0912 SYSTEM Dynani ¢ database is now
consi st ent

***%(02-05-27 20:59: 43****

8850. 0009 CARD 1115 QAMHC MASP becane active

**¥%02-05-27 19:56: 21****
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6209. 0106 | MI' BUS B | MI' Bus al arm cl eared
**x%(02-05-27 19:56: 19****

6208. 0107 * |IMI BUS B M nor I Ml failure detected
**x%x(02-05-27 19:22:56%%**

9829.0048 * TERM NAL 8 Terminal failed
**x%x(02-05-27 19:22:56%%**

9828. 0046 TERM NAL 7 Term nal enabl ed

UAM Report terminated - end of |og reached
END OF LOG REPORT.

16. Issue the command to retrieve the next set of events.

rtrv-1og: next =500
Response to retrieve log command is displayed.

If report terminates without the “end of log reached” display, the command can be
repeated.

# Note:

The amount of alarms and UIMs during a 24-period can vary greatly
depending on the size and how tightly configured and controlled the
system is. Retrieving additional log entries may be beneficial.

eaglestp YY-MM DD hh:nmss TTTT PPP XX . x.x-YY.y.y
Card 1115; SYS REL= XX. x.x-YY.y.y; STP CLLI= eaglestp;
Ti mezone= EST

8978. 0106 | MI BUS B | M Bus al arm cl ear ed

**%%(02-05-27 15:02:01****

8960. 0107 * |IMI BUS B Mnor IMI failure detected

**%%(02-05-27 13:59:06****

6342. 0912 SYSTEM Dynami ¢ database is now
consi stent

**x%(02-05-27 13:54; 18****

6152. 0085 | P7TCONN i pi 2106b7n2pa | P Connection Avail abl e

**x%(02-05-27 13:54; 18****

6131. 0536 * | P7CONN i pi 2106b7n2pa | P Connection Excess
Retransnits

**%%(02-05-27 13:49: 01****

***%(02-05-27 00:58: 37****

8789. 0311 DPC 2-047-2 DPC i s al | owed
**%%(02-05-27 00:58; 37****

8787.0314 DPC 2-047-2 Route is allowed
**%%(02-05-27 00:58; 37****

8786. 0311 DPC 2-045-2 DPC i s al | owed
**%%(02-05-27 00:58; 37****

8785. 0314 DPC 2-045-2 Route is all owed

UAM Report terminated - end of |og reached
END OF LOG REPORT.

ORACLE 3-22



ORACLE

17.

18.

19.

20.

Chapter 3
General System Status

Issue the command to retrieve the log for the standby. Repeat step 16 until the
end of log reached message displays.

rtrv-

| 0og: di r =bkwd: num=100: node=f ul | : edat e=yynmdd: t ype=al ar m sl og=s
tb

(Where yynmdd is yesterday’s date.)

Issue the retrieve log command for the UIM log types. Repeat step 16 until the end
of log reached message displays.

rtrv-
| og: di r =bkwd: num=100: node=f ul | : edat e=yynmdd: t ype=ui m sl og=act
(Where yymdd is yesterday’s date.)

Issue the command to retrieve the STP power level.

rtrv-stp:di spl ay=power
Response to retrieve power frame command is displayed.

Note any of the power threshold numbers prefixed with a “+” sign.

eaglestp YY-MM DD hh:nmss TTTT PPP XX X. x-YY.y.y

Power Threshol d Power Consunption
Frame  (Amps) (Watts) (Anps) (Watts)
CF00 45 2160 37.71 1810
EF00 40 1920 33.99 1631
EF01 35 1680 10. 00 480
EF04 +30 +1440 14.06 675

Command Conpl et ed.

Issue the command to retrieve the threshold alarm levels.

rtrv-th-alm
Response to retrieve threshold alarm command is displayed.

eaglestp YY-MM DD hh:nmss TTTT PPP XX x. x-YY.y.y

Thermal Al arm Level 1: 92%
Thermal Al arm Level 2: 100%
SCCP TPS Threshol d: 80%
SCCP Cal cul ati on Met hod: N
LNP TN DB Alarm Level 1: 80%
LNP TN DB Alarm Level 2: 95%
GIT SCCP Service Alarm Level 1: 10%
GIT SCCP Service Alarm Level 2: 20%
Non- GTT SCCP Service Al arm Level 1: 10%
Non- GTT SCCP Service Al arm Level 2: 20%
SCCP Service Alarm Level 1 Interval: 0
SCCP Service Alarm Level 2 Interval: 0

| MI' Bus Conbined Utilization AlarmLevel 1. 70%
| MI' Bus Conbined Utilization AlarmLevel 2: 80%
| MI' Bus Congestion Al arm Level 1: 70%
| MI' Bus Congestion Al arm Level 2: 80%
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RTRV-TH- ALM MASP B - COWPLTD.

21. Issue the command to retrieve the site ID.

rtrv-sid
Response to retrieve command is displayed.

eaglestp YY-MM DD hh:mmss TTTT PPP XX x.x-YY.y.y

PCA PCl PCN
CLLI PCTYPE

200- 080- 200 7-080-7 7-080-7-aa
tkl c9051301 ANSI

s-7-080-7 s-7-080-7-aa

CPCA
200- 081- 000

CPA (INP)
7-082-0 s-7-082-0

CPCN (1 NP)
7-082-0- aa 7- 082- 0- be s-7-082-0- aa
s-7-082- 0- bc

CPCA ( GFLEX)
200- 085- 000

CPCl (GFLEX)
7-085-0 s-7-085-0

CPCN ( GFLEX)
7-085- 0- aa 7- 085- 0- be s-7-085-0- aa
s- 7- 085- 0- be

CPCA ( MNP)
200- 086- 000

CPCl (MNP)
7-086-0 s-7-086-0

CPCN ( M\P)
7- 086- 0- aa 7- 086- 0- be s-7-086- 0- aa
s- 7- 086- 0- bc

22. Issue the command to retrieve SCTP associations.
rtrv-assoc: di spl ay=al |
The response to the retrieve command is displayed.

eaglestp YY-MM DD hh: nmm ss zzz PPPPP XX x.x-YY.y.y
CARD | PLNK
ANAMVE LOC  PORT LINK ADAPTER LPORT RPORT OPEN ALW
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i pl m1103a2n2pa 1103 B A2 MPA 2175 2163 YES VYES
i pl m1103a3n2pa 1103 B A3 MPA 2176 2164 YES VYES
i pl m1103b2n2pa 1103 B B2 MPA 2179 2167 YES VYES
i pl m1103b3n2pa 1103 B B3 MPA 2180 2168 YES VYES
i pl m2116ankpa 2116 A A M2PA 3186 3166 YES VYES
i pl m2116alnPpa 2116 A Al MPA 3187 3167 YES VYES
i pl m2116a2nPpa 2116 A A2 MPA 3188 3168 YES VYES
i pl m2116a3n2pa 2116 A A3 MPA 3189 3169 YES VYES
i pl m2116bn2pa 2116 B B M2PA 3190 3170 YES VYES
i pl m2116binpa 2116 B Bl MPA 3191 3171 YES VYES
i pl m2116b2n2pa 2116 B B2 MPA 3192 3172 YES VYES
i pl m2116b3n2pa 2116 B B3 MPA 3193 3173 YES VYES
gll0lasua400a 1101 A A SUA 7300 7300 YES VYES
gll0lasua500a 1101 A A SUA 2400 2400 YES VYES
gl102asua400a 1102 A A SUA 2300 2300 YES VYES
gl102asua500a 1102 A A SUA 2400 2400 YES VYES
| P Appl Sock/Assoc table is (16 of 4000) 1% ful |
23. Issue the command to retrieve T1 ports.

rtrv-tl

The response to the retrieve command is displayed.

eagl estp YY-MM DD hh: nmss zzz PPPPP XX x.Xx-YY.y.y

Tl

LOC PORT ENCODE TITSEL FRAMNG LL  CHANBRDG
1304 3 B8ZS LI NE ESF 133 ------ CHAN
1304 4 B8ZS LI NE ESF 133 ------ CHAN
2203 5 B8ZS LI NE ESF 133 ------ CHAN
2203 6 B8ZS LI NE ESF 133 ------ CHAN
2314 7 B8ZS LI NE ESF 133 ------ CHAN
2314 8 B8ZS LI NE ESF 133 ------ CHAN
3113 1 B8ZS LI NE ESF 133 ------ CHAN
3113 2 B8ZS LI NE ESF 133 ------ CHAN
3214 3 B8ZS LI NE ESF 133 ------ CHAN
3214 4 B8ZS LI NE ESF 133 ------ CHAN
3307 5 B8ZS LI NE ESF 133 ------ CHAN
3307 6 B8ZS LI NE ESF 133 ------ CHAN
4104 7 B8ZS LI NE ESF 133 ------ CHAN
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4104 8 B8ZS LI NE ESF 133 ------ CHAN
1107 1 B8ZS LI NE ESF 133 ------ CHAN
1107 2 B8ZS LI NE ESF 133 ------ CHAN

Issue the command to retrieve T1 ports.

rtrv-el
The response to the retrieve command is displayed.

eaglestp YY-MM DD hh: nm ss zzz PPPPP XX x.x-YY.y.y

E1
LINK  MNSU

LOC PORT CRCA CAS ENCODE EITSEL S| SN CHANBRDG
CLASS RATE

1203 1 ON OFF HDB3 LINE 0 0 -em---
CHAN  ----

1203 2 ON OFF HDB3 LINE 0 0 -em---
CHAN  ----

1203 3 ON OFF HDB3 LINE 0 0 -em---
CHAN  ----

1203 4 ON OFF HDB3 LINE 0 0 -em---
CHAN  ----

1207 2 ON OFF HDB3 LINE 0 0 -em---
CHAN  ----

1207 3 ON OFF HDB3 LINE 0 0 -em---
CHAN  ----

1208 3 ON OFF HDB3 LINE 0 0 -em---
CHAN  ----

1208 4 ON OFF HDB3 LINE 0 0 -em---

CHAN ----

Issue the command to report IP TPS usage.
rept-stat-iptps

The response to the status command is displayed.

eagl estp YY-MM DD hh: nmss zzz PPPPP XX x.Xx-YY.y.y
| P TPS USAGE REPORT

THRESH CONFI G TPS PEAK
PEAKTI MESTAMP
LSN
| s2206i 00 100% 2400 TX 0 109 10-03-05
10: 41: 51
RCV: 0 0 00-00-00
00: 00: 00
| s2206i 01 100% 2400 TX 0 84  10-03-05
10: 41: 51
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00:

10:

00:

10:

00:

15:

00:

17:

00:

15:

00:

20:

00:

00:

00:

15:

00:

20:

00:

15:

18:

18:

17:

17:

16:

00: 00
| s2206i 02
41:51

00: 00
| s2206i 03
41:51

00: 00
| g1111a00
26: 06

00: 00
| g2305a00
19: 36

00: 00
| g1111i 01
14: 06

00: 00
| g1315i 00
10: 36

00: 00
| g5315i 00
00: 00

00: 00
| g1111n02
19: 06

00: 00
| g1316n00
10: 36

00: 00
scla22la
54: 36

09: 21
sc3a223a
39: 06

30: 21
sc3a030i
17: 06

44: 21

100%

100%

100%

100%

100%

100%

100%

100%

100%

100%

100%

100%

2400

2400

13280

13280

13280

5000

380

13280

5000

3200

3200

3200

TX:

TX:

TX:

TX:

TX:

TX:

TX:

TX:

TX:

TX:

TX:

TX:

85

84

2883

374

2883

2883

2920

2972

2920

2724

2724
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00-00-00

10- 03- 05

00-00-00

10- 03- 05

00-00-00

10- 03- 08

00-00-00

10- 03- 08

00-00-00

10-03-08

00-00-00

10-03-12

00-00-00

00-00-00

00-00-00

10- 03- 08

00-00-00

10-03-12

00-00-00

10- 03- 08

10- 03- 08

10- 03- 08

10- 03- 08

10- 03- 08

10- 03- 08

Command Conpl et ed
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rept - meas: enttype=st p: t ype=nt cd
If measurement collection is ON, the response to the report command is

displayed.
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eaglestp YY-MM DD hh: mm ss zzz PPPPP XX x.x-YY.y.y
TYPE OF REPORT: DAILY MAI NTENANCE MEASUREMENTS ON STP
REPORT PERI OD: LAST

REPORT | NTERVAL:

STP- MICD MEASUREMENTS

YY- MVt DD,

00: 00: 00 THROUGH 23:59: 59

These nmeasurenents are from 10-03-15, 00:00: 00 through 23: 59 59.

ORI GVBUS
167565746,
MIPRESTS
= O’
MSI NVSI O
= O’
MSI NVSI F
= 0,
GITPERFD
= 360,
MSSCCPFL
= O’
MSULCST3
= 0,
DRDCLFLR
= 486,
MASYSAL
= O’
XLXTELEI
= 0,
OVSZMSG
= O’
GFGTNOLKUP
= O’
MSI DPNOMCH
= 0,
SCCPLOOP

72959128,
0,

0,
4207376,

23558,

= 228575718, TRMDMSUS

DTAVSULOST

OVSl NVDPC

MSNACDPC

GITTUNONS

MSULOST1

MSULOST4

DURLKCTG

M SYSAL

TTMAPPF

GFGTMATCH

MSUSCCPFLR

MSI DPMATCH

204657972,
0,

0,

78,
12096,

0,

0,
4207370,
2863,

0,
3888000,
0,

On

THRSWWSU =

MSI NVDPC

MSI NVLNK

MSI NVSLC

GTTUNLNT

MSULOST2

MSULOSTS

CRSYSAL

XLXTSPACE

MSUDSCRD

GFGTNOMCH

MSSCCPDI SC

MSULOST6

If measurement collection is OFF, the response to the report command is

displayed.

ORACLE
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< Note:

This parameter (chg- neas: col | ect ) does not affect measurements
collection and generation for the Measurements Platform. It only
activates or deactivates the reporting of scheduled measurements to the
Ul for the Measurements Platform.

eaglestp YY-MM DD hh: nmm ss zzz PPPPP XX x.x-YY.y.y

TYPE OF REPORT: DAILY MAI NTENANCE MEASUREMENTS ON STP

REPORT PERI OD: LAST

REPORT | NTERVAL:  YY-MM DD, 00:00: 00 THROUGH 23:59: 59
STP- MTCD MEASUREMENTS

Measurenment data are not current.

All steps in this procedure were completed.

Report System Troubles

This procedure examines non-network system troubles that should be corrected.
Some examples of non-network troubles are:

Terminal Failed

Card has bad A or B system clock
Card is not running approved GPL
LIM denied SCCP service

IMT Bus A failed

If there are any non-network troubles, which cannot be resolved, they should be
documented.

In some cases, non-network troubles may not be correctable. For example, a terminal
port connected to a modem will report Terminal Failed if the modem is not dialed in.

The procedure will also examine the devices that have their alarms inhibited. In some
cases, these alarm inhibits may need to be cleared.

This procedure examines non-network system troubles that should be corrected (See
examples above.)

1.

ORACLE

Issue the command to report trouble status.

rept-stat-trbl:display=tinestanp
Response to trouble status command is displayed.

Record any non-network troubles.

Trouble

eagl estp 98-03-09 14:09:29 EST Rel XX X X

3-29



ORACLE

Sear chi ng dev

ices for alarms...

eagl estp 98-03-09 14:09:30 EST Rel XX X X

SEQN UAM AL
5728.0048 *

5729.0048 *

5731. 0013 **
system

5604. 0013 **
system

5732.0236 **
5733.0236 **
5734.0236 **

5735.0318 **
prohi bited

5736.0318 **
prohi bited

Command Conpl

Issue the command to report inhibited alarms.

rept-stat-almd

DEVICE  ELEMENT
TERM NAL 14
98-03-09 10:05:36
TERM NAL 15
98-03-09 10:05:36
CARD 1214 SST7ANS|

98-03-09 13:57:40
CARD 1111 SCCP

98-03-09 13:57:40
SLK 1214, A 1sn1214
98-03-09 13:57:40
SLK 1214, B Isn1214
98-03-09 13:57:40
SLK 1106, A Isnx1
98-03-09 13:57:40
LSN | sn1214

98-03-09 13:57:40
LSN | snx1

98-03-09 13:57:40
et ed.

i spl ay=i nhb

TROUBLE TEXT
failed

Ter m nal

Ter m nal

Chapter 3
Report System Troubles

failed

Card is isolated fromthe

Card is isolated fromthe

Response to alarm status command is displayed.

eagl estp 98-03-09 14:10: 29 EST Rel XX X X
rept-stat-al mdisplay=inhb

Command ent er

ed at termnal #4.

ALARM TRANSFER= RMC
ALARM  MODE CRI T= AUDI BLE
SI LENT
ALARM FRAME 1 CRT= 2
ALARM FRAME 2 CRT= 0
ALARM FRAME 3 CRT= O
ALARM FRAME 4 CRT= O
ALARM FRAME 5 CRT= O
ALARM FRAME 6 CRT= O
ALARM FRAME AP CRIT= O
PERM |INH ALARMS CRIT= O
TEMP. INH. ALARMS CRIT= O
ACTI VE ALARMS CRT= 2
TOTAL ALARVB CRT= 2
ALARM | NHI BI T REPORT
DEVI CE  ELEMENT

REPT- LKF: not aligned

REPT- LKF: not al i gned

REPT- LKF: not al i gned

REPT- LKSTG |ink set

REPT-LKSTG |ink set

MAJR= AUDI BLE M NR=
MJR= 4 MNR= O
MJR= O MNR= O
MJR= 0 MNR= O
MJR= 0 MNR= O
MJR= 0 MNR= O
MJR= 0 MNR= O
MJR= 0 MNR= O
MJR= 0 MNR= O
MJR= 0 MNR= O
MJR= 4 MNR= O
MJR= 4 MNR= O

DURATION ALM INH LVL CUR ALM LVL
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CARD 1101 PERM M NR MAJR+
Command Conpl et ed.

All steps in this procedure were completed.

Verifying Database Status

This procedure verifies that your database is coherent, not in transition and that all
cards are running at the same database level.

ORACLE

1.

Perform this step only if on-site personnel are available. If no personnel are
available then go to step 2.

Insert a current release system removable media into the system.
For E5-MASP, insert a thumbdrive USB in the Active MASP’s latched USB port.

Issue the command to report database status.

rept-stat-db: di spl ay=all
Response to database command is displayed if running E5 MASP.

(OAM-USB status is only shown for the active MASP)
Examine the columns labeled C, T and LEVEL output by this command.
All entries in C should be coherent which is indicated by a Y.

Verify entries in column ‘T’ show ‘N’, which indicates that the database is not in
transition except the OAM-RMV, OAM-USB, and TDM-BKUP, which show a dash.

All entries in LEVEL are numeric values. All entries in this column should be the
same value except TDM-BKUP, OAM-RMV and OAM-USB.

eaglestp YY-MM DD hh: mmss TTTT PPP XX x. x-YY.y.y
DATABASE STATUS: >> K <<
TDM 1114 ( STDBY) TDM 1116 ( ACTV )
C LEVEL TI ME LAST BACKUP C LEVEL TI ME
LAST BACKUP

FD BKUP Y YYY YY-MM DD HH: MM SS TTTT Y YYY YY- M\ DD
HH: MM SS TTTT

FD CRNT Y XXX Y XXX

MCAP 1113 MCAP 1115

RD BKUP - - - - Y 777 YY- M DD
HH: MM SS TTTT

USB BKP - - - - - -

CARDJAPPL LOC C T LEVEL TIME LAST UPDATE  EXCEPTI ON

SCCP 1101 Y N XXX YY- MM DD HH: MM SS -

SCCP 1102 Y N XXX YY- MM DD HH: MM SS -

GaSs 1103 Y N XXX YY- MM DD HH: MM SS -
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GaS 1104 N XXX YY- MM DD HH: MM SS -
SS7GX25 1105 N XXX YY- MM DD HH: MM SS -
OAM RW 1113 - - - - -
TDM CRNT 1114 N XXX YY- MM DD HH: MM SS -
TDM BKUP 1114 - YYY YY-MM DD HH: MM SS DI FF LEVEL
OAM RW 1115 - 777 YY-MM DD HH: MM SS DI FF LEVEL

OAM USB 1115 -
XXX YY- MM DD HH: MM SS

<< <<<<<'<<=<"'=<<x<

TDM CRNT 1116 N -
TDM BKUP 1116 - YYY YY-MM DD HH: MM SS DI FF LEVEL
SS7ANSI 1201 N XXX YY- MM DD HH: MM SS -
SS7ANSI 1202 N XXX YY- MM DD HH: MM SS -
SS7ANSI 1203 N XXX YY- MM DD HH: MM SS -
CCS71 TU 1211 N XXX YY- MM DD HH: MM SS -
GaS 1218 N XXX YY- MM DD HH: MM SS -

Send a distributed network database (DDB) audit request to the active OAM.

aud- dat a: t ype=ddb: di spl ay=al |
Response to the aud- dat a command is displayed.

eaglestp YY-MM DD hh:mmss TTTT PPP XX X.X-YY.y.y
DDB AUDI T REPORT
SYSTEM STATUS: K
RESPONDI NG CARDS: 169
| NCONSI STENT CARDS: (0)
AUDI T START TIME: 18/06/2009 17:53:16
NON RESPONDI NG CARDS: (0)
QU ET PERI OD: 500 ns

RTE LINK SET  LINK CM CARD CM CLSTR  MATED
APPL MIP GLOBLS
H 0a045208 H 020f b1c3 H 05dbdce5 H 00009b73 H 0000a398
---------- H 00000000
LOC=1201 | DLE PERI OD=711345 DDB
UPDATES=218290

H 0a045208 H 020fblc3 H 05dbdce5 H 00009b73 H 00002398
---------- H 00000000
LOC=1203 | DLE PERI OD=711310 DDB
UPDATES=265207

H 0a045208 H 020fblc3 H 05dbdce5 H 00009b73 H 00002398
---------- H 00000000
LOC=1205 | DLE PERI OD=711330 DDB
UPDATES=303056

H 0a045208 H 020fblc3 H 05dbdce5 H 00009b73 H 00002398
---------- H 00000000
LOC=6115 | DLE PERI OD=711520 DDB
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UPDATES=173933

H 0a045208 H 020f blc3 H 05dbdce5 H 00009b73 H 0000a398
H 00f 1f 4c3 H 00000000
LOC=6117 I DLE PERI CD=711225 DDB
UPDATES=75945

H 0a045208 H 020f bic3 H 05dbdce5 H 00009h73 H 0000a398
---------- H 00000000
Loc=1101 | DLE PER OD=711185 DDB
UPDATES=202383

H 0a045208 H 020f bic3 H 05dbdce5 H 00009h73 H 0000a398
---------- H 00000000
Loc=1111 | DLE PER OD=711535 DDB
UPDATES=168151

All steps in this procedure were completed.

Verifying GPLs

This procedure verifies that all GPLs are correctly distributed throughout the system,
including fixed disks and removable media.

ORACLE

1.

Issue the command to display GPL status.

rtrv-gpl
Response to retrieve GPL command is displayed.

Verify that all GPLs in the APPROVED, TRIAL, and REMOVE TRIAL columns
match those in the RELEASE column.

Also verify that no GPL alarms exist. (Alarms are shown here as an example.)
Verify that the removable media drive can be read and its GPL contents
correspond to current Release GPLs.

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX x.x-YY.y.y
GPL Auditing ON

GPL CARD RELEASE APPROVED TRI AL
REMOVE TRI AL

GaS 1114 134-060-000 134-060-000 134-060- 000
134- 060- 000

GaS 1116 134-060-000 134-060-000 134-060- 000

GaS (L F TP LT

I MT 1114 134-060-000 134-060-000 134-060- 000
134- 060- 000

I MT 1116 134-060-000 134-060-000 134-060- 000

I MT (L F TP LT

ATMANSI 1114 134-060-000 134-060-000 134-060- 000
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134- 060- 000
ATMANSI

BPHCAP

BPHCAP

BPDCM

BPDCM

BLMCAP

BLMCAP

H PR2

H PR2

1116

1115

1114

1116

1115

1114

1116

1115

1114

1116

1115

1114

1116

1115

1114

1116

134-060- 000

134-050- 000

134-050- 000

134-050- 000

134-050- 000

134-060- 000

134-060- 000

134-060- 000

134-060- 000

134-060- 000

134-060- 000

{out put abridged for brevity.}

134- 060- 000

134- 050- 000

134- 050- 000

134- 049- 000

134- 050- 000

134- 060- 000

134- 060- 000

134- 060- 000

134- 060- 000

134- 060- 000

134- 060- 000

Issue the command to display | PLHC GPL status.

REPT- STAT- GPL: GPL=I PLHC
Response to GPL status command is displayed.

" Note:

ALM

Chapter 3
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134-060- 000

134-050- 000

134-050- 000

134-050- 000

134-050- 000

134-060- 000

134-060- 000

134-060- 000

134-060- 000

If any IPLHC card is displayed, at the end of this health check, contact
the My Oracle Support.

eaglestp YY-MM DD hh:mmss TTTT EAGLE XX. X. X. X. X-YY.y.y
GPL Auditing ON

GPL
| PLHC

CARD
1306

RUNNI NG

XXX- XXX- XXX

APPROVED
XXXK= XKXK- XXX XXX XXX

TRI AL
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XXX

| PLHC
XXX

| PLHC
XXX

Command Conpl et ed.

3. Issue the command to display IPGHC GPL status.

2111

4306

XXX= XXX- XXX

XXX= XXX- XXX

REPT- STAT- GPL: GPL=I PGHC

Response to GPL status command is displayed.

# Note:

XXX= XXX XXX

XXX= XXX XXX

Chapter 3
Retrieving Obituaries

XXX= XXX-

XXX= XXX-

If any IPGHC card is displayed, at the end of this health check, contact
the My Oracle Support.

eagl estp YY-MWDD hh:nmss TTTT EAGLE XX x. X. X. X-YY.y.y

GPL Auditing ON

GPL

| PGHC
XXX

| PGHC
XXX

| PGHC
XXX

Command Conpl et ed.

All steps in this procedure were completed.

CARD
1215

2107

5307

RUNNI NG
XK= XXX XXX

XKX= XXX XXX

XKX= XXK- XXX

APPROVED
XXX- XKX- XXX

XXXK- XKX- XXX

XXX- XKX- XXX

This procedure retrieves all recently logged obituaries. These obituaries describe the
status of the system just before a processor restarted due to a hardware or software
failure. The data includes a register and stack dump of the processor, card location,
reporting module number, software code location, and class of the fault detected.

1. Issue the command to retrieve obits from MASP A.

rtrv-obit:loc=1113
Response to retrieve obit command is displayed.

Capture any obits that have been generated since the last system health check. If

this is the first check, record any unexplained obits.

eagl estp YY-MVW DD hh:mmss TTTT PPPPP XX Xx. X-YY.y.y
NOTICE: Only 1 obit(s) to retrieve in the |og.
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eagl estp 98-03-09 18:58:47 EST Rel XX X X

STH: Received a BOOT APPL- Chituary reply for restart

Card 2203 Modu
Regi ster Dunp :
EFL=00000000
EAX=00000000
EBX=00000000
ESP=00000000
EDI =00000000
DS =0000

Stack Dunp :
[ SP+1E] =0000
[ SP+1C] =0000
[ SP+1A] =0000
[ SP+18] =0000

User Data Dunp :

le ath_vxw.c Li

CS =0000
ECX=00000000

EBP=00000000
ES =0000

[ SP+16] =0000

[ SP+14] =0000

[ SP+12] =0000
[ SP+10] =0000

ne 2837 dass

El P=00000000
EDX=00000000

ESI =00000000

FS =0000

[ SP+0E] =0000
[ SP+0C] =0000
[ SP+0A] =0000
[ SP+08] =0000

30 78 30 31 63 63 39 37 65 38 20 41 50 50 4c 20

0x01cc97e8. APPL.

57 61 74 63 68 64 6f 67 20 74 69 6d 65 6f 75 74

Wat chdog. ti meout

20 72 65 73 65 74

Report Date:02-01-01

Ti me: 03: 33: 49

0001

SS =0000

GS =0000

[ SP+06] =0000
[ SP+04] =0000
[ SP+02] =0000
[ SP+00] =0000

.res

Issue the command to retrieve obits from MASP B.

rtrv-obit:loc=1115

Response to retrieve obit command is displayed.

Capture any obits that have been generated since the last system health check. If
this is the first check, record any unexplained obits.

eaglestp YY-MM DD hh: mmss TTTT PPPPP XX x.x-YY.y.y
Only 3 obit(s) to retrieve in the |og.

eagl estp 98-03-09 18:58:56 EST Rel XX X X

NOTI CE:

STH: Received a BOOT APPL-Chituary reply for restart

Card 2217
Regi ster Dunp :
EFL=00000246
EAX=00000000
EBX=007f 7490
ESP=00da064c
EDI =00da0680
DS =0010

Modul e pvdl vinsg. ¢

CS =0008
ECX=00000000

EBP=00da0684

ES =0010

El P=00410368
EDX=00000003

ESI =00da066¢

FS =0010

Line 2755 dass 0001

SS =0010

GS =0010
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Stack Dunp :
[ SP+1E] =0000
[ SP+1C] =0000
[ SP+1A] =03c3
[ SP+18] =f 1da

[ SP+16] =03c4
[ SP+14] =7552
[ SP+12] =0054
[ SP+10] =554f

[ SP+0E] =2d54
[ SP+0C] =3250
[ SP+0A] =8d86
[ SP+08] =4eb0

Chapter 3
Verify SCCP Load

[ SP+06] =0000
[ SP+04] =0000
[ SP+02] =007f
[ SP+00] =7490

User Data Dunp :
50 32 54 2d 4f 55 54 00 52 75 c4 03 da f1 c3 03 P2T-

00 00 00 00

Report Date:02-01-01 Tinme: 18:59: 23

All steps in this procedure were completed.

Verify SCCP Load

This procedure verifies that SCCP card loads are all below 40%. Verify that all cards
that should be in service show PST - IS-NR. Record cards that do not show the
expected status.

1. Issue the command to display SCCP status.

rept-stat-sccp
Response to SCCP status command is displayed.

Verify that the number in the column labeled MSU USAGE is below 40% for all
cards. Record any card slots, which are above 40% for later use.

SCCP
SCCP
SCCP
E2374: SCCP not configured, displayed if no SCCP feature enabled.

eaglestp YY-MM DD hh: mmss TTTT PPPPP XX x.x-YY.y.y

SCCP SUBSYSTEM REPORT | S-NR Active  -----
SCCP ALARM STATUS = No Alarns

GFLEX SERVI CE REPORT I S- ANR Active  -----
GFLEX ALARM STATUS = * (0527 Service abnormal

MNP SERVI CE REPORT I S- ANR Active  -----
MNP ALARM STATUS = * 0527 Service abnornal

[ NPQ SUBSYSTEM REPORT | S-NR Active  -----

ASSUM NG MATE' S LOAD

| NPQ SSN STATUS = Al l owed
Prohi bited

| NP ALARM STATUS

MATE SSN STATUS =
= No Alarns
SCCP Cards Configured= 3 Cards I S-NrR= 3
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USAGE

Chapter 3
Verify SCCP Load

TPS 13-01-23 06:45:12
TPS 13-01-23 06:45:12
TPS (2550 max SCCP

TPS ( 80% System N

AST MSU  CPU
USAGE

31%

8%

6%

----- 37%

----- 37%

----- 37%

= 1

I AR

GIT

1600

6450

System Daily Peak SCCP Load 1200
System Overal | Peak SCCP Load 1200
System Total SCCP Capacity 2550
city)
System SCCP Capacity Calc. Method (N)
System TPS Al arm Threshol d 2040
SCCP Capaci ty)
CARD  VERSI ON PST SST
1207 P XXX- XXX- XXX 1 S-NR Active
1217 XXX- XXX- XXX 1 S-NR Active
1315  XXX- XXX- XXX 1 S-NR Active
SCCP Service Average MSU Capacity = 37%
5%
AVERAGE CPU USAGE PER SERVI CE:
GIT = 1% GLEX = 1% MP =
= 0%
MIPRTD = 0%
INPMR = 1% INPQ = 0%
TOTAL SERVI CE STATI STI CS:
FAI L
SERVI CE SUCCESS ERRORS RATIO
TOTAL
GIT: 4025 0 0%
4025
GFLEX: 19184 0 0%
19184
IVNP: 6378 0 0%
7978
SMBMR: 0 0 0%
6450
| AR 0 0 0%
0
MIPRTD: 0 0 0%
0
| NPMR: 4789 0 0%
4789
| NPQ 10427 0 0%
10427

Command Conpl et ed.

Average CPU Capacity

2% SMSMR = 2%

RERCUTE\ FORWARD
WARNI NGS TO
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2. Issue the command to display SCCP status.
rept - stat-sccp: node=perf
Response to SCCP status command is displayed.
eaglestp YY-MM DD hh: mmss TTTT PPPP XX Xx. X-YY.y.y
SCCP SUBSYSTEM REPORT | S-NR Active  -----
SCCP ALARM STATUS = No Alarns
GFLEX SERVI CE REPORT | S- ANR Active  -----
GFLEX ALARM STATUS = * (0527 Service abnormal
MNP SERVI CE REPORT | S-ANR Active  -----
MNP ALARM STATUS = * 0527 Service abnornal
SCCP Cards Configured= 3 Cards I S-NrR= 3
System Dai |y Peak SCCP Load 1200 TPS 13-01-23 06:45: 12
System Overal | Peak SCCP Load 1200 TPS 13-01-23 06:45: 12
System Total SCCP Capacity 2550 TPS (2550 nmax SCCP
Capaci ty)
System SCCP Capacity Calc. Method (N)
System TPS Al arm Threshol d 2040 TPS ( 80% System N
SCCP Capacity)

TPS STATI STI CS

CARD CPU TOTAL CLASS 0 CLASS 1
USAGE MSU RATE MESSAG NG RATE ~ MESSAG NG RATE

1207 32% 340 311 29
1217 8% 346 330 16
1315 6% 317 297 20

AVERAGE MSU USACE = 37%
AVERAGE CPU USACE = 15%
TOTAL MSU RATE = 1003

STATI STI CS FOR PAST 30 SECONDS

TOTAL MSUS: 52737

TOTAL ERRCRS: 0

H GHEST 06 OVERALL DAILY PEAKS LAST 06 DAILY PEAK SCCP
LOADS

1200  TPS 13-01-23 06: 45: 12 1200  TPS 13-01-23
06: 45:12
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1197  TPS 13-01-21 06:23: 04 1186  TPS 13-01-22
23:49: 55

1196  TPS 13-01-19 04:40: 43 1197  TPS 13-01-21
06: 23: 04

1193  TPS 13-01-20 21:28:37 1193  TPS 13-01-20
21:28: 37

1186  TPS 13-01-22 23:49:55 1196  TPS 13-01-19
04: 40: 43

1183  TPS 13-01-18 23:42:31 1183  TPS 13-01-18
23:42: 31

Command Conpl et ed.

If the EPAP Data Split feature was on in Health Check Preparation Step 7, issue
the command to display Split Data status. Otherwise, go to step 5.

rept - stat-sccp: dat a=dn
Response to Split Data status is displayed.

eaglestp YY-MM DD hh:mmss TTTT PPPP  XX. X. X-YY.y.y
SCCP DNSUBSYSTEM REPORT | S-NR Active  -----
SCCP ALARM STATUS = No Alarns

SCCP Cards Configured= 1 Cards IS-NrR=1

System Dai ly Peak SCCP Load 0 TPS 13-04-26 10:44:18

System Overal | Peak SCCP Load 0 TPS 00- 00- 00 00: 00: 00

System Total SCCP Capacity 5000 TPS (5000 nmax SCCP
Capaci ty)

System SCCP Capacity Calc. Method (N)

System TPS Al arm Threshol d 4000 TPS ( 80% System N
SCCP Capacity)

CARD  VERSI ON PST SST AST MVBU
CPU  DATA

USAGE

USAGE TYPE

1101 P 027-062-002 |IS-NR Active  ----- 0%
5% DN

AVERAGE MU USACE = (0%
AVERAGE CPU USACE = 5%
TOTAL MSU RATE = 0

Command Conpl et ed.

Repeat step 3 for IMSI data.

Repeat the status command specifing: dat a=i nsi .
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Issue the command to display SCCP status.

rept - st at - sccp: dat a=epap
Response to SCCP status is displayed.

E2400: Dual ExAP Config feature must be Enabled, displayed if Dual EXAP Config
feature is not enabled

eagl estp YY-MM DD hh:nmss TTTT EAGLE XX x. X-YY.y.y
SCCP SUBSYSTEM REPORT | S-NR Active  -----
SCCP ALARM STATUS = No Alarns

SCCP Cards Configured= 3 Cards I S-NrR= 3

System Dai |y Peak SCCP Load 0 TPS 17-11-28 00: 00: 07

System Overal | Peak SCCP Load 41047 TPS 17-11-22 04:12: 44

System Total SCCP Capacity 40800 TPS (40800 max SCCP
Capaci ty)

System SCCP Capacity Calc. Method (N)

System TPS Al arm Threshol d 32640 TPS ( 80% System N
SCCP Capacity)

CARD  VERSI ON PST SST AST MBU
CPU  DATA

USAGE

USAGE TYPE

2303  141-019-000 IS-NR Active  ----- 0%
1% EPAP

4207 P 141-019-000 |S-NR Active  ----- 0%
3% EPAP

5205 141-019-000 IS-NR Active  ----- 0%
2% EPAP

AVERAGE MU USACE = (0%
AVERAGE CPU USACE = 2%
TOTAL MSU RATE = 0

Command Conpl et ed.
Issue the command to display network status for the card.

pass: | oc=xxxx:cnd="netstat —i”
(where XXXXis the slot ID of an SCCP card that is displayed in step 9.)

Response to NETSTAT command is displayed.

For each card, verify both ports are configured to 1Gig EPAP-to-EAGLE download
speed (displayed as 1000MB.).
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< Note:

See References for further information on port configuration.

eaglestp YY-MW DD hh:mmss TTTT EAGLE XX X. X-YY.y.y
PASS: Command sent to card

eagl estp YY-MW DD hh:mmss TTTT EAGLE XX X. X-YY.y.y
SDS Shel | Qut put

-> tklc_ifShow
[o (unit nunber 0):
Flags: (0x48049) UP LOOPBACK MULTI CAST TRAI LERS ARP
RUNNI NG | NET_UP
Type: SOFTWARE_LOOPBACK
inet: 127.0.0.1
Net mask Oxff000000 Subnetmask Oxff000000
Metric is O
Maxi mum Transfer Unit size is 1536
0 packets received; 1 packets sent
0 nulticast packets received
0 nulticast packets sent
0 input errors; O output errors
0 collisions; 0 dropped
0 output queue drops
DPLend (unit nunber 0):
Flags: (0x20043) UP BROADCAST ARP RUNNI NG
Type: ETHERNET_CSMACD
Et hernet address is 00:00: 00: 00: 00: 00
Metric is O
Maxi mum Transfer Unit size is 485
octets received
octets sent
uni cast packets received
uni cast packets sent
non- uni cast packets received
non- uni cast packets sent
i ncomi ng packets discarded
out goi ng packets discarded
inconmng errors
outgoing errors
unknown protos
collisions; 0 dropped
0 output queue drops
gei (unit nunber 0):
Flags: (0x78043) UP BROADCAST MULTI CAST ARP RUNNI NG | NET_UP
PHY Flags: (0x12114) AUTONEG 1000MB FDX DI X
Type: ETHERNET_CSMACD
inet: 192.168.120.7
Broadcast address: 192.168.120. 255
Net mask Oxffffff00 Subnet mask Oxffffff00
Et hernet address is 00:00:17:0d: 7f: 8a

[eNeNeNolellolNolNo oo ool
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Metric is O

Maxi mum Transfer Unit size is 1500

27358978 octets received

120833444 octets sent

819180 uni cast packets received

80673 uni cast packets sent

1798225 mul ti cast packets received

52 mul ticast packets sent

18821781 broadcast packets received

985700 broadcast packets sent

0 incom ng packets discarded

out goi ng packets discarded

incomng errors

outgoing errors

unknown pr ot os

coll'isions; 0 dropped
0 output queue drops

gei (unit nunber 1):
Flags: (0x78043) UP BROADCAST MULTI CAST ARP RUNNI NG | NET_UP
PHY Flags: (0x12114) AUTONEG 1000MB FDX DI X
Type: ETHERNET_CSMACD
inet: 192.168.121.11
Broadcast address: 192.168.121. 255
Net mask Oxffffff00 Subnetmask Oxffffff00
Et hernet address is 00:00:17:0d: 7f: 8b
Metric is O
Maxi mum Transfer Unit size is 1500
922842738 octets received
2982650752 octets sent
805755 uni cast packets received
30769745 uni cast packets sent
1556943 mul ti cast packets received
104 nulticast packets sent
7609692 broadcast packets received
985724 broadcast packets sent
0 incom ng packets discarded

out goi ng packets discarded

inconmng errors

outgoing errors

unknown pr ot os

coll'isions; 0 dropped

out put queue drops

value = 26 = Oxla

O O oOoOoo

OO OO oOo

NETSTAT command conpl et e

7. Repeat step 6 for all SCCP cards that are displayed in step 5.

All steps in this procedure were completed.
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Perform procedure only if LNP feature is on, see Health Check Preparation, Step 7
This procedure displays LNP subsystem and LSMS statuses. Ensure that all cards
that should be in service show PST - IS-NR. Record cards that do not show the

ORACLE

expected status.

Chapter 3
Verifying LNP and LSMS

This procedure shall also evaluate the SCCP hardware to determine if an upgrade is

valid.

1. Issue the command to display LNP status.

rept-stat-Inp
Response to LNP status command is displayed.

Verify that cards that are supposed to be in service are IS-NR.

Verify that there are no errors.

eagl estp YY-MM DD hh:nmss TTTT PPPPP XX x.Xx-YY.y.y
LNP SUBSYSTEM REPORT I S-NR Active
ASSUM NG MATE' S LQAD
LNP Cards Confi gured=15

CARD  PST SST GIT STATUS LNP STATUS CPU
USAGE
1201 IS NR Active ACT ACT
1208 IS-NR Active ACT ACT
1218 IS NR Active ACT ACT
1301 IS NR Active ACT ACT
1308 IS-NR Active ACT ACT
1318 IS NR Active ACT ACT
2108 IS NR Active ACT ACT
2118 IS NR Active ACT ACT
2208 IS NR Active ACT ACT
2218 IS NR Active ACT ACT
2308 IS NR Active ACT ACT
1101 IS NR Active ACT ACT
1102 IS NR Active ACT ACT
1103 IS NR Active ACT ACT
1108 IS NR Active ACT ACT
LNPQS:
SSN STATUS = Al |l owed MATE SSN STATUS = Prohi bited

ACG OVERLOAD LEVEL = 0 MC USACE = 0%

AVERAGE USAGE: GIT = 1% LNPMR = 1% LNPQS = 1%
AVERAGE CPU USAGE = 1%

TOTAL ERRORS:
GIT: 0 out of 1603
LNPMR; 0 out of 38
LNPCS: 0 out of 5406

Command Conpl et ed.

2. Issue the command to display card status.

1%
1%
1%
1%
0%
1%
1%
1%
1%
1%
1%
1%
1%
1%
1%
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rept-stat-card: node=full: ] oc=XXXX
(Where XXXX is the location of each SCCP card displayed in Step 2)

Response to card status command is displayed.

Verify that all cards have at least 4096MB of daughterboard memory.

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX X.X-YY.y.y

CARD VERSI ON TYPE GPL PST
SST AST
1111  138-011-000 DSM SCCPHC I S-NR
Active  -----
ALARM STATUS = No Al arns.
BPDCM  GPL version = 138-011-000
I MI BUS A = Conn
| MI' BUS B = Conn
CLOCK A = Active
CLOCK B = ldle
CLOCK | = ldle
MBD Bl P STATUS = Valid
MOTHER BOARD I D = SMXG A
DBD STATUS = Valid
DBD TYPE = None
DBD MEMORY S| ZE = 4096M
HW VERI FI CATION CODE = ----
CURRENT TEMPERATURE = 52C (126F)
PEAK TEMPERATURE: = 52C (126F) [16-03-16 09: 34]
SCCP % OCCUP = 37%
APPL| CATI ON SERVI CI NG
TVG M-C TVG
M-C
SNM REQ STATUS = 24 hr; ------ --- , bmn ------
| NM REQ STATUS = 24 hr; ------ --- , bmn ------
MIP3 REQ STATUS = 24 hr G-, 5nin
G-
| PLNK STATUS
| PLNK | PADDR STATUS PST
A 192.168.120.5 UP I S-NR
B 192.168.121. 3 UP I S-NR
DSM | P CONNECTI ON
PORT  PST SST
A I S-NR Active
B I S-NR Active

Command Conpl et ed.

If LNP is ON as recorded in Health Check Preparation Step 6, then issue the
command to retrieve LNP options. Otherwise, go to next procedure.

rtrv-I npopts
Response to LNP options command is displayed.

Record audit status:
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AUD:

If LNP auditing is on, go to next procedure.

eagl estp YY-MW DD hh:mmss TTTT PPPPP XX X. X-YY.y.y

LNP OPTI ONS
AVASLPI D = 000000000
| NCSLP = no
AMACTYPE = 000
AMAFEATID = 000
ccC = 0000
AUD = of f
SP =
FRCSMPLX = no
ADVHI PRI = no
GTWYSTP = no

l

If LNP ported TN is 48000000 or higher or the LNP ELAP Configuration feature
key is ON, go to next procedure. Otherwise, issue the command to turn LNP Audit
on.

chg- | npopt s: aud=on
Response to LNP options command is displayed.

eagl estp YY-MW DD hh:mmss TTTT PPPPP XX x. Xx-YY.y.y
CHG LNPOPTS: MASP A - COWPLTD

For UHC#2, the LNP Audit must be allowed to run for at least 24 hours.

" Note:

Allow LNP auditing to run for at least 24 hours prior to upgrade.

All steps in this procedure were completed.

Verifying SEAS

Perform procedure only if SEAS feature is on, see Health Check Preparation, Step 6.
This procedure verifies that SEAS feature is available. Ensure that all interfaces that
should be in service show PST - IS-NR. Record interfaces that do not show the
expected status.

ORACLE

Issue the command to display SEAS status.

rept-stat-seas
Response to SEAS status command is displayed if SEAS over IP feature is turned
on.
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Verify that all entries are IS-NR and there are no alarms.

eaglestp YY-MM DD hh:nmss TTTT PPPPP XX x.x-YY.y.y

SEAS SYSTEM PST SST
AST
I S-NR Avai |
ALARM STATUS = No Al arns
TERM | PADDR PORT PST SST
AST
18 120. 30. 10. 11 15 I S-NR Active

ALARM STATUS = No Al arms
40 128. 30. 15. 12 16 I S-NR Active

ALARM STATUS = No Al arms

All steps in this procedure were completed.

Verifying Optional Features

This procedure displays information on which optional features have been enabled.

ORACLE

1.

Issue the command to retrieve STP options.

rtrv-stpopts
Response to the command is displayed.

Record whether the following options are turned on:
DSMAUD: ON/ OFF / CCC

Note: DSMAUD only displayed with certain features enabled (e.g. GFLEX, INP,
GPORT)

Verify the GBSUSNMINM option status:
GBSUSNMINM: ON / OFF

If upgrading to 46.2 and beyond, MFC must be on. If MFC is set to off, this
procedure fails.

eagl estp YY-MW DD hh:nmss TTTT EAGLES XX x. x-YY.yy.y
STP OPTI ONS

MIPT31CTL 1
MIPLTI yes
MIPLTCTDPCQ 3
MIPLTST 10000
MIPXLQ 500
MIPXLET 100
MIPXLOT 90
MIPDPCQ 8000
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TFATFRPR
MI'PRSI
MIPRSI T
MIPLPRST
MIPT10ALT
Ul MRD
SLSCNV

CRI TALM NH
DI SPACTALMS
NPCFMTI
GSMDFLT
GSMDECERR
DEFCC
DEFNDC
DSMAUD
RPTLNPMRSS
RANDSLS
RSTRDEV
SECMIPVATE
SECMIPSI D
SECMIPSNM
SECSCCPSCMG
CNVCGDA
CNVCGEDI
CNVCGDN
CNVCGDN24
CNVCGDN16
GTCNVDFLT
ANSI GFLEX
ARCHBLDI D
M-C

PCT
PCN16FMT

Ul THROTTLE
GBSUSNM NV
CGDPCA
EPAP240M

rtrv-eisopts
Response to the command is displayed.

Record the value of EISCOPY & FCMODE values:
EISCOPY: ON / OFF
FCMODE: STC/OFF/FCOPY

El'S OPTI ONS

El SCOPY = ON

FAST COPY OPTI ONS

1000
no
5000
yes
30000
no
of f
no

no
14- 00- 00- 00
di scard
pass
1

970
on
yes
of f
of f
of f
of f
of f
of f
no

no

no

no

no
yes
no

on

FCGPL = I PSG FCMODE = FCOPY

Chapter 3
Verifying Optional Features

If ESIS feature is recorded as on in Health Check Preparation Step 6, then issue
the retrieve command. Otherwise, go to step 4.

eagl estp YY-MM DD hh:mmss TTTT PPPPP XX x.X-YY.y.y
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FOGPL = | PGHC FCMODE = FOOPY

3. Issue the command to retrieve user-specified options for the IP networks used by
the EAGLE.

rtrv-netopts
Response to the command is displayed.

Record the value of PVN, PVYNMASK, FCNA, FCNAMASK, FCNB and
FCNBMASK.

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX x.x-YY.y.y
NETWORK OPTI ONS

PVN = 172.20.48.0
PVNMASK = 255.255.252.0
FCNA = 172.21.48.0
FCNAMASK = 255. 255. 254. 0
FCNB = 172.22.48.0
FCNBMASK = 255. 255. 254. 0

4. Issue the command to retrieve measurement options.

rtrv-neasopts
Response to the measurement options command is displayed.

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX x.x-YY.y.y

PLATFORMENABLE = on
COLLECT15M N = of f
CLLI BASEDNANVE = of f
QAVHCVEAS = of f
SYSTOTSTP = on
SYSTOTTT = on
COWPLI NK = on
COVPLNKSET = on
COVPSCTPASCC = of f
COVPSCTPCARD = of f
COVPUA = of f
GTWYSTP = on
GTWYLNKSET = on
GTWYORI GNI = on
GTWYORI GNI NC = on
GTWYLSORI GNI = on
GTWYLSDESTNI = on
GTWYLSONI SMT = of f
NVBSTP = on
NMVLI NK = on
NMLNKSET = on
AVLLI NK = on
AVLDLI NK = of f
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5. Issue the command to retrieve user-specified options for the SCCP application.

rtrv-sccpopts
Response to the command is displayed.

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX x.x-YY.y.y

SCCP OPTI ONS

CLASS1SEQ of f

CCLEN 0
ACLEN 0
[ NTLUNKNNA| no
SUBDFRN of f

DFLTGT TMODE CdPA
MIPRGTT of f

MIPRGITFALLBK nt proute
UNQGTTSEL best mat ch
DEL CCPREFI X pf xwee
GITDI ST al |

6. Issue the command to retrieve user-specified options for the GSM.

rtrv-gsnopts
Response to the command is displayed.

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX x.x-YY.y.y
GSM OPTI ONS

MULTCC = NONE MULTCC = NONE
MULTCC = NONE MULTCC = NONE
MULTCC = NONE MULTCC = NONE
MULTCC = NONE MULTCC = NONE
MULTCC = NONE MULTCC = NONE
DEFMAPVR =1

DEFMCC =911 DEFMNC = NONE
CCNC = 1970 MCCWNC = 911666
CCNC = NONE MCCWNC = NONE
CCNC = NONE MCCWNC = NONE
CCNC = NONE MCCWNC = NONE
CCNC = NONE MCCWNC = NONE
CCNC = NONE MCCWNC = NONE
CCNC = NONE MCCWNC = NONE
CCNC = NONE MCCWNC = NONE
CCNC = NONE MCCWNC = NONE
CCNC = NONE MCCWNC = NONE
SRI DN = TCAP SRI DNNOTFOUND = GIT
CRPTT = NONE SRI SMGTTRTG = OFF
MSRNDI G = RNDN MSRNNA| =1
MSRNNP = 10 M5l SDNTRUNC =0
SRFADDR = 19705552222 SRFNAI =1
SRFNP =1 MSRNLEN = 30
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SERVERPFX = NONE GSwel 41 = NONE
M GRPFX = SINGLE | S412GSM = NONE
SPORTTYPE = NONE DFLTRN = NONE
El RGRSP = OFF El RRSPTYPE = TYPEL
El RI MSI CHK = OFF
ENCODECUG = OFF ENCODENPS = ON
ENCDNPSPTNONE = OFF ENCDNPSDNNOTFOUND= OFF
G Fl ex MLR OPTIONS :
CGFLEXMAPLAYERRTG = NONE
REGSS = OFF ACTSS = OFF DACTSS = OFF
| NTSS = OFF AUTHFAI LRPT = OFF RSTDATA = OFF
PROCUNSTRQT = OFF RDYFORSM = OFF PURGMOBSS = OFF
SRILCC = OFF;

Issue the command to retrieve user-specified options for IS41 GSM Migration.

rtrv-isdlopts
Response to the options command is displayed.

eagl estp YY-MM DD hh:nmss TTTT PPPPP XX x.x-YY.y.y

| S41 OPTI ONS
SVBREQBYPASS = NO
LOCREQDN = SCCP
| EC = NONE
NEC = NONE
RSPCGPAR = FRVBG
RSPCGPAPCP = FRVBG
RSPCDPAR = FRVBG
RSPCDPAPCP = OFF
RSPCGPANAI = NONE
RSPCGPANP = NONE
RSPCGPATT = NONE
MIPLOCREQNAI = FRVBG
RSPPARM = TLIST
RSPDI G = RADN
RSPNON = NONE
RSPNP =2
RSPM N = HOMERN
MBCVKTI D =0
MBCSW TCH =0
ESNVFG =0
ESNSN =0
RSPDI GTYPE = 6
LOCREQRVHRN = NO
TCAPSNAI = FRVBG
MIPLOCREQLEN = 0
SPORTTYPE = NONE
DFLTRN = NONE
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LOCREQRSPND = OFF

8. If SNMP Feature was on in Health Check Preparation, Step 7 then issue the
retrieve option command. Otherwise, go to step 10.

rtrv-snnpopts
Response to the command is displayed.

eagl estp YY-MM DD hh:nmss TTTT PPPPP XX x.x-YY.y.y
SNVP OPTI ONS
SNVPUI M on
GETCOW public
SETCOWM private

9. lIssue the retrieve IP Host command for SNMP.
rtrv-snnp- host
Response to the retrieve command is displayed.

eagl estp YY-MM DD hh:mm ss TTTT PPPPP XX x.X-YY.y.y
| PADDR  10.241.14.62

HOST dcnsnnpt r aphost 1
CMDPORT 161
TRAPPORT 162
HB 60

TRAPCOMM publ i ¢

| PADDR  10.241. 14.61

HOST dcnsnnpt r aphost 2
CMDPORT 161
TRAPPORT 162
HB 60

TRAPCOMM publ i ¢

SNVP HOST table is (2 of 2) 100%full

10. If SIP NP Feature was on in Health Check Preparation Step 7, then issue the
retrieve option command. Otherwise, go to step 12.
rtrv-sipopts
Response to the command is displayed.

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX x.Xx-YY.y.y

| NCLUDENPDI = on

| NCLUDERN = on
NPRSPFMI = RNDN
RNFMT = RN
NPLKUPFAI L = 404
RNCONTEXT = Nul |

11. Issue the report SIP status command.

rept-stat-sip
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Response to the status command is displayed if configured, else E2688 Cmd Rej:
SIP not Configured is displayed.

eagl estp YY-MW DD hh:mm ss TTTT EAGLES XX x. x-YY.yy.y
SI'P ALARM STATUS = ** 0625 SIP capacity normal, card(s)

abnor nal

SI'P Cards Configured= 3 Cards I S-NR= 1

CARD VERSION PST SST TPS PTPS
PTI MESTAMP

1101  004-061-004 |S-ANR MPS Unavl 0 0
00- 00- 00 00:00: 00

1103  004-062-000 | S-NR Active 100 100
02-01-08 10:55:23

1105 ----------- oS- Mr |solated O 0

00- 00- 00 00: 00: 00

SERVI CE SUCCESS ERRCR WARNI NGS ~ BYPASS TOTAL
SI PNP: 0 0 0 0 0

Command Conpl et ed

12. Issue the report DEIR status command.

rept-stat-deir
Response to the status command is displayed if configured, else E2791 Cmd Re;j:
DEIR not Configured is displayed.

eagl estp YY-MW DD hh:mm ss TTTT EAGLES XX x. x-YY.yy.y
DEI R ALARM STATUS = No Al arms
DEIR Cards Configured= 1 Cards IS-NR= 1
Average CPU Usage = 1%

CARD VERSI ON PST SST AST TPS

TOTAL DEI R SERVI CE STATI STI CS:

ORACLE 3-53



Chapter 3
Verifying IP Signaling Status

eagl estp YY-MM DD hh: mm ss
ENUM ALARM STATUS = No Al arns

SERVICE  SUCCESS ERROR
DEIR SRV: 0O 0

Command Conpl et ed.

13. Issue the report ENUM status command.

rept-stat-enum
Response to the status command is displayed if configured, else E3188 Cmd Rej:
ENUM not Configured is displayed.

ENUM Cards Confi gured= 2

WARNINGS  OVERFLOW  TOTAL

0

0 0

TTTT PPPPP XX. X. x-YY.yy.y

Cards I S-NR= 2

Command Conpl et ed.

All steps in this procedure were completed.

Verifying IP Signaling Status

ORACLE

CARD VERSI ON PST SST AST TPS
2303  139-019-000 I S-NR Active  ----- 4006
1105  139-019-000 I S-NR Active  ----- 1000
TOTAL SERVI CE STATI STI CS:
SERVICE  SUCCESS ERROR RECEI VED
ENUM © 41495 78689 120178
SERVICE  RCCDE1 RCODE2 RCCDE3 RCCODE4
RCCDES TOTAL
ENUM » 12 0 78136 541
78689

This procedure displays the status of IP Signaling connections and Application
Servers. Verify that all IP Signaling connections and Application Servers that should be
in service show a state of IS-NR. Record connections or Application Servers that do
not show the expected status.
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Issue the command to display SCTP Association status.

rept - stat-assoc
Response to SCTP Association status command is displayed.

Verify that all SCTP Associations that should be in service are IS-NR.

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX x.x-YY.y.y

ASSCCI ATI ON PST SST

i pgwal [ S-NR ASP- ACTI VE

i pgwa2 [ S-NR ASP- ACTI VE

i plimal [ S-NR ESTABLI SHED
i plim2 [ S-NR ESTABLI SHED

Command Conpl et ed.
Issue the command to display Application Server status.

rept-stat-as
Response to Application Server status command is displayed.

Verify that all Application Servers that should be in service are IS-NR.

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX x.x-YY.y.y

AS PST SST
i pgwas1 | S-\R AS- ACTI VE
i pgwas2 | S-\R AS- ACTI VE

Command Conpl et ed.

All steps in this procedure were completed.

Verifying EROUTE

This procedure displays the status of the STC cards, and also displays any cards that
are denied EROUTE service. Record cards that are denied EROUTE service.

This procedure issues the net st at command to STC cards to determine if IP
addresses have been associated with the card. Record cards that do not have IP
addresses associated with them.

1.

ORACLE

Issue the command to display EROUTE status.

rept - st at - non: t ype=er out e
Response to EROUTE status command is displayed.

Verify that all cards listed are in IS-NR state.
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< Note:

If any cards are denied eroute service, the text CARDS DENIED
EROUTE SERVICE: will be displayed followed by the card locations.

eagl estp YY-MVW DD hh:mm ss TTTT PPPPP XX x. x-YY.y.y
EROUTE SUBSYSTEM REPORT | S-NR Active  -----
STC Cards Configured= 7 Cards |S-NR= 7
EI SCOPY BIT = ON
System Threshol d = 80% Total Capacity
Syst em Peak EROUTE Load: 8000 Buffers/Sec
System Total EROUTE Capacity: 9600 Buffers/ Sec

SYSTEM ALARM STATUS = No Al arns.

CARD  VERSI ON PST SST AST VG CPU
USACE

USACGE

1205 236-024-005 IS-NR Active  ----- 35%
52%

1211 236-024-005 IS-NR Active  ----- 35%
52%

1303  236-024-005 IS-NR Active  ----- 35%
52%

1311  236-024-005 IS-NR Active  ----- 35%
52%

1313  236-024-005 IS-NR Active  ----- 35%
52%

2211  236-024-005 IS NR Active  ----- 35%
52%

2213  236-024-005 IS NR Active  ----- 35%
52%

ERQUTE Service Average TVG Capacity = 35% Average CPU
Capacity = 52%

Command Conpl et ed.
Issue the command to display network status for the card.

Pass: | oc=xxxx: cmd="net st at -—i
(where XXXXis the slot ID of an STC card that is IS-NR in step 1.)

Response to NETSTAT command is displayed.

Verify both Port A (Seeq 0) and Port B (Seeq 1) of the STC card have an
associated IP address.

3-56



ORACLE

Chapter 3
Verifying EROUTE

< Note:

For E5-ENET card, verify both Port A (GEI 2) and Port B (GEI 0) have
associated IP addresses

eagl estp YY-MVW DD hh:mmss TTTT PPPPP XX X. x-YY.y.y
PASS: Command sent to card

eagl estp YY-MVW DD hh:mmss TTTT PPPPP XX Xx. x-YY.y.y
[o (unit nunber 0):
Flags: (0x48049) UP LOOPBACK MULTI CAST TRAI LERS ARP
RUNNI NG | NET_UP
Type: SOFTWARE LOOPBACK
inet: 127.0.0.1
Net mask Oxff000000 Subnetmask Oxff000000
Metric is O
Maxi mum Transfer Unit size is 1536
0 packets received; 1 packets sent
0 nulticast packets received
0 nulticast packets sent
0 input errors; O output errors
0 collisions; 0 dropped
0 output queue drops
DPLend (unit nunber 0):
Fl ags: (0x60043) UP BROADCAST ARP RUNNI NG | NET_UP
Type: ETHERNET_CSMACD
inet: 172.20.48.243
Broadcast address: 172.20.51. 255
Net mask Oxffff0000 Subnetmask Oxfffffc00
Et hernet address is 00:00:00:00: 00:f3
Metric is O
Maxi mum Transfer Unit size is 485
42 octets received
28 octets sent
1 uni cast packets received
uni cast packets sent
non- uni cast packets received
non- uni cast packets sent
i ncomi ng packets discarded
out goi ng packets discarded
inconmng errors
outgoing errors
unknown protos
collisions; 0 dropped
0 output queue drops
gei (unit nunber 2):
Flags: (0x70043) UP BROADCAST ARP RUNNI NG | NET_UP
PHY Fl ags: (0x12012) 100MB FDX DI X
Type: ETHERNET_CSMACD
inet: 192.168.53. 68
Broadcast address: 192.168.53. 255
Net mask Oxffffff00 Subnet mask Oxffffff00

[eNeNolNolelNolNo ol
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Et hernet address is 00:00:17:0d: 87: a8
Metric is O

Maxi mum Transfer Unit size is 1500
118464 octets received
44920 octets sent

698 uni cast packets received

698 uni cast packets sent
0 mul ticast packets received
0 nmul ticast packets sent

1152 broadcast packets received

2 broadcast packets sent
i ncom ng packets discarded
out goi ng packets discarded
incomng errors
outgoing errors

unknown pr ot os
coll'isions; 0 dropped

0 output queue drops
(unit number 3):

Flags: (0x78042) DOAN BROADCAST MULTI CAST ARP RUNNI NG

OO OO oo

PHY Fl ags: (0x2224) AUTONEG DI X
Type: ETHERNET_CSMACD

inet: 172.21.48.243

Broadcast address: 172.21.49.255

Net mask Oxffff0000 Subnetmask Oxfffffe00
Et hernet address is 00:00:17:0d:87: a9
Metric is O

Maxi mum Transfer Unit size is 2000
octets received
octets sent

uni cast packets received

uni cast packets sent

mul ticast packets received

mul ticast packets sent

broadcast packets received
broadcast packets sent

i ncom ng packets discarded

out goi ng packets discarded

incomng errors

outgoing errors

unknown pr ot os

coll'isions; 0 dropped

0 output queue drops
(unit number 1):

Fl ags: (0x78042) DOAN BROADCAST MULTI CAST ARP RUNNI NG

OO OO OO0 O0ODO0ODOO0OOOoOOo

PHY Fl ags: (0x2224) AUTONEG DI X

Type: ETHERNET _CSMACD

inet: 172.22.48.243

Broadcast address: 172.22.49. 255

Net mask Oxffff0000 Subnet mask Oxfffffe00
Et hernet address is 00:00:17:0d: 88: 9f
Metric is O

Maxi num Transfer Unit size is 2000
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octets received

octets sent

uni cast packets received
uni cast packets sent

mul ticast packets received
mul ticast packets sent
broadcast packets received
broadcast packets sent

i ncom ng packets discarded
out goi ng packets discarded
incomng errors

outgoing errors

unknown pr ot os

coll'isions; 0 dropped

out put queue drops

OO OO O0ODO0OO0ODODOOOOOOoOOo

Chapter 3
Verifying IMT Status

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX x.x-YY.y.y

NETSTAT command conpl et e

Repeat steps 1 - 2 for all STC cards that are IS-NR in step 1.

All steps in this procedure were completed.

Verifying IMT Status

This procedure verifies that the IMT Bus is free of errors. This procedure is run in
correspondence with General System Status .

Issue the command to display IMT errors.

rept-int-1vl1l:sloc=1201: el oc=1115: r =sunmary
Response to IMT report command is displayed.Ensure that all highlighted columns
contain zeroes.

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX x.x-YY.y.y

oM

oM

oM

SUMMARY REPORT: Totals accunulated fromall

Transmit Packet
Transmit Byte
Recei ve Packet
Recei ve Byte

Recei ve Packet with CRC Error

Bus A Val ue

oM

oM

oM

oM

requested cards

Bus B
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Recei ve Packet with Format Error
Recei ve Packet with Invalid Length
Primary Control Receive Error
Primary Control Transmit Error
Primary Control Sanity Error
Viol ation Error

CPU Recei ve FI FO Ful l

| MI' Receive FIFO Hal f Full

CPU Receive FIFO Hal f Ful |

DVA Terninal Count Interrupt

MBU Retransmitted

MSU Saf ety Packet

ASU Safety Packet

TSU Saf ety Packet

| MI' Recei ve FIFO Ful |

SSU Saf ety Packet

[eoNeoNeolNolNoelNolNolloelololollollolNollolNo]

Chapter 3

Verifying IMT Status

(eNelNololollolelolNolNolo oo NoNo ol

; END OF REPCRT

If non-zeros, the command to display IMT level 1 information.

rept-im-1vl1l:sloc=1201: el oc=1115:r=ful |

Response to MUX status command is displayed.

Note: Output abridged for brevity.

eagl estp YY-MM DD hh:mmss TTTT PPPPP XX x.X-YY.y.y

oM

oM

oM

FULL REPCRT: Totals accunulated fromall

Transmit Packet
Transmit Byte
Recei ve Packet
Recei ve Byte

Recei ve Packet with CRC Error
Recei ve Packet with Format Error
Recei ve Packet with Invalid Length
Primary Control Receive Error
Primary Control Transmit Error
Primary Control Sanity Error
Violation Error

CPU Recei ve FIFO Ful |

| MI' Receive FIFO Half Full

Bus A Val ue

oM

oM

oM

O OO OO0 O oo

requested cards

Bus B

OO O OO OOooOo
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CPU Receive FIFO Half Ful |
Count Interrupt
MBU Retransmitted

MSU Saf ety Packet

ASU Safety Packet

TSU Saf ety Packet

DVA Ter

m nal

| M Recei ve FI FO Ful |

SSU Saf ety Packet

[N elNololNolNololNo]

Chapter 3
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OO OO0 OOoOOo

; END OF REPCRT

Issue the status command for the MUX cards.

rept - st at - mux
Response to MUX status command is displayed. Verify that all cards are IS-NR.
Record the types of MUX cards displayed (circle all that are applicable): HMUX

HIPR HIPR2

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX x.x-YY.y.y

CARD
1109
1110
1209
1210
1309
1310
2109
2110

Command Conpl et ed.

TYPE
HMUX
HMUX
HMUX
HMUX
H PR
H PR
H PR2
H PR2

PST

I'S-NR
I'S-NR
I'S-NR
I'S-NR
I'S-NR
I'S-NR
I S-NR
I S-NR

SST

Active
Active
Active
Active
Active
Active
Active
Active

AST

Issue the report IMT information command. Repeat for all MUX types recorded in

Step 3.

rept-imt-info:report=XXXXerr

(where repor t =hrmuxer r if HMUX cards were detected in step 3;

report =hi prerr if HIPR cards were detected in step 3;

r eport =hi pr 2err is HIPR2 cards were detected in step 3.)

Response to report IMT information command is displayed.

" Note

Output abridged for brevity. Actual output varies based on software
release and card type.

eaglestp YY-MM DD hh: m ss TTTT PPPPP XX x.x-YY.y.y

XXXX Sunmary Report:

bucket

Summed across all

requested cards for each
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XXXX Hourly Bucket Statistics

Bucket Low Speed Statistic BUS A Value BUS B Val ue
XX | MI' Rx Packet CRC Error
Rx Packet Format Error
Rx Violation Error
| MI' Rx Command Error
Rx FIFO Ful |
Rx FIFO Hal f Full
IMI Tx FIFO Full
IMI Tx FIFO Hal f Full

P O OOO0OOOoOOo
OO OO OOOoOOo

H gh Speed Statistic BUS A Value BUS B Val ue
Packet CRC Error

Di sparity Error

Sync Lost Error

Code Word Error

FI FO Ful |

FI FO Hal f Ful |

FI FO Enpty Before SOV
FI FO Enpty Before EOM
Packet SOM Before EOM
CPU Packet CRC Error

DVA term nal count

CPU Tx Buffer EOB

CPU Tx Buffer Full

CPU Tx Buffer Half Full

| MI' Bypass FI FO Ful |

| MI' Bypass FI FO Hal f Ful |

I MI' Rx FI FO Ful |

I MI' Rx FI FO Hal f Full

IIRXIIRIIRY

O OO0 WOOODODOOODOO0OOO OO
OO OO WOOOODODODODOOOCOOoOOo

Msc Speed Statistic BUS A Value BUS B Val ue

Shel f I D UART Franming Error 0 0
Shel f 1D UART Overrun Error 0 0

All steps in this procedure were completed.

Retrieving Trouble Data

This procedure retrieves the most recently logged troubles. Estimated time for
completion: 5 minutes

1. Issue the command to retrieve troubles from MASP A.
rtrv-trbl:1oc=1113: nunrl5
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Response to retrieve trouble command is displayed. Troubles shown here are only
examples. Note any unexplained troubles. (The troubles shown are examples only,
actual troubles - if any - may differ.)

eagl estp YY-MW DD hh:mm ss TTTT PPPPP XX x. x-YY.y.y
rtrv-trbl:loc=1113: nunrl15
Command entered at termnal #X

eagl estp YY-MW DD hh:mmss TTTT PPPPP XX X. X-YY.y.y
NOTICE: Only 2 trouble(s) to retrieve in the |og.

eagl estp YY-MVW DD hh:mmss TTTT PPPPP XX Xx. X-YY.y.y
Card 1113  Module SCM UTLO.C Line 4101 dass 0lbc Severity

0f
Report Date:YY-MWDD Tine: hh: mm ss

eagl estp YY-MVW DD hh:mmss TTTT PPPPP XX x. X-YY.y.y
Card 1107 Mbdule ED ENET.C Line 437 dass 01c3 Severity 1
bc 5e 20 00 07 2d 12 00 d4 9b 00 00
00 N

l

Issue the command to retrieve troubles from MASP B.

rtrv-trbl:1oc=1115: num=15
Response to retrieve trouble command is displayed. Troubles shown here are only
examples.

Note any unexplained troubles. (The troubles shown are examples only, actual
troubles - if any - may differ.)

eagl estp YY-MM DD hh:nmss TTTT PPPPP XX x.x-YY.y.y
rtrv-trbl:loc=1115: nunr15
Command entered at termnal #X

eagl estp YY-MW DD hh:mmss TTTT PPPPP XX x. X-YY.y.y
NOTICE: Only 1 trouble(s) to retrieve in the |og.

eagl estp YY-MW DD hh:mmss TTTT PPPPP XX Xx. X-YY.y.y
Card XXXX  Modul e XXXXXXXX. C Line XXXX Cass XXXX Severity

0f
Report Date:YY-MWDD Tine: hh: nm ss

eagl estp YY-MW DD hh:mmss TTTT PPPPP XX Xx. X-YY.y.y
5876. 1083 SYSTEM I NFO REPT COND: systemalive
Report Date:YY-MWDD Tine: hh: mm ss

i

If the amount of output displayed on the capture terminal is excessive, then issue
the command to change the terminal output groups.

chg-trmtrmeP: al | =no: sys=yes: sa=yes: db=yes
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(Where P is the location of the capture terminal used in Pre-Health Check
Requirements)

Response to change terminal command is displayed.
eaglestp YY-MM DD hh:nmss TTTT PPPPP XX x.x-YY.y.y

chg-trmtrneP: al | =no: sys=yes: sa=yes: db=yes
Command entered at terminal #X

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX x.x-YY.y.y
CHG TRM MASP A — COWPLTD

All steps in this procedure were completed.

Verifying Clock Status

This procedure verifies your system clock status. Specifically, the primary and
secondary composite clocks and the A and B clocks going to each card are examined.
Both the Primary and Secondary composite clocks should be good (IDLE or ACTIVE)
on both the active and standby MASP. There should be no cards reporting a bad A
clock and no cards reporting a bad B clock in step 1.

ORACLE

1.

Issue the command to report clock status.

rept-stat-cl k: nrode=ful |
Response to clock status command is displayed.

Verify that both composite clocks are either in IDLE or ACTIVE state on both
ACTIVE and STANDBY MASP.

All highlighted cards-with-bad-CLK values should equal zero.

eagl estp YY-MV DD hh: mm ss EST PPP XX x.x-YY.y.y

COVPOSI TE PST SST AST
SYSTEM CLOCK I S-NR Idle

ALARM STATUS = No Al arns.
Primary Comp Ck 1114 (CLK A) IS NR Active
Primary Comp Ck 1116 (CLK B) IS NR Active
Secondary Conp Clk 1114 (CLK A) IS NR Idle
Secondary Conp Clk 1116 (CLK B) IS NR Idle

C ock Usi ng Bad

CLK A 173 0

CLK B 2 0

CLK | 0 --

H GH SPEED PST SST

AST

SYSTEM CLOCK I S-NR Active

ALARM STATUS = No Al arns.
Primary HS Ok 1114 (HS CLK A) |S-NR Active
Primary HS 0k 1116 (HS CLK B) [|S-NR Active
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Secondary HS Gk 1114(HS CLK A) IS NR Idle
Secondary HS Gk 1116(HS CLK B) IS NR Idle

HS CLK TYPE 1114 = Rs422

HS CLK LI NELEN 1114 = -----

HS CLK TYPE 1116 = Rs422

HS CLK LI NELEN 1116 = -----

C ock Usi ng Bad

HS CLK A 19 0

HS CLKB 0 0

HS CLK | 0 --

Cards with bad clock source:

CARD CLK A CLK B HS CLK A HS CLK B

Command Conpl et ed.

Issue the command to retrieve the clock options.

rtrv-cl kopts
Response to retrieve command is displayed.

eaglestp YY-MM DD hh: nm ss zone PPP XX x.X-YY.y.y

CLK OPTI ONS

PRI MARY

HSCLKSRC rs422
HSCLKLL | onghaul
SECONDARY

HSCLKSRC rs422
HSCLKLL | onghaul

All steps in this procedure were completed.

Verifying MPS

The purpose of this procedure is to determine the health of MPS.

ORACLE

1.

Issue the command to display MPS status.

rept - st at - nps
Response to MPS status command is displayed, if any of the features requires
ELAP/EPAP.
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If the MTT error 4102 is output go to step 2.
eagl estp YY-MVW DD hh:mm ss TTTT PPPPP XX x. x-YY.y.y
VERSI ON PST SST AST

MPS A 027-015-000  OCS-Mr Fault  -----
CRI TI CAL PLATFORM ALARM DATA = No Al arns
MAJOR PLATFORM ALARM DATA = h’ 0123456789ABCDEF
M NOR PLATFORM ALARM DATA = h’ 0123456789ABCDEF

CRI TI CAL APPL| CATI ON ALARM DATA = No Al arns
MAJOR APPLI CATI ON ALARM DATA = h’ 0123456789ABCDEF
M NOR APPLI CATI ON ALARM DATA = No Al arns

ALARM STATUS = ** 0371 Major Platform Failure(s)

VERSI ON PST SST AST
MPS B 027-015-000  OCS-Mr Faul t
CRI TI CAL PLATFORM ALARM DATA = No Al arns
MAJOR PLATFORM ALARM DATA = No Al arns
M NOR PLATFORM ALARM DATA = No Al arns

CRI TI CAL APPLI CATI ON ALARM DATA
MAJOR APPL| CATI ON ALARM DATA = h' 0123456789ABCDEF
M NOR APPL| CATI ON ALARM DATA = No Al arns

ALARM STATUS = *C 0373 Critical Application

h’ 0123456789ABCDEF

Fai | ure(s)
CARD  PST SST LNP STAT
1106 P IS NR Active ACT
1201 I S-ANR Active SWDL
1205 OCS- MI-DSBLD Manual ~ -------
1302 OCs-Mr Fault  -------
1310 IS -ANR Standby  SWDL

CARD 1106 ALARM STATUS = No Al arns

CARD 1201 ALARM STATUS = No Al arns

CARD 1205 ALARM STATUS = No Al arns

CARD 1302 ALARM STATUS = ** 0013 Card is isolated fromthe
system

CARD 1310 ALARM STATUS = No Al arns

Command Conpl et ed.

i

If DSM Audit was recorded as being on in Verifying IP Signaling Status Step 1, or
is not displayed then go to step 2. Otherwise, if DSM Audit is off, then execute this
step. Issue the command to change STP options.

chg- st popt s: dsmaud=on
Response to the command is displayed.

eagl estp YY-MM DD hh:nmss zzz PPPPP XX x.x-YY.y.y
CHG- STPOPTS: MASP B — COVPLTD

All steps in this procedure were completed.
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Verify Source Database

The purpose of this procedure is to determine the presence of unsupported or
obsolete references in the system prior to doing an upgrade when performing the
UHC#2 as described in section 2.3, table 3. Otherwise, go to Procedure 20.

" Note:

It is important that the target release has been downloaded to the fixed disk,
and for target release 46.0 and higher that the system has been configured
to use the recommended CHG-UPGRADE-CONFIG:THRESTYPE=SET
upgrade method.[1]

This procedure verifies the presence of the following:

e obsolete cards
» network address conflicts with the PVN and FCN network address

# Note:

This procedure is intrusive meaning the target OAM application must be
loaded temporarily to complete this procedure. To ensure accuracy, it

is strongly suggested that data capture be active during this procedure
because the information produced by this procedure will be used to guide the
change of hardware or the modification of the database so potential issues
don't effect successful complete of the upgrade.

The Software Access Key (SAK) for the upgrade target release is required for this
procedure if upgrading to 45.0, 45.1 or 46.0.

1. If removable media is present, remove it from the system.

" Note:

it is important that the target release has been downloaded to

the fixed disk, and for target release 46.0 and higher that the

system has been configured to use the recommended CHG-UPGRADE-
CONFIG:THRESTYPE=SET upgrade method.

In the EAGLE Software Upgrade Procedure; see Appendix B: Preparations for
Upgrade Execution on how to download the software release to the fixed disk

for the applicable target release [B.1: Target Release Software Download] and on
how to configure the system to use the card-set upgrade method [B2: Configuring
Card-Set Network Conversion Method.]

2. Issue the upgrade command to display the database status.
ACT- UPGRADE: ACTI ON=DBSTATUS
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Response to the upgrade - database status command is displayed. Verify that the
Inactive Partition Group database version displays the target release’s version.

eagl estp YY-MW DD hh:mmss TTTT PPPPP XX X. X. X. X-YY.y.y

DATABASE STATUS: >> (K <<
TDM 1114 (* STDBY) TDM 1116 ( ACTV )
C LEVEL  TIME LAST BACKUP C LEVEL TIME
LAST BACKUP

FD BKUP Y 148913 12-10-09 04:49:11 GV 'Y 148913 12-10-09
04:49:11 GwvIr
FD CRNT Y 148913 Y
148913
MCAP 1113 MCAP 1115

RD BKUP - - - - - -

USB BKP - - - - - -

CARDJAPPL LOC C T LEVEL TIME LAST UPDATE  VERSI ON
STATUS

OAM RW 1113 - - - - -
TDM CRNT 1114 Y N 148913 12-10-09 04:47: 40

133-003- 000 NORVAL
TDM BKUP 1114 Y - 148913 12-10-09 04:47:40

133-003- 000 NORVAL
OAM RW 1115 - - - - - -
CAM USB 1115 - - - - -
TDM CRNT 1116 Y N 148913 12-10-09 04:47: 40

133-003- 000 NORVAL
TDM BKUP 1116 Y - 148913 12-10-09 04:47:40

133-003- 000 NORVAL

I NACTI VE PARTI TI ON GROUP

CARDJAPPL LOC C T LEVEL TIME LAST UPDATE  VERSI ON
STATUS
TDM CRNT 1114 Y - 1 00- 00-00 00: 00: 00
135-000- 000 NORVAL
TDMBKUP 1114 Y - 1 00- 00-00 00: 00: 00
135-000- 000 NORVAL
TDM CRNT 1116 Y - 1 00- 00-00 00: 00: 00
135-000- 000 NORVAL
TDM BKUP 1116 Y - 1 00- 00-00 00: 00: 00

135-000- 000 NORVAL

Issue the card status to verify the location of the active MASP slot.

3-68



ORACLE

Chapter 3
Verify Source Database

rept - st at - card: appl =oam
Response to the card status command is displayed.

Record the card locations of both MASPs and the running GPL:

ACt MASP

Stby MASP

MASP GPL:

For this sample output, cards 1113/1114 are standby and 1115/1116 are active.

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX X. X.X. X-YY.y.y

CARD VERSION TYPE GPL PST
SST AST

1113 XXX- XXX- XXX E5MCAP QAVHC I S-NR
Standby  -----

1115 XXX- XXX- XXX E5MCAP QAVHC I S-NR
Active  -----

Command Conpl et ed.
Inhibit the standby MASP.

i nh-card: | oc=XXXX
(Where XXXX is the location of the standby MASP slot recorded in step 3)

Response to the inhibit command is displayed.
Verify UAM 514 is displayed.

eagl estp YY-MM DD hh:mmss TTTT PPP XX X. X. X. X-YY.y.y
Card is inhibited.

eaglestp YY-MM DD hh:mmss TTTT PPP XX X. X. X. X-YY.y.y
** 7991, 0514 ** CARD xxxx QAMHC Standby MASP is inhibited

Wait for card to boot and return to the | Ml bus.

Download target release flash to the standby MASP.

init-flash:loc=XXXX: code=tri al
(Where XXXX is the location of the standby MASP slot recorded in step 3)

Response to flash initialization is shown.
Verify UAM 0004 is displayed.

eaglestp YY-MM DD hh:mmss TTTT PPP XX x. Xx. X. X-YY.y.y
FLASH Menmory Downl oad for card xxxx started.

eaglestp YY-MM DD hh:mmss TTTT PPP XX x. X. X. X-YY.y.y
FLASH Menmory Downl oad for card xxxx conpl et ed.
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eaglestp YY-MM DD hh:mmss TTTT PPP XX x. X. X. X-YY.y.y
*  8003.0004 * GPL SYSTEM BLMCAP Card is running non-
activated GPL

Wait for card to boot and return to the | Ml bus.

6. Retrieve the GPLs running on the card location.

rept-stat-gpl: 1 oc=XXXX
(Where XXXX is the location of the standby MASP slot recorded in step 3)

Response to the card status command is displayed.

Repeat the previous step if a valid version of the flash GPL is not displayed.

" Note:

Valid flash GPL for the MASP cards can be either BLMCAP or BLDC32
depending on the release. BLMCAP is valid for 46.6 and prior. BLDC32
is valid in 46.6 or later.

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX. X. X. X. X-YY.y.y

GPL CARD RUNNI NG APPROVED TRI AL
CAMHC XXXX emmmeeeeee e
BLDC32 YYY- YYY- YYY ALMt XXX XXK- XXX YYY- YYY-

Command Conpl et ed.
7. Run the target release GPL on the standby MASP.

al w card: | oc=XXXX: code=i nacti veprtn
(target release downloaded to inactive partition)

(Where XXXX is the location of the standby MASP recorded in step 3)
Response to command is shown.

eagl estp YY-M\W DD hh:mmss TTTT PPPPP XX X. X. X. X- YY.yy.y
I NFOG. Provisioning subsystemis in duplex node.

# Note:

UAMs are generated during this step. An audible alarm is generated.
Wait for the new standby MASP to come up in standby mode and system
returns to duplex mode.

8. Issue command to report the GPLs running on Standby MASP.
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rept-stat-gpl: 1 oc=XXXX

(Where XXXX is the location of the standby MASP slot recorded in step 3)

Verify that the standby MASP is running target release GPLs. The standby MASP
will display ALM to indicate that the card is not running the approved version GPL.

eagl estp YY-MM DD hh:mmss TTTT PPP XX x. X. X. X-YY.y.y
GPL Auditing ON

GPL CARD RUNNI NG APPROVED TRI AL
CAMHCE9 XXXX YYY- YYY-YYY ALM XXXK= XKX- XXX XK= XXX-
XXX *
BLDC32 YYY-YYY-YYY ALMF XXX XXX- XXX XXX- XXX-

XXX

Command Conpl et ed.

Issue command to report the GPLs running on the Active MASP.

rept-stat-gpl:|loc=yyyy
(Where XXXX is the location of the active MASP slot recorded in Step 3)

Verify that the active MASP is running source release GPL.

eaglestp YY-MM DD hh:mmss TTTT PPP XX x. X. X. X-YY.y.y
GPL Auditing ON

GPL CARD RUNNI NG APPROVED TRI AL
OAMHOB9  yyyy XXX= XXX- XXX XXX XK= XXX XK= XXX
XXX *
BLDC32 XXX= XXX- XXX XXX XK= XXX XK= XXX
XXX

Command Conpl et ed.

Perform an OAM role change by booting the active OAM.

init-card: |l oc=YYYY
(Where YYYY is the location of the active MASP recorded in step 3)

Response to card initialization is shown.

eaglestp YY-MM DD hh:mmss TTTT PPP XX x. x-YY.y.y
i nit-card: | oc=xxxx
Command entered at term nal #10.

eaglestp YY-MM DD hh:mmss TTTT PPP XX x. x-YY.y.y
Init Card command issued to card xxxx

Issue command to log back in to the system.

[ 0gi n: ui d=XXXXXX
(Where XXXXXX is a valid login ID)
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Response to login command is displayed.

eagl estp YY-MM DD hh:nmss TTTT PPPPP XX. x. x-YY.yy.y Upg Phase 0
User |logged in on terninal X
Issue the command to activate capture.

act-echo: trneP
(Where P is a capture terminal port that was selected in Health Check Preparation,
Step 2)

Response to activate command is displayed.
Verify that the capture terminal is correctly collecting data.

eaglestp YY-MM DD hh:mmss TTTT PPP XX x.x-YY.yy.y Upg Phase 0
Scroll Area Qutput will be echoed to Termnal X

(Caution: loss of output may occur if too many ternminals are echoed)

Issue the card status to verify the location of the active MASP slot.

rept - st at - card: appl =oam
Response to the card status command is displayed.

Record the card locations of both MASPs:

Active MASP

Standby MASP

For this sample output, 1113 is the active and 1115 is standby.

# Note:
GPL & PST display for the standby MASP can be ignored.

eagl estp YY-MM DD hh:mm ss TTTT PPPPP XX. x. X. X. X-YY.yy.y Upg Phase 0

CARD  VERSI ON TYPE GPL PST
SST AST

1113 XXX- XXX- XXX ESMCAP  QAMHC I S-NR
Active  -----

1115 XXX- XXX- XXX EBMCAP 2?7277 I S-NR
Standby  -----

Command Conpl et ed.
Inhibit the standby MASP.

i nh-card: | oc=YYYY
(Where YYYY is the location of the standby MASP recorded in step 12)

Response to the inhibit command is displayed.
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Verify UAM 514 is displayed.

eagl estp YY-M\W DD hh:mmss TTTT PPPPP XX Xx. X. X. X-YY.yy.y Upg
Phase 0
Card is inhibited.

eagl estp YY-M\W DD hh: mmss TTTT PPPPP XX Xx. X. X. X-YY.yy.y Upg
Phase 0
** 7991, 0514 ** CARD yyyy QAMHC Standby MASP is inhibited

l

Wait for card to boot and return to the | Ml bus.

15. Download target release flash to the standby MASP.

init-flash:loc=YYYY: code=trial
(Where YYYY is the location of the standby MASP recorded in step 12)

Response to flash initialization is shown.

eagl estp YY-MM DD hh:nmss TTTT PPPPP XX. x. X, X, Xx-YY.yy.y Upg Phase 0
FLASH Menmory Downl oad for card yyyy started.

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX. Xx. X. X. Xx-YY.yy.y Upg
Phase 0
FLASH Menory Downl oad for card yyyy conpl et ed.

Wait for card to boot and return to the | Ml bus.

16. Retrieve the GPLs running on the card location.

rept-stat-gpl:Iloc=YYYY
(Where YYYY is the location of the standby MASP slot recorded in step 12)

Response to the card status command is displayed.
Repeat the previous step if valid version of the flash GPL is not displayed.

May need to wait up to 15 minutes to see the GPL in trial and approved column.

eagl estp YY-MVW DD hh:mm ss TTTT PPPPP XX. x. X. X. X-YY.yy.y Upg Phase 0

GPL CARD RUNNI NG APPROVED TRI AL
OAMHC <
BLMCAP YYY- YYY-YYY ALM +  XXX- XXX- XXX YYY- YYY-

Command Conpl et ed.

i

17. Run the target release GPL on the standby MASP.

al w-card: | oc=YYYY: code=i nacti veprtn
(target release downloaded to inactive partition)
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(Where YYYY is the location of the standby MASP recorded in step 12)

Response to allow card command is shown.

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX. Xx. X. X. x-YY.yy.y Upg
Phase 0
Card has been al | owed.

18. Issue the card status command to verify the target release GPL is running.

rept - st at - gpl : gpl =oamhc69
Response from the status command is displayed.

Verify that the GPL versions that are displayed in the “RUNNING” is the target
release and different from versions displayed in the “APPROVED".

# Note:

The ALM is displayed when the GPL auditing has completed a cycle.
ALM does not have to be displayed to continue.

Verify that both MASP cards are running the same GPL version.
If no cards are displayed, repeat step 34 where gpl=oamhc.

If not running the correct versions contact the My Oracle Support.

eagl estp YY-MM DD hh: mss TTTT PPPPP XX. x. x-YY.yy.y Upg Phase 0
rept-stat-gpl:gpl=oam
Command entered at termnal #10.

eagl estp YY-MM DD hh: mss TTTT PPPPP XX. x. x-YY.yy.y Upg Phase 0
GPL Auditing ON

APPL CARD RUNNI NG APPROVED TRI AL
OCAMHC69 1113 XKX- XXK- XXX ALM YYY- YYY-YYY  ---eeme---
CAMHC69 1115 XKX- XXK- XXX ALM YYY- YYY-YYY  ---eeee---

Command Conpl et ed.
19. Issue the command to report card status to determine the active MASP.

rept-stat-card
Typical response to a card status command.

Determine if both MASPs are IS-NR. If not, pause until the LEDs indicate both
MASP are back or wait 30 seconds and then execute the previous step again.

Otherwise, determine the active MASP by finding which area of shaded text
reports act i ve.

Record the active MASP location:
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Note: any i sol at ed cards should be plugged into their slots if possible.

eagl estp YY-MM DD hh:nmmss TTTT PPPPP XX. x. X-YY.yy.y Upg Phase 0

CARD
SST
1101
| sol at ed
1102
Active
1103
Active
1104
Active
1105
Active
1106
Active
1107
Active
1108
Active
1109
Active
1110
Active
1111
Active
1112
Active
1113
Active
1114
Active
1115
St andby
1116
Active
1117
Active
1201
| sol at ed
1202
Active

VERSI ON
AST

Command Conpl et ed

TYPE

ENETB

LI MATM

LI MELIATM

LI ME1

ESENETB

DCM

DSM

H PR2

H PR2

STC

TSM

ESMCAP

ESTDM

ESMCAP

ESTDM

ESMDAL

ENETB

LI M1

GPL

| PSG

ATMHC

ATMHC

SS7HC

| PSG

| PGHC

SCCPHC

| PLHC

H PR2

H PR2

ERTHC

GLSHC

OCAMHC

| PSG

SS7THC

PST

00s- M

[ S-NR

[ S-NR

[ S-NR

[ S-NR

[ S-NR

[ S-NR

[ S-NR

[ S-NR

I S-NR

I S-NR

[ S-NR

[ S-NR

[ S-NR

[ S-NR

[ S-NR

I S-NR

00s- MP

I S-NR

Issue the Send Message command that performs checks for obsolete cards.

send- meQ: | oc=XXXX: ds=1: da=h' 1d: f =h’ 61
(Where XXXX is the location of the active MASP)
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< Note:

It is important to enter the correct active MASP location determined in
the previous step. Incorrect results could be displayed otherwise.

Response to the Send Message command is displayed. Verify the output for the
following checks:

Verify the shaded text (shown) does not indicate any incorrect hardware is found.
Unsupported/obsolete cards are indicated with ***. If obsolete cards are shown
then this check fails until the target’s baseline hardware is installed.

Record the count of obsolete cards:

eagl estp YY-MVW DD hh:mmss TTTT PPPPP XX x. X- YY.yy.y Upg Phase 0
System Buffer sent has following attributes :

Msg Length = H 0010

Dest Card = H 00fa

Orig Subsys = H 0001 Dest Subsys = H 0001
Oig Appl ID = H 0030 Dest Appl ID = H 001d
Func 1D = H 0061 Bus/ Ret/Sut = H 0002

Violation Ind = H 0000
User Message sent to |ocation XXXX

eagl estp YY-MW DD hh:mmss TTTT PPPPP XX X. X- YY.yy.y
| MI Bus Check Started
| MI Bus Check Conpl eted Successfully.

Har dware Validation Test Started...

[ DSM 1G Obsol escence Test for |PS application.]

[ TSM 256 (hsol escence Test for GLS application.]

[LI M ATM Qbsol escence Test for ATMANSI/ ATM TU appl i cation.]
[EL/T1 M M nsol escence Test for SS7ANSI/CCS71 TU application.]
[ DSM hsol escence Test for VSCCP application.]

[ DCM EDCM (bsol escence Test. ]

[ EDSM Qbsol escence Test for MCPM application.]

[EL/T1 MPL nsol escence Test for SS7M. application.]

***% CARDGPL in slot 1101 is obsolete
***% CARDGPL in slot 1102 is obsolete
***% CARD/GPL in slot 1105 is obsolete
***% CARDGPL in slot 1111 is obsolete

(bsol ete card's count = 4

Har dware Validation Test Failed, Upgrade can not proceed.

i

21. Issue the Send Message command that checks for possible conflicts of IP
addresses configured in the system.

send- msQ: | oc=XXXX: ds=1: da=h' 1d: f =h’ 63
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(Where XXXX is the location of the active MASP)

# Note:

It is important to correctly enter the active MASP location determined in
step 35. Otherwise, incorrect results could be displayed.

Response to command is displayed.

Verify that the IP Address Validation check passes if running the target release of
45.x. Or the check is not required in target release of 46.0 and beyond.

eagl estp YY-MM DD hh: mss TTTT PPPPP XX. x. x-YY.yy.y Upg Phase 0
System Buffer sent has followi ng attributes :

Msg Length = H 001c

Dest Card = H 00fa

Orig Subsys = H 0001 Dest Subsys = H 0001

Oig Appl ID = H 0030 Dest Appl ID = H 001d

Func ID = H 0063 Bus/Ret/Sut = H 0002

Violation Ind = H 0000
User Message sent to |ocation XXXX

In 45 x:
eagl estp YY-MM DD hh: mmss TTTT PPPPP XX. x. x-YY.yy.y Upg Phase 0
| P Address Validation Report

| P Address Validation Result: Pass.

In 46.0 and beyond:

eagl estp YY-MM DD hh: mss TTTT PPPPP XX. x. x-YY.yy.y Upg Phase 0
Heal th Check: This check is no | onger necessary.

If the target release is 45.0, 45.1, or 46.0, issue the command to enter the
software access key. Otherwise if target release is 46.1 or later, go to step 23.

chg- upgr ade- confi g: sak=XXXXXXXXXXXXX: src=f i xed
(Where XXXXXXXXXXXXX is the Software Access Key)

Response to command is displayed.

Verify the command completed successfully and the correct Upgrade target
release is output

If system is running release 46.5.X or 46.6.X and target release is 46.7.X, update
the bootloader version of SLIC SM cards running 64-bit GPL while the system in in
HC2 phase-0 with the following steps:

* Issue the Send Message command that performs checks for obsolete cards.
Where, XXXX = Location of the active MASP
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e Check the status of SM card.

*  Execute the command

# Note:

Ignore if it reports Error E2603: Cmd Rej: Card must be inhibited
before executing this command.

e Execute the command

# Note:

If card is running correct bootloader then it will display message:
"BOOTLOADER not changed for card xxxx. Already running
requested bootloader." otherwise it will update the correct
bootloader.

eagl estp YY-MW DD hh:mmss TTTT PPPPP XX x.X-YY.yy.y Upg Phase 0
chg- upgr ade- confi g: sak=XXXXXXXXXXXXX: sr c=zzz2z
Conmand entered at termnal #6.

eaglestp YY-MM DD hh: mmss TTTT PPPPP XX. x. X- YY.yy.y Upg Phase 0

Upgrade target: EAGLE XX X.x-YY.y.y

eaglestp YY-MWDD hh:mmss TTTT PPP XX x. x-YY.y.y
Command Conpl et ed.

send- msQ: | oc=XXXX: ds=1:da=64:f=171

rept-stat-card: node=ful | :l oc=XXXX

init-flash: node=rpl cebl : | oc=XXXX: bi t s=64

I NI T- FLASH: MODE=r pl cebl : FORCE=YES: LOC=XXXX
23. Issue the command to retrieve the upgrade configuration.

rtrv-upgrade-config

Response to the retrieve-card command is displayed.

eagl estp YY-MW DD hh:mm ss zzz PPPPP XX x. x-YY.y.y
Software Access Key no |onger required for this system

Configured Upgrade Threshold Type: SET

Nunber of SERVI CE Sets: 2
Nunmber of LINK Sets: 2
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Command Conpl et ed.

24. Issue the command to initialize the active and standby MASP cards so that they

are running the source release software.

i nit-card: appl =oam
Response to the initialize-card command is displayed.

eaglestp YY-MM DD hh: nm ss zzz PPPPP XX x.x-YY.y.y
i nit-card:appl =oam
Conmand entered at termnal #X

25. Issue command to log back in to the system.

[ ogi n: ui d=XXXXXX
(Where XXXXXX is a valid login ID)

Response to login command is displayed.

eagl estp YY-MVW DD hh: mm ss TTTT PPPPP XX. X. X- YY.yy.y
User |ogged in on terninal X

26. Issue the command to activate capture.

act-echo: trnmeP
(Where P is a capture terminal port that was selected in Health Check Preparation,
Step 2)

Response to activate command is displayed.
Verify that the capture terminal is correctly collecting data.

eaglestp YY-MM DD hh: mm ss zzzz PPPPP XX. X. X- YY.yy.y
Scroll Area Qutput will be echoed to Termnal X

(Caution: loss of output may occur if too many ternminals are echoed)

27. Issue the command to report card status.

rept-stat-card
Typical response to card status command.

# Note:

Compare this output with the rept-stat-card done prior to booting the
target MASP. The display should be the same.

eagl estp YY-MM DD hh:nmss zzzz PPPPP XX x.Xx-YY.yy.y

CARD VERSI ON TYPE GPL PST
SST AST

1101  134-061-000 DCM | PGHC I S-NR
Active ALM NH

1102  134-061-000 DCM | PLHC I S-NR
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Active ALM NH

1103  134-061-000 ESENET | PSG I S-NR
Active  -----

1107 134-061-000 DSM VSCCP I S-NR
Active  -----

1109  134-058-000 HI PR H PR I S-NR
Active  -----

1110  134-058-000 HI PR H PR I S-NR
Active  -----

1111  134-061-000 DSM SCCPHC I S-NR
Active  -----

1113  134-061-000 E5MCAP OAVHC I S-NR
Standby  -----

1114 ----------- E5TDM I S-NR
Active  -----

1115 134-061-000 E5MCAP OAVHC I S-NR
Active  -----

1116 ----------- E5TDM I S-NR
Active  -----

1117 ---me-- - - E5MDAL I S-NR
Active  -----

1201  134-061-000 LI MDSO SS7TML I S-NR
Active  ----- Command Conpl et ed.

Issue the command to report trouble status.

rept-stat-trbl:display=tinestanp
Response to trouble status command is displayed.

Record any non-network alarms.

Alarm

eaglestp YY-MM DD hh: nm ss zzz PPPPP XX x.x-YY.yy.y
Sear ching devices for alarns...

eagl estp YY-MM DD hh: mm ss EST PPP XX x.x-YY.y.y

SEQN UAM AL DEVICE  ELEMENT TROUBLE TEXT
5728.0048 * TERM NAL 14 Termnal failed
98-03-09 10:05: 36
5729.0048 * TERM NAL 15 Termnal failed
98-03-09 10:05: 36
5731.0013 ** CARD 1214 SS7ANSI Card is isolated fromthe
system
98-03-09 13:57:40
5604. 0013 ** CARD 1111 SCCP Card is isolated fromthe
system

98-03-09 13:57:40

5732. 0236 ** SLK 1214, A |snl214 REPT- LKF: not aligned
98-03-09 13:57:40

5733. 0236 ** SLK 1214,B |snl214 REPT- LKF: not aligned
98-03-09 13:57:40

5734.0236 ** SLK 1106, A | snx1 REPT- LKF: not aligned
98-03-09 13:57:40
5735. 0318 ** LSN |sn1214 REPT- LKSTO link set
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prohi bited
98-03-09 13:57:40
5736.0318 ** LSN | snxl
prohi bited

REPT- LKSTO link set

98-03-09 13:57:40
Command Conpl et ed.

All steps in this procedure were completed.

Verifying Fixed and Removable Media (Part 1)

ORACLE

This procedure verifies that EAGLE fixed disks and removable drives are accessible
and in proper working order. Disks\drives are exercised by issuing test disk and
backup commands. If no on-site personnel are available and the removable drive is

not inserted then this procedure needs to be rescheduled.

1.

Issue the command to backup to the fixed disk.

chg-db: acti on=backup

Response to backup command is displayed.

eagl estp YY-MVW DD hh:nmss zzz PPPPP XX. x.X-YY.yy.y

7706. 1114 CARD 11

15 Dat abase BACKUP

started

Report Date:98-03-09 Time:17:59: 25

eagl estp YY-MM DD hh
BACKUP (FI XED): MASP

eagl estp YY-MM DD hh
BACKUP (FI XED): MASP
conpl ete.

1

eagl estp YY-MM DD hh
BACKUP (FI XED): MASP

eagl estp YY-MM DD hh
BACKUP (FI XED): MASP
conpl ete.

1

:mmss zzz PPPPP XX X.
B - Backup starts on

:mmss zzz PPPPP XX X.
B - Backup on active

:mmss zzz PPPPP XX X.
B - Backup starts on

:mmss zzz PPPPP XX X.

X-YY.yy.y
active MASP.

X-YY.yy.y
MASP to fixed disk

X-YY.yy.y
st andby MASP.

Xx-YY.yy.y

B - Backup on standby MASP to fixed disk

If not already inserted, insert the source removable media drive into the system.

" Note:

The insertion of a removable drive is required to complete this
procedure. If drive cannot be inserted, this procedure fails. After failing
this procedure, go to Step 9 and to complete the check of the fixed disks.
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Issue the command to backup to the removable. Otherwise, procedure needs to
be rescheduled.

chg- db: acti on=backup: dest =r enove
Response to backup command is displayed.

Record the location of the active MASP:
[1113 or 1115]

eaglestp YY-MM DD hh: nm ss zzz PPPPP XX x.x-YY.yy.y
BACKUP ( REMOVABLE): MASP A - Backup starts on active MASP.

eaglestp YY-MM DD hh: nm ss zzz PPPPP XX x.x-YY.yy.y
0465. 1114 CARD 1113 Dat abase BACKUP started
Report Date:98-03-31 Time: 00:02: 03

eaglestp YY-MM DD hh: mnm ss zzz PPPPP XX x.x-YY.yy.y
BACKUP ( REMOVABLE): MASP A - Backup to renovable cartridge
conpl ete.

eaglestp YY-MM DD hh: mnm ss zzz PPPPP XX x.x-YY.yy.y
0466. 1116 CARD 1113 Dat abase action ended - OK
Report Date:98-03-31 Time: 00: 05: 08

Issue the command to copy GPLs from active TDM to removable drive.

copy- gpl : sl oc=XXXX: ddr v=r enove
(Where XXXX is the active TDM location (1114 or 1116) that corresponds to the
MASP slot recorded in step 5)

Response to copy GPL command is displayed.
Verify command completes successfully.
eagl estp YY-MM DD hh:nmss zzz PPPPP XX X. X-YY.yy.y

COPY GPL:  MASP Y - COPY STARTS ON ACTI VE MASP
COPY GPL:  MASP Y - COPY TO REMOVABLE CARTRI DGE COVPLETE

(Wiere Y is the active MASP — A or B)

Issue the commands to display disk directory of the fixed disk.

di sp-di sk-dir: | oc=XXXX
(Where XXXX is the standby TDM)

Response to the display command is displayed.

Verify command completes successfully.
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Note that the output data may vary from this example.

eagl estp YY-MVW DD hh:nmss zzz PPPPP XX. Xx.X-YY.yy.y

DI SP-DI SK-DIR Loc=1114 Dev = FI XED(Acti ve)

Fil ename Ext Length
DVB1024  CFG 32768
dbst at bkp 47662
dbst at t bl 47662
i pas t bl 262090
mef g bkp 156
mef g t bl 156

(additional files listed .)

File(s) : 465 Bytes : 1925810639
Disk Size (MB) : 7515

Issue this command to test the fixed disk.
tst-disk:loc=XXXX: partition=all

(Where XXXX is the standby fixed disk)

Response to the test disk command is displayed.
Verify that there are no errors and retries are indicated.

This command will complete in less than a minute.

eaglestp YY-MM DD hh:mmss TTTT PPP XX x. x-YY.y.y

TST- DI SK RESULTS

Total clusters: 983290
Free Clusters: 983290

Bad Clusters: 0

Total Free Space: 3933160
Max. Contiguous Free Space: 3933160
Files: 932

Fol ders: 0

Bytes in Files: 3761348
Lost Chains: 0

Bytes in Lost Chains: 0

Issue the commands to display disk directory of the removable media.

di sp-di sk-dir: | oc=xxxx:src=renmove
(Where XXXX is the active MASP)

Response to disp-disk-dir command is displayed.

Verify command completes successfully.
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Note that the output data may vary from this example.

eagl estp YY-MW DD hh:mmss TTT PPP XX x. x-YY.y.y
DI SP-DI SK-DIR Loc=1115 Dev = REMOVE

Fil ename Ext Length
DVB1024  CFG 32768
TATMANSI  ELF 3145728
TATMHC ELF 5242880
TATM TU  ELF 3145728
TBLBEPM  ELF 3145728
TBLBICS  ELF 3145728

(additional files listed .)

File(s) : 182 Bytes : 511026520
Disk Size (MB) : 1910

Issue this command to test the removable media.

t st - di sk: di sk=remove: | oc=xxxx
(Where XXXX is the active MASP)

Response from the t st - di sk command is displayed.
For ESOAM system, execution time is under a minute.

Verify that there are no errors and no retries indicated in output.

eagl estp YY-MW DD hh:mm ss TTTT PPP XX x. x-YY.y.y

TST- DI SK RESULTS:

Total clusters: 149949
Free Clusters: 149949
Bad Clusters: 0

Total Free Space: 599796
Max. Contiguous Free Space: 517336
Files: 431

Fol ders: 0

Bytes in Files: 1323558
Lost Chains: 0

Bytes in Lost Chains: 0

Remove the removable drives from the active and standby MASP. Update the
label with release and database level. Store in a safe place for later use.
Issue the command to initialize the active MASP.

init-card: | oc=XXXX
(Where XXXX is the location of the active E5-MASP)

Response to the initialize command is displayed.

eaglestp YY-MM DD hh:mmss TTTT PPP XX x. x-YY.y.y
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i nit-card: | oc=XXXX
Command entered at term nal #10.

eaglestp YY-MM DD hh: mmss TTTT PPP XX x. x-YY.y.y
** 6573.0013 ** CARD XXXX QAVHC Card is isolated fromthe
system
ASSY SN XXXXXXXXXXXX

eaglestp YY-MM DD hh: mnm ss TTTT PPP XX x. x-YY.y.y
6577.0014 CARD XXXX QAMHC Card is present
ASSY SN XXXXXXXXXXXX

Issue the command to log in to the EAGLE terminal.

[ ogi n: ui d=XXXXXX
(Where XXXXXX is your login ID)

Response to login command is displayed.

eaglestp YY-MM DD hh:mmss TTTT PPP XX X.X-YY.y.y
User logged in on ternminal X

Issue the command to activate capture.

act-echo: trnmeP

(Where P is a terminal port used in #unique_23/
unique_23_Connect_42_GUID-59010D58-ED83-40DB-8A63-CO9EF9D8DD527,
Step 5)

Response to activate command is displayed.

eaglestp YY-MM DD hh:mmss TTTT PPP XX X.x-YY.y.y
Scroll Area Qutput will be echoed to Termnal X

Repeat Steps 4-6 for the formerly-active TDM.

All steps in this procedure were completed.

Testing IMT Status

This procedure tests that the IMT Buses are healthy.
This procedure should be executed in a maintenance window. If it cannot be done in a
maintenance window, then this procedure needs to be rescheduled.

ORACLE

If no on-site personnel are available, then step 7 needs to be rescheduled.

1.

Issue the command to report the status of the IMT buses.

rept-stat-int:node=full
Response to report IMT status command is displayed.

eagl estp YY-MM DD HH. MM SS tzone Rel XX X X-YY.Y.Y
IMI PST SST AST
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A I S-NR Active  -----
ALARM STATUS = No Al arns.
M PST SST AST
B I S-NR Active  -----
ALARM STATUS = No Al arns.

Command Conpl et ed.
If in a maintenance window, issue the command to inhibit the IMT bus.

i nh-int:bus=A
Response to inhibit IMT bus command is displayed.

eaglestp YY-MVM DD HH: MM SS tzone Rel XX X X-YY.Y.Y
Inhibit M Bus A command issued

eaglestp YY-MVM DD HH: MM SS tzone Rel XX X X-YY.Y.Y
0401. 0098 | M BUS A | M i nhi bited

Issue the command to test the IMT bus.

tst-im:type=faulttest:bus=A
Response to test IMT bus command is displayed.

Test Passed message displayed.

eaglestp YY-MM DD HH. MM SS tzone Rel XX X X-YY.Y.Y

IMI Fault Isolation Bus A
Fault Location Probabl e Cause Fai |l ure(s)
No Faults Found
Al Tests Passed

Issue the command to allow the IMT bus.
al w-i nt : bus=A

Response to allow IMT bus command is displayed.

eaglestp YY-MV DD HH: MM SS tzone Rel XX X X-YY.Y.Y
Allow | M Bus A comand i ssued

eaglestp YY-MM DD HH. MM SS tzone Rel XX X X-YY.Y.Y
0403. 0097 | M BUS A I M al | owed

Issue the command for the Extended BERT test.

tst-im:type=extbert:tinme=10: bus=A
Response to test IMT bus command is displayed.
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Otherwise, error E4765 Cmd Rej: Obsolete MUX cards detected in the system is
displayed when the hardware is invalid for this command.

PASS messages displayed in BERT Status column.

eaglestp YY-MVM DD HH: MM SS tzone Rel XX X X-YY.Y.Y
Ext ended BERT: Command in progress...

eaglestp YY-MVM DD HH MM SS tzone Rel XX X X-YY.Y.Y
Ext ended BERT: Target Bus A will be inhibited

eaglestp YY-MM DD HH: MM SS tzone Rel XX X X-YY.Y.Y
5042. 0098 | M BUS A [ M i nhi bited

eaglestp YY-MM DD HH: MM SS tzone Rel XX X X-YY.Y.Y
Ext ended BERT: Active MASP will be reconnected on Bus A

eaglestp YY-MVMDD HH: MM SS tzone Rel XX X X-YY.Y.Y
Ext ended BERT: Extended processing tine required.
Results will be displayed on test conpletion.

eaglestp YY-MVM DD HH: MM SS tzone Rel XX X X-YY.Y.Y
Command Conpl et ed.

After 10 m nutes:

2

1

eaglestp YY-MM DD HH: MM SS tzone Rel XX X X-YY.Y.Y

Extended Bit Error Rate Test Bus A

MAX ERRCOR = 20 TIME = 00:10: 00 START TIME = 12:10: 30
TEST STATUS = PASS

CARD TYPE SERI AL_NUMBER BERT_STATUS BI T_ERRCR
ERRORED_SEC DURATI ON
1110 H PR2 10208345012 PASS 3
01:00: 00
1210 H PR2 10208345031 PASS 2
01:00: 00
1310 H PR2 10208345052 PASS 5
01:00: 00

eaglestp YY-MVM DD HH MM SS tzone Rel XX X X-YY.Y.Y
Ext ended BERT: Target Bus A will be allowed

eaglestp YY-MVM DD HH MM SS tzone Rel XX X X-YY.Y.Y
5042. 0098 | M BUS A I Ml al | owed
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Issue the status command for the IMT buses.

rept-stat-int:nmde=full
Response to IMT bus status command is displayed.

Verify that bus has returned to IS-NR.

eagl estp YY-MVW DD hh: mm ss EST PPP XX x.x-YY.y.y

M PST SST AST
A I S-NR Active  -----
ALARM STATUS = No Al arns.

M PST SST AST
B I S-NR Active  -----
ALARM STATUS = No Al arns.

Command Conpl et ed.

Repeat Steps 2 — 6 for IMT Bus B.

Repeat command in order to test IMT Bus B.
If upgrading to Release 46.4 or later from Release 46.3 or prior; visually inspect
the IMT cables.

If cables are incorrect, this procedure fails.

# Note:

If the correct cables are not installed, then steps must be followed to
ensure that the cables have been properly installed and operation of
IMT buses at 2.5Gbps is verified. See "Cabling" in Hardware Reference
and Activating the HIPR2 High Rate Mode Feature in Database
Administration - System Management for more information. This activity
needs to be performed during a maintenance window.

" Note:

All IMT cables in the system need to be the high-speed fiber-channel
cables (P/N 830-1344-xx.) Review all part numbers for all IMT cables
present in the system.

All steps in this procedure were completed.

Verifying Fixed and Removable Media (Part 2)

ORACLE

This procedure verifies that EAGLE fixed disks and removable media are accessible
and in proper working order. Disks will be exercised by issuing test disk and

backup commands. If no on-site personnel are available to insert the source release
removable media then this procedure needs to be rescheduled. This procedure must
be done in a maintenance window.

Verify that a source release removable media is inserted in the active MASP. If
in a maintenance window, issue the command to display card status.
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rept - st at - card: appl =oam
Response to card status command is displayed.

Determine which MASP is currently Standby by looking in the column labeled SST.
Record the locations of the MASPs:

Active MASP

Standby MASP

eagl estp YY-MM DD hh: mm ss EST PPP XX x.x-YY.y.y

CARD VERSION TYPE GPL PST
SST AST

1113 XXX- XXX- XXX E5MCAP QAVHC I S-NR
Standby  -----

1115 XXX- XXX- XXX E5MCAP QAVHC I S-NR
Active  -----

Command Conpl et ed.

Remove Standby ESMASP from the system. Slide the MASP H/S switch (SW3) on
the standby MASP up to the unlocked position (Wait for all drive LEDSs to transition
to a steady blue). Remove the standby ESMASP card determined in step 1.

Issue the command to report clock status.

rept-stat-cl k: node=f ul |
Response to clock status command is displayed.

Verify that all cards are using the clock on the other ESMASP.

eagl estp YY-MV DD hh: mm ss EST PPP XX x.x-YY.y.y
COVPOSI TE PST SST AST
SYSTEM CLOCK | S ANR Idle
ALARM STATUS = No Al arns.
Primary Comp Ck 1114 (CLK A) IS NR Active
Primary Conp Ok 1116 (CLK B) |IS-NR Idle
Secondary Conp Clk 1114 (CLK A) IS NR Idle
(CLK

Secondary Conp Gk 1116 B) ISNR Idle
C ock Usi ng Bad
CLK A 3 0
CLK B 0 3
CLK | 0 --
H GH SPEED PST SST
AST
SYSTEM CLOCK I S-NR Idle

ALARM STATUS = No Al arns.

Primary HS Ok 1114 (HS CLK A) |S-NR Active
Primary HS Ok 1116 (HS CLK B) |S-NR Idle
Secondary HS C k 1114(HS CLK A) IS NR Idle
Secondary HS C k 1116(HS CLK B) IS NR Idle
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K TYPE 1114
K LI NELEN 1114
K TYPE 1116
K LI NELEN 1116

I
Pyl
Q
N
N

RGR R
eeep

CARD CLK A CLK B HS CLK A HS CLK B
1103 Active Fault ----- -----
1105 Active Fault ----- -----
1113 Active Fault ----- -----

Command Conpl et ed.

Place spare ESMASP in system. Insert the spare ESMASP card Slide the MASP
H/S switch (SW3) on the standby MASP down to the locked position (Wait for the
MASP H/S LED to transition from blinking blue to off and the MASP to come up in
standby mode).

Display database version information.

rept - st at - db: di spl ay=versi on
Verify that the standby TDM contains the same database version as the active.

If the database version on the standby disk is not the same as the active
disk, stop the procedure and contact My Oracle Support.

eaglestp YY-MM DD hh:nmss TTTT EAGLES XX x. x-YY.yy.y
DATABASE STATUS: >> NOT K (DMB) <<
TDM 1114 ( ACTV ) TDM 1116 ( STDBY)
C LEVEL TI ME LAST BACKUP C LEVEL TI ME
LAST BACKUP

FD BKUP Y  XXXXXX YY-MWDD hh:mmss TTT Y 777777 YY- M\ DD
hh: mmss TTT
FD CRNT Y  XXXXXX Y 777777 DI FF LEVEL
MCAP 1113 MCAP 1115

RD BKUP Y  XXXXXX YY-MM DD hh:nmss TTT - -

USB BKP - - - - - -

CARDJAPPL LOC C T LEVEL TIME LAST UPDATE  VERSI ON
STATUS
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TDM CRNT
XXX NORMAL
TDM BKUP
XXX NORMAL
OAM RW
TDM CRNT
XXX NORMAL
TDM BKUP
XXX NORMAL

1114

1114

1115
1116

1116

Chapter 3

Verifying Fixed and Removable Media (Part 2)

Y N XXXXXX YY- MM DD hh: mm ss  XXX- XXX-
Y - XXXXXX YY- MM DD hh: mm ss  XXX- XXX-
Y N 777777 YY- MM DD hh: mm ss  XXX- XXX-
Y - 777777 YY- MM DD hh: mm ss  XXX- XXX-

Issue the command to verify the GPL versions.

rtrv-gpl

Response to retrieve GPL command is displayed.

Verify the column between the Approved and Trial shows no alarms for the

Standby TDM that was recorded in Step 2. If an alarm is found, go to step 11.
Otherwise, go to Step 8.

eaglestp YY-MM DD hh:mmss TTTT EAGLES XX x. x-YY.yy.y
1114 XXX- XXX- XXX XXX XXX- XXX

BLMCAP
XXX- XXX

BLMCAP
XXX- XXX

BLMCAP

BLBI OS
133- 043- 000

BLBI OS
133- 043- 000

BLBI OS

1116

1113

1114

1116

1113

1114

1116

1113

1114

1116

1113

1114

1116

1113

1114

1116

XXK= XKK- XXX XXK- XXX- XXX ALM

XXX- XXX XXX

XXX= XXX XXX

XXX= XXX XXX

XXX- XXX XXX

XXX- XXX XXX

XXX- XXX XXX

XXX= XXX XXX

XXX= XXX XXX

133-043- 000

133-043- 000

XXX= XXX- XXX

XXX- XXX- XXX

XXX- XXX- XXX

XXX- XXX- XXX

XXX- XXX- XXX

XXX- XXX- XXX

XXX= XXX- XXX

XXX= XXX- XXX

133-043- 000

133-043- 000

XXX- XXX- XXX

XXX- XXX- XXX

XXX- XXX- XXX

XXX= XXX- XXX

XXX- XXX- XXX

XXX- XXX- XXX

XXX= XXX- XXX

XXX= XXX- XXX

XXX- XXX- XXX

XXX= XXX- XXX

133-043- 000

133-043- 000
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BLCPLD 1114 133-055-000 133-055-000 133-055- 000
133- 055- 000

BLCPLD 1116 133-055-000 133-055-000 133-055- 000
133- 055- 000

BLCPLD 1113 ccsrcmmron  mmmcmeeonceeeaioo-

GLSHC 1114 XXX- XXX- XXX XXX- XXX- XXX XXX= XKX- XXX XXX-
XXX- XXX

GLSHC 1116 XXX- XXX- XXX XXX- XXX- XXX XXX= XKX- XXX XXX-
XXX- XXX

7. Issue the command to copy GPLs.

copy- gpl : sl oc=yyyy: dl oc=XXXX
(Where yyyy is the active MASP(1113/1115) and XXXX is the standby TDM
(1114/1116) location recorded in step 1)

Response to copy GPL command is displayed. Verify command completes
successfully.

eaglestp YY-MM DD hh:mmss TTT PPP XX x. x-YY.y.y

COPY GPL: MASP B - COPY STARTS FROM REMOVABLE CARTRI DGE TO
STANDBY TDM

COPY GPL:  MASP B - COPY TO STANDBY TDM COVPLETE

8. Issue the command to repair the standby disk.

chg-db: acti on=repair
Response to repair command is displayed.

This command may take up to 45 minutes to complete.

eagl estp YY-MVW DD hh:mmss TTT PPP XX x. x-YY.y.y
BACKUP (FI XED): MASP B - Repair starts on standby MASP.

sysint211 98-03-09 18:07:59 EST Rel XX X X
BACKUP (FI XED): MASP B - Repair on standby MASP to fixed disk
conpl ete.
9. Issue the commands to display disk directory of the standby MASP.

di sp-di sk-di r: | oc=XXXX
(Where XXXX is the standby MASP disk slot)

Response to display disk directory command is displayed.
Verify command completes successfully.

Note that the output data may vary from this example.

eaglestp YY-MM DD hh:mmss TTT PPP XX x. x-YY.y.y
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DI SP-DI SK-DIR Loc=1114 Dev = FI XED(Active)

Fil ename Ext Lengt h
DVMS1024  CFG 32768
dbst at bkp 47662
dbst at t bl 47662
i pas t bl 262090
mef g bkp 156
mef g t bl 156

(additional files listed .)

File(s) : 465 Bytes : 1925810639
Disk Size (MB) : 7515

10. Issue this command to test the fixed disk.

11.

tst-disk:partition=all:loc=XXXX
(Where XXXX is the standby MASP disk slot recorded in step 2)

Response to the test disk command is displayed.

Verify that there are no errors and retries are indicated.

eagl estp YY-MM DD hh:nmmss TTTT PPP XX X. x-YY.y.y

TST- DI SK RESULTS

Total clusters: 149949
Free Clusters: 149949
Bad Clusters: 0

Total Free Space: 599796
Max. Contiguous Free Space: 517336
Files: 431

Fol ders: 0

Bytes in Files: 1323558
Lost Chains: 0

Bytes in Lost Chains: 0

Issue the initialize card command for the active MASP.

i nit-card: | oc=XXXX

(Where for the first time executing this command, XXXX is the location of the active
MASP recorded in step 2; Where for the second time executing this command,
XXXX is the location of the standby MASP recorded in step 1)

Response to the initialize command is displayed.

eaglestp YY-MM DD hh:mmss TTTT PPP XX x.x-YY.y.y
* 0261. 0013 * CARD XXXX OAM Card is isolated fromthe
system
ASSY SN XXXXXXXX

eaglestp YY-MM DD hh:mmss TTTT PPP XX x. x-YY.y.y
5038. 0014 CARD XXXX QAM Card is present
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ASSY SN XXXXXXXX
Issue the command to log in to the EAGLE terminal.

[ ogi n: ui d=XXXXXX
(Where XXXXXX is your login ID)

Response to login command is displayed.

eaglestp YY-MM DD hh:mmss TTTT PPP XX x.x-YY.y.y
User logged in on ternminal X

Issue the command to activate capture. See Data Capture for information on how
to set up terminals for data capture.

act-echo: trnmeP
(Where P is a terminal port used in Health Check Preparation, Step 3)

Response to activate command is displayed.

eagl estp YY-MW DD hh:mmss TTTT PPP XX x. x-YY.y.y
act-echo: trnmeP
Command entered at termnal #X

eaglestp YY-MW DD hh:mmss TTTT PPP XX x. x-YY.y.y
Scroll Area Qutput will be echoed to Termnal X

Issue the command to report the status of the MDAL.

rept-stat-card: |l oc=1117
Response to the status command is displayed.

Verify that status is IS-NR.

eagl estp YY-MVM DD hh:nmss TTTT EAGLES XX x. x-YY.yy.y

CARD VERSION TYPE APPL PST
SST AST

1117 —meemmemm E5NMDAL I S-NR
Active  -----

Command Conpl et ed.
Repeat Steps 13 — 18. If second time executing this step, continue to next step.

Inhibit the standby MASP so that the spare MASP may be removed from the
system.

i nh-card: | oc=XXXX
(Where XXXX is the location of the standby MASP.)

Response to the inhibit command is displayed.
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Verify UAM 514 is displayed.

eaglestp YY-MWDD hh:mmss TTTT PPP XX x. x-YY.y.y
Card is inhibited.

eaglestp YY-MWDD hh:mmss TTTT PPP XX x. x-YY.y.y
** 7991, 0514 ** CARD xxxx QAMHC Standby MASP is inhibited

l

Wait for card to boot and return to the | Ml bus.

Remove Standby ESMASP from the system.

Slide the MASP H/S switch (SW3) on the standby MASP up to the unlocked
position (Wait for all drive LEDs to transition to a steady blue).
Remove the standby ESMASP card; the location specified in Step 13

Insert the spare ESMASP card

Slide the MASP H/S switch (SW3) on the standby MASP down to the locked
position (Wait for the MASP H/S LED to transition from blinking blue to off and the
MASP to come up in standby mode).

Issue the allow card to bring the standby MASP in service.

al wcard: | oc=xxxx
(Where XXXX is the location of the standby MASP specified in step 18)

Response to allow card is displayed.

eagl estp YY-MM DD hh:nmss TTTT PPP XX x. X-YY.y.y
Card has been al | owed.

eaglestp YY-MM DD hh:nmmss TTTT PPP XX X. x-YY.y.y
1798. 0014 CARD XXXX QAM Card is present
ASSY SN: 10202081389

Display database version information.

act - upgr ade: acti on=dbst at us
Verify that the standby MASP contains the same database version as the active.

If the database version on the standby disk is not the same as the active
disk, first repeat previous step and then contact My Oracle Support.

If target release was downloaded, verify the version of the inactive partition is that
of the upgrade target release, the database level is 1 and the coherency is V. If
otherwise, contact My Oracle Support.

eagl estp YY-MW DD hh:mm ss TTTT EAGLES XX x. x-YY.yy.y

VERS| ON PST SST AST
DATABASE STATUS: >> OK <<
TDM 1114 ( STDBY) TDM 1116 ( ACTV )

C LEVEL TI ME LAST BACKUP C LEVEL TI ME
LAST BACKUP
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FD BKUP Y
04:49:11 GvIr

FD CRNT Y 148913
148913

MCAP 1113

RD BKUP - -

USB BKP - -

CARD) APPL LOC C
STATUS

OAM RW 1113 -

TDM CRNT 1114 Y
777 NORMAL

TDM BKUP 1114 Y
777 NORMAL

OAM RW 1115 -

OAM USB 1115 -

TDM CRNT 1116 Y
777 NORMAL

TDM BKUP 1116 Y
777 NORMAL

[ NACTI VE PARTI TI ON
CARD) APPL LOC C
STATUS

TDM CRNT 1114 Y
XXX NORMAL

TDM BKUP 1114 Y
XXX NORMAL

TDM CRNT 1116 Y
XXX NORMAL

TDM BKUP 1116 Y
XXX NORMAL

148913 12-10-09 04:49:11 GMr Y

N 148913
- 148913
N 148913
- 148913

GROUP
T LEVEL

All steps in this procedure were completed.

Table Capacity Status

ORACLE

Chapter 3

Table Capacity Status

Y

MCAP 1115

TIME LAST UPDATE

12-10-09 04:47: 40
12-10-09 04:47: 40
12-10-09 04:47: 40

12-10-09 04:47:40

TIME LAST UPDATE

00-00-00 00: 00: 00
00-00-00 00: 00: 00
00-00-00 00: 00: 00

00-00-00 00: 00: 00

148913 12-10-09

VERSI ON

777-777-
777-777-

777-777-

777-777-

VERSI ON

The following procedure is for data collection only. It does not have any pass fail
criteria and does not include command response output.
This procedure collects the current capacity of certain database tables. Upon analysis
of the health check data capture, it is the goal of this procedural to identify if

table capacity is approaching any limitation prior to any impact on the EAGLE’s
performance.
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Issue the following command.
rtrv-1s

Issue the following command.
rtrv-thl-capacity

Issue the following command.
rept-stat-sys

If EGTT feature is on, go to Step 6. If GTT feature is on (refer to Health Check
Preparation, Step 6), issue the following command. Otherwise, go to the end of
this procedure.

rtrv-tt
Issue the following command.

rtrv-gtt:type=xX
(Where XX is any Type displayed in step 4)

If any LNP feature is on, issue the following command.
rtrv-Inp-serv

Issue the following command.

rtrv-cspc

Issue the following command.

rtrv-npp-srs

Health Check Conclusion

This procedure returns the EAGLE to the configuration prior to the start of this health
check.

ORACLE

1.

2.

Issue the command to changes the user’s terminal output group configuration.

chg-trmtrneP: YYY=yes, ZZZ=no
(ZZz is another output group that was recorded in Health Check Preparation, Step
2))

(YYY is an output group that was recorded in Health Check Preparation, Step 2.)

(Where P is the location of the printer terminal recorded in Health Check
Preparation Step 2.)

Response to change terminal command is displayed.

eaglestp YY-MM DD hh: mm ss TTTT PPPPP XX x.x-YY.y.y
chg-trmtrnmeP: YYY=yes, ZZZ=no
Conmand entered at termnal #X

eaglestp YY-MM DD hh: m ss TTTT PPPPP XX x.x-YY.y.y
CHG TRM MASP A — COWMPLTD

Issue the command to changes the user’s terminal output group configuration.
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chg-trmtrmeX YYY=yes, ZZZ=no: TMOUT=TTT
(Where X is the location of the user’s terminal recorded in Health Check
Preparation, Step 2.)

(YYY is an output group that was recorded in Health Check Preparation, Step 2.)

(ZzZz is another output group that was recorded in Health Check Preparation, Step
2))

(TTT is the timeout value that was recorded in Health Check Preparation, Step 2.)
Response to change terminal command is displayed.
eaglestp YY-MM DD hh:mmss TTTT PPPPP XX x.X-YY.y.y

chg-trmtrneX YYY=yes, ZZZ=no
Command entered at term nal #X

eaglestp YY-MM DD hh:mmss TTTT PPPPP XX x.X-YY.y.y
CHG TRM MASP A - COWMPLTD

Issue the command to cancel capture.

canc- echo: trneP
(Where P is a terminal port that was recorded in Health Check Preparation, Step
2)

Response to cancel command is displayed.

eagl estp YY-MM DD hh: mmss TTTT PPPPP XX X.x-YY.y.y
canc-echo: trneP
Command entered at termnal #X

eagl estp 98-03-09 08:29:26 EST Rel XX. X X-YY.Y.Y
Scroll Area Qutput echo disabled for termnal X

All steps in this procedure were completed.
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When the System Health Check has been completed, record all procedures
completed, data along with the date into Health Check Record. Contact your local
Oracle Global Customer Support Center if any failed procedures. Be prepared to

identify your Release level, which procedures failed, and at what point each procedure
failed.
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