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My Oracle Support

My Oracle Support (https://support.oracle.com) is your initial point of contact for all product
support and training needs. A representative at Customer Access Support can assist you with
My Oracle Support registration.

Call the Customer Access Support main number at 1-800-223-1711 (toll-free in the US), or call
the Oracle Support hotline for your local country from the list at http://www.oracle.com/us/
support/contact/index.html. When calling, make the selections in the sequence shown below
on the Support telephone menu:

* For Technical issues such as creating a new Service Request (SR), select 1.

*  For Non-technical issues such as registration or assistance with My Oracle Support, select
2.

*  For Hardware, Networking and Solaris Operating System Support, select 3.

You are connected to a live agent who can assist you with My Oracle Support registration and
opening a support ticket.

My Oracle Support is available 24 hours a day, 7 days a week, 365 days a year.
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The following table provides information about the acronyms and the terminology used in the

document.

Table Acronyms

Acronym Description

3GPP 3rd Generation Partnership Project

5GC 5G Core Network

5GS 5G System

AF Application Function

API Application Programming Interface

AMF Access and Mobility Management Function

CNC Cloud Native Core

CNE Oracle Communications Cloud Native Core, Cloud
Native Environment (CNE)

FQDN Fully Qualified Domain Name

GUI Graphical User Interface

HTTPS Hypertext Transfer Protocol Secure

KPI Key Performance Indicator

HA High Availability

IMSI International Mobile Subscriber Identity

K8s Kubernetes

ME Monitoring Events

Network Slice A logical network that provides specific network
capabilities and network characteristics.

NEF Oracle Communications Cloud Native Core,
Network Exposure Function (NEF)

NF Network Function

NRF Oracle Communications Cloud Native Core,
Network Repository Function (NRF)

NSI Network Slice Instance. A set of Network Function
instances and the required resources (such as
compute, storage and networking resources) which
form a deployed Network Slice.

NSSF Oracle Communications Cloud Native Core,
Network Slice Selection Function (NSSF)

NWDAF Network Data Analytics Function

OAM Operations, Administration, and Maintenance

PLMN Public Land Mobile Network

REST Representational State Transfer

SBA Service Based Architecture

SBI Service Based Interface

SMF Session Management Function

SNMP Simple Network Management Protocol

SUPI Subscription Permanent Identifier

UDM Unified Data Management
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Table (Cont.) Acronyms
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Acronym Description
UE User Equipment
URI Uniform Resource Identifier
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What's New In This Guide

This section introduces the documentation updates for Release 23.1.0 in Oracle
Communications Network Data Analytics Function (OCNWDAF) Installation and Fault
Recovery Guide.

Release 23.1.0 - F76784-02, April 2023

Removed redundant information about database creation from Installing OCNWDAF
CAPA4C section.

Updated the export engine variable parameter in the Install NRF Client section.

Release 23.1.0 - F76784-01, March 2023

Support for Georedundancy: Georedundancy is data replication of one site across
multiple sites to efficiently handle failure scenarios and ensure High Availability (HA).
OCNWDAF now supports both 2 and 3 site Georedundant deployments. For more
information georedundancy parameters, see, Georedundancy Parameters section.

Configure OCNWDAF using CNC Console: Oracle Communications Networks Data

Analytics Function (OCNWDAF) now supports configuring different global and service

parameters using the CNC Console application. For more information see, Configuring
OCNWDAF GUI.

NRF Client Service: This service integrates OCNWDAF with NRF for registration,
discovery, and service status or load related information, along with application and
performance information services. For more information see, Install NRF Client and NRF
Client Parameters sections.

The installation instructions in the following sections have been updated:

— Software Requirements

—  Environment Setup Requirements

— Installation Package Download
— Installing OCNWDAF CAP4C
—  Verifying and Creating OCNWDAF Namespace

— Creating Service Account, Role, and RoleBinding

— Configuring Database, Creating Users, and Granting Permissions

— Pushing the Images to Customer Docker Registry

— Seeding Slice Load and Geographical Data for Simulation

Added a new chapter, Fault Recovery, to describe the various fault recovery scenarios and
their solutions. The Oracle Communications Network Data Analytics Function (OCNWDAF)
Disaster Recovery Guide is deprecated from this release and all content from the
document is moved to this chapter.
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Introduction

This document provides information on how to install Oracle Communications Network Data
Analytics Function (OCNWDAF) and its microservices. It also includes information on
performing fault recovery for OCNWDAF.

1.1 Overview

Oracle Communications Networks Data Analytics Function (OCNWDAF) is a Network Function
(NF) in the 5G core network.

OCNWDAF is a NF that assists in collecting and analyzing data in a 5G network. It enables the
operator to collect and analyze the data in the network through an analytics function. The 5G
technology requires prescriptive analytics to drive closed-loop automation and self-healing
networks. In a 5G network, the consumers and producers of data are 5G Network Functions
(NFs), Application Functions (AFs), and Operations, Administration, and Maintenance (OAM).

OCNWDAF broadly supports the following functions:

*  OCNWDAF collects data from AMF, SMF, and NRF in the network. The data is collected
directly from the NFs or through the Network Exposure Function (NEF).

«  OCNWDAF is designed to provide analytics information to consumer NFs.

A 5G network contains a vast number of devices and sensors generating an enormous amount
of data. OCNWDAF allows the Communications Service providers (CSPs) to efficiently
monitor, manage, automate, and optimize their network operations after analyzing the data
collected across the network. OCNWDAF also helps the CSPs in achieving operational
efficiency and provides an enhanced service experience.

The analytics information provided by OCNWDAF is either statistical information on past
events or predictive information which can be used to balance the resources on the network.
Based on the collected analytics information, the CSPs can roll out new services or modify the
existing services without waiting for a maintenance window in the network. This also ensures
significantly fewer chances of network experiencing downtime.

A OCNWDAF consumer can avail analytics information for different analytic events.
Alternatively, the consumers can subscribe or unsubscribe for specific analytics information as
a one-time event or periodically get notified when a specifically defined event is detected.

Multiple instances of OCNWDAF may be deployed in the 5G network. NRF discovers
OCNWDAF instances for the consumer network functions. The OCNWDAF information can
also be locally configured on the consumer NFs. The OCNWDAF selection function in the
consumer NF selects an OCNWDAF instance based on the available OCNWDAF instances by
using the OCNWDAF discovery principles.

Different OCNWDAF instances present in the 5G network can be configured to provide a
specific type of analytics information. This information about the OCNWDAF instance is
described in the OCNWDAF profile stored in the NRF. The OCNWDAF instance provides the
list of Analytics IDs that it supports when registering to the NRF, apart from other NRF
registration elements required for registration on the NRF. The consumer NFs that need
specific analytics types query the NRF and include the Analytics ID based on the required
data.
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1.2 References

For more information about OCNWDAF, refer to the following documents:

e Oracle Communications Networks Data Analytics Function User Guide

e Oracle Communications Networks Data Analytics Function Solutions Guide

e Oracle Communications Networks Data Analytics Function Troubleshooting Guide

e Oracle Communications Cloud Native Environment Installation and Fault Recovery Guide

e Oracle Communications Cloud Native Core cnDBTier Installation,Upgrade, and Fault
Recovery Guide

e Oracle Communications Cloud Native Core cnDBTier User Guide
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Prerequisites

Before you begin with the procedure for installing OCNWDAF, ensure that the following
requirements are met:

e Software Requirements

e Environment Setup Requirements

e Resource Requirements

/\ Caution

User, computer and applications, and character encoding settings may cause an issue
when copy-pasting commands or any content from PDF. PDF reader version also
affects the copy-pasting functionality. It is recommended to verify the pasted content
especially when hyphens or any special characters are part of copied content.

2.1 Software Requirements

This section describes the software requirements for installing OCNWDAF:

Oracle Communications Cloud Native Environment Specification

Oracle Communications Network Data Analytics Function (OCNWDAF) 23.1.0 can be installed
on OCI, Oracle Communications, Cloud Native Environment (CNE) 1.9.x,1.10.x and 22.1.x.
releases.

Verify the CNE version with the following command:

echo $OCCNE_VERS|I ON

@® Note

From CNE 1.8.x and later, the container platform is podman instead of docker. For
more information about podman installation, see Oracle Communications Cloud Native
Environment Installation, Upgrade, and Fault Recovery Guide.

Mandatory Software
The following software items must be installed before starting the OCNWDAF installation:

Table 2-1 Mandatory Software
|

Software Version
Kubernetes 1.20.7,1.21.7,1.22.5
HELM 3.1.2,3.5.0,3.6.3,3.8.0
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Software Requirements

Table 2-1 (Cont.) Mandatory Software

Software Version

podman 2.2.1,3.2.3,33.1
cnDBTier 224.1

CNC Console 23.1.0

To verify the current helm and Kubernetes version installed on CNE, use the following
commands:

* To check Kubernetes version, run the following command:
kubect| version

e To check the Helm version, run the following command:
hel n8 version

Additional Software

Depending on your requirement, you may have to install additional software while deploying
OCNWDAF. The list of additional software items, along with the supported versions and usage,
is given in the following table:

Table 2-2 Additional Software

Software App Version Required For
elasticsearch 7.9.3 Logging
elastic-client 0.3.6 Metric Server
elastic-curator 55.4 Logging
elastic-exporter 1.1.0 Logging
elastic-master 7.9.3 Logging

logs 3.1.0 Logging
kibana 7.9.3 Logging
grafana 7.5.11 Metrics
prometheus 2.32.1 Metrics
prometheus-kube-state-metrics 1.9.7 Metrics
prometheus-node-exporter 1.0.1 Metrics
metalLb 0.12.1 External IP
metrics-server 0.3.6 Metrics
tracer 1.21.0 Tracing

To verify the installed software items, run the following command:

heln8 |Is -A

If you need any services related to the above software items, and if the respective software is
unavailable in CNE, then install that software before proceeding further.
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2.2 Environment Setup Requirements

This section provides information on environment setup requirements for installing OCNWDAF.

Network Access

The Kubernetes cluster hosts must have network access to the following repositories:

Local docker image repository — It contains the OCNWDAF docker images. To check if
the Kubernetes cluster hosts can access the local docker image repository, pull any image
with an image-tag, using the following command:

docker pul | <docker-repo>/ <i mage- name>: <i nage-t ag>

where:

docker - r epo is the IP address or host name of the docker image repository.

i mage- namne is the docker image name.

i mage-t ag is the tag assigned to the docker image used for the OCNWDAF pod.

Local helm repository — It contains the OCNWDAF helm charts. To check if the
Kubernetes cluster hosts can access the local helm repository, run the following command:

hel m repo update

Client Machine Requirements

This section describes the requirements for client machine, that is, the machine used by the
user to run deployment commands.

The client machine must meet the following requirements:

Network access to the helm repository and docker image repository.
Helm repository configured on the client.
Network access to the Kubernetes cluster.

Required environment settings to run the kubect | and docker commands. The
environment must have privileges to create a namespace in the Kubernetes cluster.

Helm client installed so that the hel m i nst al | command deploys the software in the
Kubernetes cluster.

cnDBTier Requirements

OCNWDAF supports cnDBTier in a virtual CNE (vCNE) environment. cnDBTier must be up
and active in case of containerized CNE. For more information on installation procedure, see
the Oracle Communications Cloud Native Core cnDBTier Installation, Upgrade, and Fault
Recovery Guide.

2.3 Resource Requirements

This section provides information about OCNWDAF resource requirements.

Networks Data Analytics Function Installation and Fault Recovery Guide

F76784-02

October 28, 2025

Copyright © 2022, Oracle and/or its affiliates. Page 3 of 4



ORACLE

Chapter 2
Resource Requirements

Resource Requirements for Helm Test

This section provides the details on resource requirement to install and run OCNWDAF Helm
Test.

Helm Test Job

This job runs on demand when helm test command is executed. It runs the helm test and stops
after completion. These are short-lived jobs, which gets terminated after the work is completed.
Hence, they are not part of active deployment resource, but considered only during helm test
procedures.

Table 2-3 Helm Test Requirement
- __________________________ |

Container Type CPU Request and Limit Per Memory Request and Limit Per
Container Container
Helm Test Request - 1 CPU, Limit- 2 CPU | Request - 1 GB, Limit- 2 GB

Below is an example of the configurations that should be included under the global section of
the oc-nwdaf-custom-values.yaml file.

gl obal :
t est JobResour ces:

limts:
cpu: 2
menmory: 2G
epheneral -storage: 2G

requests:
cpu: 1
menmory: 1G

ephener al - st orage: 200M
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Downloading Installation Package

This chapter describes how to download Oracle Communications Network Data Analytics
Function (OCNWDAF) package.

Installation Package Download

Pushing the Images to Customer Docker Registry

3.1 Installation Package Download

This section provides information about how to download OCNWDAF package.

To download the OCNWDAF package from My Oracle Support:

1.

2
3.
4

10.

Log in to My Oracle Support using the appropriate credentials.

Click Patches & Updates to locate the patch.
In the Patch Search console, select the Product or Family (Advanced) option.

Enter Or acl e Conmuni cati ons Cl oud Native Core - 5Gin the Product field.
Select the product from the Product drop-down

From the Release drop-down, select "Oracle Communications Network Data Analytics
Function <release_number>" Where, <r el ease_nunber > indicates the required
release number of NWDAF.

Click Search.
The Patch Advanced Search Results displays a list of releases.

Select the required patch from the list. The Patch Details window appears.
Click Download. The File Download window appears.
Click the <p***++++* <release_number>_Tekelec>.zip file.

Extract the release package zip file.
Package is named as follows:

nwdaf-pkg-<marketing-release-number>.zip

For example: nwdaf-pkg-23.1.0.0.zip

The OCNWDAF deployment package includes ready-to-use docker images and Helm charts to
help orchestrate containers in Kubernetes. The communication between Pods of services of
OCNWDAF are preconfigured in the Helm charts.

Untar the Package ZIP File

Run the following command to untar the OCNWDAF package zip file to get the docker image
tar file:

tar -xvf nwdaf- pkg- <marketing-rel ease- nunber>.tgz
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unzip

Chapter 3

Pushing the Images to Customer Docker Registry

nwdaf - pkg- <mar ket i ng- r el ease- nunber >. zi p

The nwdaf - pkg. t gz directory consists of following files:

# Root
- images
- installer/
- cap4c-installer
- etc
- scripts
- sql
- nrf-client-installer
- etc
- scripts
- sql
- nwdaf - cap4c-installer
- etc
- scripts
- sql
- nwdaf-installer
- etc
- scripts
- sql
- nwdaf-ats

- ocn-ats-nwdaf - t ool

- ocn-ats-nwdaf -chart

- ocnwdaf tests
- data
- features
- steps

3.2 Pushing the Images to Customer Docker Registry

The OCNWDAF deployment package includes ready-to-use docker images (inside the images
tar file) and Helm charts to help orchestrate containers in Kubernetes. The communication
between service pods of OCNWDAF are preconfigured in the Helm charts.

Table 3-1 Docker Images for OCNWDAF

Service Name Docker Image Name Image Tag
NWDAF Analytics Info Service ocn-nwdaf-analytics 23.1.0.0.0
NWDAF Communication Service ocn-nwdaf-communication 23.1.0.0.0
(Egress Gateway)

NWDAF Configuration Service ocn-nwdaf-configuration-service 23.1.0.0.0
NWDAF Data Collection Service ocn-nwdaf-data-collection-service |23.1.0.0.0
NWDAF Gateway Service (Ingress | ocn-nwdaf-gateway-service 23.1.0.0.0
Gateway)

NWDAF MTLF Service ocn-nwdaf-mtlf-service 23.1.0.0.0
NWDAF Subscription Service ocn-nwdaf-subscription-service 23.1.0.0.0
AMF NF Simulator Service ocn-amf-simulator-service 23.1.0.0.0
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Chapter 3

Pushing the Images to Customer Docker Registry

Table 3-1 (Cont.) Docker Images for OCNWDAF
|

Service Name Docker Image Name Image Tag
SMF NF Simulator Service ocn-smf-simulator-service 23.1.0.0.0
NRF NF Simulator Service ocn-nrf-simulator-service 23.1.0.0.0
Mesa Simulator Service (Data mesa-simulator 2.22.4.0.0
Generator)

cap4c ML model controller cap4c-model-controller 23.1.0.0.0
cap4c ML model executor cap4c-model-executor 23.1.0.0.0
cap4c stream analytics cap4c-stream-analytics 23.1.0.0.0
kafka to mysq|l serializer cap4c-kafka-ingestor 23.1.0.0.0
Reporting service nwdaf-cap4c-reporting-service 23.1.0.0.0
kafka nwdaf-cap4c-kafka 331
nwdaf-cap4c-scheduler nwdaf-cap4c-scheduler-service 23.1.0.0.0
nwdaf-cap4c-spring-cloud-config- | nwdaf-cap4c-spring-cloud-config- |2.22.4.0.0
server server

nwdaf-portal nwdaf-portal 23.1.0.0.0
nwdaf-portal-service nwdaf-portal-service 23.1.0.0.0
redis nwdaf-cap4c-redis 7.0.4
zookeeper nwdaf-cap4c-zookeper 3.8.0
nwdaf-cap4c-initial-setup-script nwdaf-cap4c-initial-setup-script 2.22.4.0.0
ocn-ats-nwdaf-service ocats-nwdaf-subs 23.1.0.0.0
ocn-ats-nwdaf-notify-service ocats-nwdaf-notify-api 23.1.0.0.0
Helm Test nf-test 22.2.0
geo redundancy agent ocn-nwdaf-geo-redundacy-agent 23.1.0.0.0

To push the images to customer docker registry, perform the following steps:

1. Verify the package content, checksums of tarballs in the Readne. t xt file.

2. Load the nwdaf - i mages. t ar file into the docker system. Run the following command:

@ Note

The nwdaf - i nages. t ar file becomes available, once you have untarred the
OCNWDAF package zip file. For more information, see Installation Package

Download.

docker load --input <image file_nane.tar>

Example:

docker load --input imges
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Pushing the Images to Customer Docker Registry

3. Push the Docker images to the docker repository, run the following command:

docker tag <image-name>: <i nage-tag> <docker-repo>/ <i mage- name>: <i nage-t ag>

docker push <docker repo>/ <i mage_name>: <i nage-t ag>

@® Note

It is recommended to configure the docker certificate before running the push
command to access customer registry via HTTPs, otherwise, docker push
command may fail.

4. Verify if the image is loaded correctly by running the following command. Run the following
command:

docker images
5. Push the Helm charts to the Helm repository. Run the following command:

Hel m cm push --force <chart nane>.tgz <Hel mrepo>
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OCNWDAF Installation

This chapter describes how to install Oracle Communications Network Data Analytics Function
(OCNWDAF) on Oracle Communications Cloud Native Environment (CNE).

The steps are divided into two categories:

¢ Preinstallation

e Installation Tasks

You are recommended to follow the steps in the given sequence for preparing and installing
OCNWDAF.

4.1 Preinstallation

To install OCNWDAF, perform the steps described in this section.

@ Note

The kubectl commands might vary based on the platform used for deploying CNC
Policy. Users are recommended to replace kubect | with environment-specific
command line tool to configure kubernetes resources through kube-api server. The
instructions provided in this document are as per the CNE’s version of kube-api server.

4.1.1 Creating Service Account, Role, and RoleBinding

This section describes the procedure to create service account, role, and rolebinding.

( \

© Important

The steps described in this section are optional and you can skip it in any of the
following scenarios:

» If service accounts are created automatically at the time of OCNWDAF
deployment.

» If the global service account with the associated role and role-bindings is already
configured or if you are using any internal procedure to create service accounts.
If a service account with necessary rolebindings is already available, then update
the ocnwdaf / val ues. yam with the account details before initiating the
installation procedure. In case of incorrect service account details, the installation
fails.

\. J

Create Service Account

To create the global service account:
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Create an OCNWDAF service account resource file:

vi <ocnwdaf resource file>

Example:

vi ocnwdaf - sanpl eservi ceaccount -t enpl at e. yam

Update the resource file with the release specific information:

@ Note

Update <helm-release> and <namespace> with its respective OCNWDAF
namespace and OCNWDAF helm release name.

api Version: vl

ki nd: Servi ceAccount

nmet adat a

name: <hel mrel ease>-servi ceaccount
nanespace: <namespace>

where, <hel m r el ease> is the helm deployment name.
<namespace> is the name of the Kubernetes namespace of OCNWDAF. All the microservices
are deployed in this Kubernetes namespace.

Define Permissions using Role

To define permissions using roles:

1.

Create an OCNWDAF roles resource file:

vi <ocnwdaf sanple role file>

Example:

vi ocnwdaf - sanpl erol e-tenpl at e. yan
Update the resource file with the role specific information:

api Version: rbac. authori zation. k8s.io/vl
kind: CusterRole

met adat a
nane: <helmrel ease>-role
rul es
- apiGoups: [""]
resour ces:
- pods
- services
- configmaps
verbs: ["get", "list", "watch"]
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Create RoleBindings

To bind the roles with the service account:

1. Create an OCNWDAF rolebinding resource file:

vi <ocnwdaf sanple rolebinding file>

Example:

vi ocnwdaf - sanpl e-rol ebi ndi ng-tenpl at e. yam

2. Update the resource file with the role binding specific information:

api Version: rbac. authori zation. k8s.io/vl
ki nd: Rol eBi ndi ng

met adat a:

name: <hel mrel ease>-rol ebi ndi ng
namespace: <nanespace>

rol eRef:

api Goup: rbac.authorization.k8s.io
kind: Role

nane: <hel mrel ease>-role

subj ect s:

- kind: ServiceAccount
name: <hel mrel ease>-servi ceaccount
namespace: <nanespace>

Create resources

Run the following commands to create resources:

kubect| -n <nanespace> create -f <service account resource file>;
kubect| -n <nanespace> create -f <roles resource file>;

kubect! -n <nanespace> create -f <rol ebinding resource file>

@® Note

Once the global service account is added, users must add
gl obal . Servi ceAccount Nane in the ocnwdaf / val ues. yam file; otherwise, installation
may fail as a result of creating and deleting custom resource definitions (CRD).

4.1.2 Configuring Database, Creating Users, and Granting Permissions

This section explains how a database administrator can create the databases, users, and grant
permissions to the users for OCNWDAF.
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Perform the following steps to create the OCNWDAF MySQL database and grant permissions
to the OCNWDAF user for database operations:

1. Unzip the package nwdaf-installer.zip
mkdi r nwdaf -installer
unzi p nwdaf-installer.zip -d nwdaf-installer/

2. Log in to the server or machine with permission to access the SQL nodes of NDB cluster.
3. Connect to the SQL node of the NDB cluster or connect to the cnDBTier.

4. Run the following command to connect to the cnDBTier:

kubect! -n <cndbtier_nanespace> exec -it <cndbtier_sql _pod_name> -c
<cndbtier_sqgl _contai ner_nane> -- bash

5. Run the following command to log in to the MySQL prompt as a user with root permissions:
mysql -h 127.0.0.1 -uroot -p

6. Copy the file content from nwdaf-release-package/installer/nwdaf-installer/sql/ocn-nwdaf-
db-script-23.1.0.0.0.sql and run it in the current MySQL instance.

4.1.3 Verifying and Creating OCNWDAF Namespace

This section explains how to verify or create a new namespace in the system.

To verify if the required namespace already exists in the system, run the following command:

$ kubect| get namespaces

In the output of the above command, check if the required namespace is available. If not
available, create the namespace using the following command:

® Note

This is an optional step. Skip this step if the required namespace already exists.

$ kubect! create nanespace <required namespace>

Example:

$ kubect| create nanespace oc- nwdaf

Naming Convention for Namespaces

While choosing the name of the namespace where you wish to deploy OCNWDAF, make sure
the following requirements are met:

e Starts and ends with an alphanumeric character
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e Contains 63 characters or less

e Contains only alphanumeric characters or '-'

® Note

It is recommended to avoid using prefix kube- when creating namespace as this
prefix is reserved for Kubernetes system namespaces.

4.1.4 Verifying Installer

A folder named installer is obtained on decompressing the release package, copy this folder to
the Kubernetes bastion home. To verify if the installer, run the command:

[ -d "./nwdaf -rel ease- package/install er/ nwdaf-installer" ] & echo "nwdaf -
installer exist"

[ -d "./nwdaf -rel ease-package/installer/capdc-installer" ] & echo "capéc-
installer exist"

[ -d "./nwdaf-rel ease- package/install er/ nwdaf - cap4c" ] && echo "nwdaf - cap4c
exi st"

[ -d "./nwdaf-rel ease-package/installer/nwdaf-ats" ] & echo "nwdaf-ats exist"

Sample output:

nwdaf -instal | er exi st
nwdaf - cap4c exi st
cap4c-installer exist

nwdaf - at s exi st

4.2 Installation Tasks

This section describes the tasks that the user must follow for installing OCNWDAF-.

4.2.1 Install NRF Client

This section describes the procedure to install the NRF client and configure the NRF client
parameters.

@® Note

These configurations are required when an NF has to register with the NRF. Before
you proceed with NRF client configuration changes, NRF client service should be
enabled.

Installing NRF client

Preparation
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Set the required environment variables, run the commands:

export K8 NAMESPACE="<nwdaf - kuber net es- nanespace>"
export MYSQL_HOST="<db- host >"

export MYSQL_PORT="<db- port>"

export MYSQL_ENG NE="<db- engi ne>"

Configure The Required Databases

1. Log in to the server or machine with permission to access the SQL nodes of NDB cluster.

2. Connect to the SQL node of the NDB cluster or connect to the cnDBTier, run the
command:

kubect! -n <cndbtier_nanespace> exec -it <cndbtier_sql _pod_name> -c
<cndbtier_sqgl _contai ner_nane> -- bash

3. Connect to MySQL prompt as a user with root permissions:
mysql -h 127.0.0.1 -uroot -p

4. Copy the DDL file content from nwdaf-release-package/nrf-client-installer/sql/ddl.sql and
run it in current MySQL instance.

5. Copy the DCL file content from nwdaf-release-package/nrf-client-installer/sql/dcl.sql and
run it in current MySQL instance

Install nrf-client

Run the scripti nstal l -nrf-client.sh

sh ./ nwdaf -rel ease- package/ nrf-client-installer/scripts/install-nrf-client.sh

Verify the Installation

Run the following command to verify the dependencies:

kubect| get pods -n ${K8_ NAVESPACE}

Verify the status of all the dependencies, ensure they are RUNNING. For example:

[service-user @l urr7-bastion-1 nwdaf-nrf-client-installer]$ kubectl get pods -
n ${ K8_NAMESPACE}

NAMVE READY
STATUS RESTARTS  AGE
nrfclient-appinfo-5495¢ch8779-vj dgd 1/1
Runni ng 0 2nb0s
nrfclient-ocnf-nrf-client-nfdiscovery-6c6787996f-f4zdn 1/1
Runni ng 0 2nB4s
nrfclient-ocnf-nrf-client-nfdiscovery-6c6787996f-wid8d 1/1
Runni ng 0 2nb0s
nrfclient-ocnf-nrf-client-nfnanagenment-7dddb57f b7-bkf7d  1/1
Runni ng 0 2nb0s

nrfclient-ocpm config-6d8f 49dd6- vfl 5] 1/1
Runni ng 0 2nb0s
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You should configure the NRF Client parameters in the ochwdaf-<version>.custom-values.yami
file, for complete list of NRF Client parameters see NRF Client Parameters.

4.2.2 Installing OCNWDAF CAP4C

Set Up the Required Environment Variables

Export the following required environment variables:

export | MAGE_REGQ STRY="<i mage-regi stry-uri>"
export K8 NAMESPACE="<nwdaf - kuber net es- nanespace>"
export ENCRYPT_KEY="<synmetric-encrypt-key>"

Replace the <image-registry-uri>, <nwdaf-kubernetes-namespace>, <symetric-encrypt-key>
with the appropriate values. For instance, the K8_NAMESPACE should be set to ocn-nwdaf as
per the OCNWDAF installation steps provided in previous section to create hamespace.

Configure the Database
CAP4C

Follow the procedure to create CAP4C MySQL database and grant user permissions to the
required users, to perform the necessary operations on the database:

1. Unzip the package cap4c-installer.zip

mkdi r cap4c-installer
unzi p cap4dc-installer.zip -d cap4c-installer/
2. Log in to the server or machine with permission to access the SQL nodes of the NDB

cluster.

3. Connect to the SQL node of the NDB cluster or connect to the cnDBTier. Run the following
command to connect to the cnDBTier:

kubect! -n <cndbtier_nanespace> exec -it <cndbtier_sql _pod name> -c
<cndbtier_sqgl _contai ner_nane> -- bash

4. Run the following command to log in to the MySQL prompt as a user with root permissions.
A user with root permission can create users with required permissions, to perform
necessary operations on the database.

mysgl -h 127.0.0.1 -uroot -p

5. Copy the DDL file content from nwdaf-release-package/installer/cap4c-installer/sql/ddl.sql
and run it in the current MySQL instance.

6. Copy the DCL file content from nwdaf-release-package/installer/cap4c-installer/sql/dcl.sql
and run it in the current MySQL instance.
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@® Note

You can change the DB user and password by editing the file ocn-nwdaf-db-
script-23.1.0.0.0.sql before you run it in the above step, if you change DB user and
password ensure that you export the property variables as described in the Verifying

Dependencies procedure .

Installing Dependencies

1. Unzip the package nwdaf-cap4c-installer.zip
mkdi r nwdaf - cap4c-installer
unzi p nwdaf - cap4c-installer.zip -d nwdaf - cap4c-installer/
2. RunO01-install-dependenci es. sh as follows:
cd nwdaf - cap4c-installer/scripts
sh 01-install-applications.sh
Verifying Dependencies
Run the following command to verify if the dependencies are running:

kubect| get pods -n ${K8_ NAMESPACE}

Verify if the status of all the dependencies (listed below) is Running. If the status of any
dependency is not Running, wait until a maximum of 5 restarts have occurred.

NANVE READY
STATUS RESTARTS AGE

kaf ka-sts-0 1/1
Running O 01s

kaf ka-sts-1 1/1
Running O 01s

kaf ka- sts-2 1/1
Running O 01s

nwdaf - cap4c- spring- cl oud- confi g- server - depl oy- XXXXXXXXX- Xxxxx  1/1
Running O 01s

redi s- mast er - pod 1/1
Running O 01s

redi s-slave-sts-0 1/1
Running O 01s

redi s-slave-sts-1 1/1
Running O 01s

zookeper -sts-0 1/1
Running O 01s

The following is the list of default variables used to configure OCNWDAF. You can export any
variable and it will be replaced in the deployed configuration.
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«  MYSQL_HOST

«  MYSQL_PORT

« KAFKA BROKERS

e DRUID_HOST

e DRUID_PORT

« REDIS_HOST

« REDIS_PORT

e CAP4C_KAFKA_INGESTOR_DB

e CAP4C_KAFKA_INGESTOR_DB_USER

e CAP4C_KAFKA_INGESTOR_DB_PASSWORD

e CAP4C_MODEL_CONTROLLER_DB

e CAP4C_MODEL_CONTROLLER_DB_USER

e CAP4C_MODEL_CONTROLLER_DB_PASSWORD

e CAP4C_MODEL_EXECUTOR_DB_USER

e CAP4C_MODEL_EXECUTOR_DB_PASSWORD

e CAP4C_STREAM_ANALYTICS_DB

«  NWDAF_CAP4AC_REPORTING_SERVICE_USER

*  NWDAF_CAP4C_REPORTING_SERVICE_PASSWORD
«  NWDAF_CAP4C_SCHEDULER_SERVICE_DB

e  NWDAF_CAP4C_SCHEDULER_SERVICE_DB_USER
«  NWDAF_CAP4C_SCHEDULER_SERVICE_DB_PASSWORD
«  NWDAF_CONFIGURATION_HOST

*  NWDAF_USER

«  NWDAF_DB_PASSWORD

Change the default values for the following variables:

export MYSQL_HOST=<any- ot her - nysql - host >
export MYSQL_PORT=<any- ot her - nysql - port >

Setting up Encrypted Credentials

To encrypt the credentials, run the following commands:

export CAPAC_PASSWORD=cap4c_passwd

export CAPAC MODEL_CONTROLLER PASSWORD="'{ci pher}$(kubect| -n ${K8_ NAMESPACE}
exec $(kubect! -n ${K8 NAVESPACE} get pods --no-headers -o custom

col utms=": et adat a. name" | grep nwdaf - cap4c-spring-cl oud-config-server) --
curl -s local host: 8888/ encrypt -d ${CAPAC PASSWORD})' "

export CAPAC KAFKA | NGESTOR DB _PASSWORD="'{ci pher}$(kubectl -n $

{ KB_NAMESPACE} exec $(kubectl -n ${K8 NAMESPACE} get pods --no-headers -0
cust om col ums=": net adat a. nane" | grep nwdaf - cap4c- spring-cl oud- confi g-
server) -- curl -s local host: 8888/ encrypt -d ${CAP4AC PASSWORD})"' "
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export CAPAC MODEL EXECUTOR DB PASSWORD="'{ci pher}$(kubectl -n $
{K8_NAMESPACE} exec $(kubectl -n ${K8 NAMESPACE} get pods --no-headers -0
cust om col ums=": net adat a. nane" | grep nwdaf - cap4c- spring-cl oud- confi g-
server) -- curl -s local host: 8888/ encrypt -d ${CAPAC PASSWORD})"' "

export NWDAF_CAP4C REPORTI NG SERVI CE_PASSWORD="'{ci pher}$( kubect| -n $
{K8_NAMESPACE} exec $(kubectl -n ${K8 NAMESPACE} get pods --no-headers -0
cust om col ums=": net adat a. nane" | grep nwdaf - cap4c- spring-cl oud- confi g-
server) -- curl -s local host: 8888/ encrypt -d ${CAPAC PASSWORD})"'"

export NWDAF_CAPAC_SCHEDULER SERVI CE_DB_PASSWORD="'{ci pher}$(kubectl -n $
{K8_NAMESPACE} exec $(kubectl -n ${K8 NAMESPACE} get pods --no-headers -0
cust om col ums=": net adat a. nane" | grep nwdaf - cap4c- spring-cl oud- confi g-
server) -- curl -s local host: 8888/ encrypt -d ${CAP4AC PASSWORD})"'"

export NWDAF DB PASSWORD=ocn_nwdaf _user passwd

export NWDAF DB PASSWORD="'{ci pher}$(kubect| -n ${K8 NAVESPACE} exec $
(kubect!l -n ${K8 NAMESPACE} get pods --no-headers -o custom

col ums=": et adat a. name" | grep nwdaf - cap4c-spring-cl oud-config-server) --
curl -s local host: 8888/ encrypt -d ${ NWDAF DB PASSWORD}) ' "

® Note

The NWDAF_<microservice>_PASSWORD and
CAPA4C_<microservice>_PASSWORD by default are the same that the DB users
created in the section Configure the Database, if you change the password in this
step, you must change the passwords in the database before you continue with the
installation.

Configuring Dependencies

Run 02- pr epar e- dependenci es. sh, as follows:

cd nwdaf - cap4c-installer/scripts

sh 02- prepar e- dependenci es. sh

Installing CAP4C Images

Runinstal | -applications. sh, as follows:

cd ~/ nwdaf - rel ease- package/instal |l er/cap4dc-installer/scripts

sh install-applications.sh

Verify if all the services are up and running, run the command:

kubect| get pods --nanespace=ocn-nwdaf -0 wide
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Sample output:

NANVE READY
STATUS RESTARTS  AGE

nwdaf - cap4c-reporting-service-depl oy- 59565b4b95- cfl s9 1/1
Runni ng 0 3mL3s

nwdaf - cap4c- schedul er - servi ce- depl oy- 67ddc89858- 29f cr 1/1
Runni ng 0 3mL3s

nwdaf - cap4c- schedul er - servi ce- depl oy- 67ddc89858- s2gr 7 1/1
Runni ng 0 3mL3s

cap4c-nodel -control | er-depl oy- 6469bbccd8- wghkm 1/1
Runni ng 0 3nB0s

cap4c- nodel - execut or - depl oy- 579969f 887- 9t dd2 1/1
Runni ng 0 3n29s

cap4c-stream anal yti cs-depl oy-57¢6556865- ddhks 1/1
Runni ng 0 3n29s

cap4c-stream anal yti cs-depl oy-57¢6556865- gp2qs 1/1
Runni ng 0 3n29s

cap4c- kaf ka- i ngest or - depl oy- 596498b677- 4bnj 8 1/1
Runni ng 0 3nB8s

cap4c- kaf ka- i ngest or - depl oy- 596498b677- xv8l ¢ 1/1
Runni ng 1 3nB8s

Install OCNWDAF Images

Run 01-install-applications. sh, as follows:

cd ~/ nwdaf -rel ease- package/instal | er/ nwdaf-installer/scripts

sh install-applications.sh

Verify if all the services are up and running, run the command:

kubect| get pods --nanespace=ocn-nwdaf -0 wide

Figure 4-1 Sample Output

NAME STATUS
esa-simulator-6ddbc7566-fzZbb Running
ocn-amf-simulator-584cch8fd4-z8vsb Running
ocn-nrf-simulator-d44bedd? f-6xrék Running
ocn-nwdaf-analytics-65bff75c66-8jvnh Running
ocn-nwdaf - communi cation-6db68495f9-pxras Running
ocn-rwdaf-configuration-service-5559bf758d-tf7tt Running
ocn-nwdaf-data-collection-59df58798b-rg6b5s Running
ocn-nwdaf-gateway-584577d8b7-9zttr Running
ocn-nwdaf-mt1f-5546¢cf4645-4hfre Running
ocn-nwdaf-subscription-84f8b74cc7-rstcc Running
ocn-smf-simulator-c75d568cd-hj511 Running

ESTARTS AGE IP NODE NOMINATED NODE  READINESS GATES
2lh  10.233.65.51 sunstreaker-k8s-node-5  <none> <none>
2Zh  10.233.79.5@ sunstreaker-k8s-node-4  <none> <nones
43m  19.233.64.77  sunstreaker-k8s-node-3  <none> <none>
45m  10.233.79.53  sunstreaker-k8s-node-4  <none> <nones
2zh  10.233.76.51 sunstreaker-k8s-node-2Z  <none> <none>
2lh  10.233.67.33 sunstreaker-k8s-node-1  <none> <nones
2lh  10.233.76.52 sunstreaker-k8s-node-2  <none> <none>
40m  10.233.64.78 sunstreaker-k8s-node-3  <none> <nones
2Zzh  10.233.88.33 sunstreaker-k8s-node-6  <none> <none>
2lh  10.233.65.5@ sunstreaker-k8s-node-5 <none> <nones
2zh  10.233.64.76 sunstreaker-k8s-node-3  <none> <none>

Rl
]
[:]
]
5
(]
[:]
(]
[:]
(]
[:]
=

All micro services running in K8's and each one is a pod. Each microservice will only have one
pod.
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OCNWDAF Microservices Port Mapping

Table 4-1 Port Mapping
|

Service Port Type IP Type Network Type | Service Port Container Port
ocn-amf- Internal ClusterlP Internal / K8s 8085/TCP 8080/TCP
simulator

mesa-simulator | Internal ClusterlP Internal / K8s 8097/TCP 8080/TCP
ocn-nrf- Internal ClusterlP Internal / K8s 8084/TCP 8080/TCP
simulator

ocn-nwdaf- Internal ClusterlP Internal / K8s 8083/TCP 8080/TCP
analytics

ocn-nwdaf- Internal ClusterlP Internal / K8s 8082/TCP 8080/TCP
communication

ocn-nwdaf- Internal ClusterlP Internal / K8s 8096/TCP 8080/TCP
configuration-

service

ocn-nwdaf- Internal ClusterlP Internal / K8s 8081/TCP 8080/TCP
data-collection

ocn-nwdaf- Internal ClusterlP Internal / K8s 8088/TCP 8080/TCP
gateway

ocn-nwdaf-mtlf | Internal ClusterlP Internal / K8s 8093/TCP 8080/TCP
ocn-nwdaf- Internal ClusterlP Internal / K8s 8087/TCP 8080/TCP
subscription

ocn-smf- Internal ClusterlP Internal / K8s 8094/TCP 8080/TCP
simulator

4.2.3 Seeding Slice Load and Geographical Data for Simulation

To simplify the running of the script, a docker image is created with the csv_data and json_data
embedded into the image.

Verify if the nwdaf-cap4c-initial-setup-script pod is running in the cluster, if not, create the
values.yml file as below:

gl obal :
proj ect Nane: nwdaf - cap4c-initial -setup-script
i mgeNane: nwdaf - cap4c/ nwdaf - cap4c-initial - setup-script
i mgeVersion: 2.22.4.0.0
config:
env:
APPLI CATI ON_NAME: nwdaf - cap4c-initial - setup-script
APPL| CATI ON_HOVE: [ app

Run the HELM command:

hel minstall nwdaf-cap4c-initial-setup-script https://artifacthub-
phx. oci . oracl ecorp.con artifactory/ ocnwdaf - hel mi nwdaf - cap4c- depl oynent -
tenplate-22.0.0.tgz -f <path_values file>/values.ym -n <namespace_name>
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A container will be running inside the K8s cluster, identify the name of the container, run the
following command:

$ kubect| get pods -n <nanmespace_nane>

Sample output:
NANVE READY  STATUS
RESTARTS AGE

nwdaf - cap4c-initial -setup-script-depl oy-64b8f bcd9-2vqgf9 1/1 Runni ng
0 55s

Search for the name and port of the configurator service, to be used later on. Run the
command:

$ kubect| get svc -n <namespace_nane>

Sample output:

NAMVE TYPE CLUSTER-
| P EXTERNAL- 1P PORT(S) AGE

ocn- nwdaf - confi gurati on-service ClusterlP

10. 233.57.212  <none> 8096/ TCP 38d

Run the following command to access the container:

$ kubect| exec -n <namespace_nane> nwdaf - cap4c-initial - setup-script-
depl oy- 64b8f bcd9-2vgf 9 -it bash

Once the container is accessed, run the following script to begin the data loading, starting with
the loading of slices:

@® Note

Instead of using the IP address the host name is used.

$ python3 cells_|loader.py -c /app-data/csv_data -f slices -i
<confi gurat or _servi ce_nane>. <nanespace_nane>: <confi gurator_service_port> -t 2

For example:

python3 cells_| oader.py -c /app-data/csv_data -f slices -i ocn-nwdaf -
configuration-service-internal:8096 -t 2

To begin loading the cells, run the command:

$ python3 cells_l oader.py -c /app-data/csv_data -j /app-data/json_data -f
austin_cells -i
<confi gurat or_servi ce_nane>. <nanespace_nane>: <configurator_service port> -t 1
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For example:

python3 cells_| oader.py -c /app-data/csv_data -j /app-data/json_data -f
austin_cells -i ocn-nwdaf-configuration-service-internal:8096 -t 1

Note that the -f parameter indicates the data source file being used, while -t defines the type of
load.

Other optional parameters:

e -c/ --csv_directory [full path]

This parameter indicates the data directory which contains the specified filename .csv file.
It must be the full system path of the directory containing the .csv data file.

e -j I --json_directory [full path]

This parameter indicates the data directory which contains the specified filename .json file.
It must be the full system path of the directory containing the .json data file.

e -i [ --hostlp [host |P]

This is the IP address of the server where the Configurator service is installed, it must be
reachable from the machine that runs this script. The IP address must contain the port
when appropriate.

e =-p/ --protocol [protocol]

This is the protocol used by the Configurator service. Valid values are "http" or "https".
Default is "http".

4.2.4 Verifying OCNWDAF Installation

This section describes how to verify if OCNWDAF is installed successfully.

To check the installation status, run any of the following commands:

hel B |s rel ease_name -n <rel ease- namespace>

Example:

hel r8 I's ocnwdaf -n ocnwdaf _nanespace

You should see the status as DEPLOYED if the deployment is successful.

To get status of jobs and pods, run the following command:

kubect| get jobs, pods -n rel ease_nanespace
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Example:

kubect!| get pod -n ocnwdaf

You should see the status as Running and Ready for all the pods if the deployment is
successful.

Run the following command to get status of services:

kubect| get services -n rel ease_namespace

Example:

kubect| get services -n ocnwdaf namespace

® Note
Take a backup of the following files that are required during disaster recovery:
e Updated ocnwdaf-custom-values.yaml file
e Updated helm charts

e secrets, certificates, and keys that are used during installation

If the installation is not successful or you do not see the status as Running for all the pods,
contact My Oracle Support (MOS).

4.2.5 Performing Helm Test

Helm Test is a feature that validates the successful installation of OCNWDAF and determines if
the NF is ready to take traffic. The pods are tested based on the namespace and label selector
configured for the helm test configurations.

@® Note

Helm Test can be performed only on helm3.

Prerequisite: To perform the helm test, you must have the helm test configurations completed
under the "Global Parameters" section of the cust om val ues. yam file. For more
information on parameters, see Global Parameters.

Run the following command to perform the helm test:
hel n8 test <hel mrel ease_nane> -n <nanespace>
where:

hel m r el ease- nane is the release name.

nanespace is the deployment namespace where OCNWDAF is installed.
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Example:
hel n8 test ocnwdaf -n ocnwdaf

Sample output:

NAME: ocnwdaf

LAST DEPLOYED: Mon Nov 14 11:01: 24 2022
NAMESPACE: ocnwdaf

STATUS: depl oyed

REVI SION. 1

TEST SUI TE: ocnwdaf -t est

Last Started: Mn Nov 14 11:01:45 2022
Last Conpleted: Mon Nov 14 11:01:53 2022
Phase: Succeeded

NCTES:

# Copyright 2022 (C, Oracle and/or its affiliates. Al rights reserved

4.2.6 Configuring OCNWDAF GUI

This section describes how to configure Oracle Communications Networks Data Analytics
Function (OCNWDAF) GUI using the following steps:

Configure OCNWDAF GUI in CNC Console

Prerequisite: To configure OCNWDAF GUI in CNC Console, you must have CNC Console
installed. For information on how to install CNC Console, refer to Oracle Communications
Cloud Native Configuration Console Installation, Upgrade and Fault Recovery Guide.

Before installing CNC Console, ensure that the instances parameters are updated in the
occncc_custom_values.yaml file.

If CNC Console is already installed, ensure all the parameters are updated in the
occncc_custom_values.yaml file. For information refer to Oracle Communications Cloud Native
Configuration Console Installation, Upgrade and Fault Recovery Guide.

Access OCNWDAF GUI

To access OCNWDAF GUI, follow the procedure mentioned in the "Accessing CNC Console"
section of Oracle Communications Cloud Native Configuration Console Installation, Upgrade
and Fault Recovery Guide.
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Customizing OCNWDAF
This section describes how to customize OCNWDAF.

The OCNWDAF deployment is customized by overriding the default values of various
configurable parameters in the oc- nwdaf - cust om val ues. yam file.

To customize the custom yaml files, perform the following steps:

1. Unzip the Custom_Templates file available in the extracted documentation release
package to get the following files that are used to customize the deployment parameters
during installation:

a. oc-nwdaf - cust om val ues. yanl : This file is used to customize the deployment
parameters during installation.

b. oc- nwdaf - cust om val ues- at s. yan : This file is used to customize the
OCNWDAF deployment with ATS.

c. nwdaf Al ertrul es. yanl : This file is used for Prometheus.

For more information on how to download the package from My Oracle Support, see the
Installation Package Download section.

2. Customize the oc- nwdaf - cust om val ues. yan file.

3. Save the updated oc- nwdaf - cust om val ues. yan file in the helm chart directory.

® Note

» All parameters mentioned as mandatory must be present in Custom Values YAML
file and configured before the deployment.

»  All fixed value parameters listed must be present in the Custom Values YAML file
with the exact values as specified in this section.

5.1 Configurable Parameters

This section lists all the OCNWDAF configurable parameters.
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5.1.1 Global Parameters

Table 5-1 Global Paramaters

. ___________________________________________________|
Parameter Description Details

gl obal . t est. nf Name This is a mandatory parameter. Default value: ocnwdaf

The value of nfName is specified as
ocnwdaf. The nfName is used as a
prefix in the test container name.

gl obal . test.imge. name | Thisis a mandatory parameter. Default value: nf_test
Name of the test image.

gl obal . test.imge.tag This is a mandatory parameter. Default value: 22.2.0
Name of the test image tag.

gl obal . test. config.loglL | This is an optional parameter. Range: INFO, DEBUG,

evel Helm test hook-related configurations. It | FATAL, ERROR, WARN
indicates the logging level of the test Default value: INFO
container.

gl obal . test.config.time |Thisis an optional parameter. Default value: 240

out Helm test hook-related configurations.

Beyond this duration, helm test is
considered as a failure.

gl obal . test. conpl i anceE | This is an optional parameter. Range: true, false
nabl e Helm test hook-related configurations. | Default value: true
Sets the test container as compliant.
gl obal . test.resources This is a mandatory parameter. Default value:
It specifies the resources to which the - deployments/vl
test pod needs access. - configmaps/vl
- serviceaccounts/vl
-poddisruptionbudgets/vl
- roles/vl

- statefulsets/vl
- services/vl
- rolebindings/vl

Example of the configurations that should be included under the global section of the oc-
nwdaf-custom-values.yaml file.

gl obal :
test:
nf Name: ocnwdaf
i mage:
nane: nf _test
tag: 22.2.0
config:
| ogLevel : | NFO
timeout: 240
conpl i anceEnabl e: true
resour ces:

- depl oynments/ vl
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- configmaps/vl

- serviceaccounts/vl
- poddi sruptionbudgets/vl
- roles/vl

- stateful sets/vl
- services/vl

- rol ebi ndings/ vl

5.1.2 Microservice Parameters

For each microservice, there is an option to specify the following parameters in its own
values.yaml file to perform the readinessProbe.

Table 5-2 Microservice Parameter

Chapter 5

Configurable Parameters

Parameter

Description

Details

r eadi nessProbe
ySeconds

.initialDela

This is an optional parameter.

Specifies the configurable wait
time before performing the first
readiness probe by Kubelet.

Default value:

20

r eadi nessProbe
nds

. ti meout Seco

This is an optional parameter.

Number of seconds after which
the probe times out.

Default value:

r eadi nessProbe
ds

. peri odSecon

This is an optional parameter.

Specifies the time interval for
every readiness probe check
performed by Kubelet.

Default value:

10

r eadi nessProbe
shol d

.successThre

This is an optional parameter.

Minimum consecutive successes
for the probe to be considered
successful after having failed.

Default value:

r eadi nessProbe
shol d

.failureThre

This is an optional parameter.
When a Pod starts and the probe
fails, Kubernetes will try
failureThreshold times before
giving up.

Default value:

Following is an example of the configurations that should be included in the values.yaml/ file of
each microservice.

r eadi nessProbe:

initial Del aySeconds: 20
ti meout Seconds: 3

peri odSeconds: 10
successThreshold: 1
failureThreshol d: 3

5.1.3 Georedundancy Parameters

Configure the following parameters to enable and configure georedundancy in the custom
values file for OCNWDAF:
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Table 5-3 REDUNDANCY AGENT CONFIGURATION

Parameter

Description

Chapter 5

Configurable Parameters

Default Value

ocnwdaf.cluster.namespace

Name space of the
deployment

WZ3O3I<KO0OTOATMPUSZOO0QOPODTVUDINIDFIFTHFFIOIQ@QINDIO ® 0 =2

ocn-nwdaf

ocnnwdaf.geored.hooks.database

Database information for the
hook

nwdaf_subscription

ocnnwdaf.geored.hooks.table

Table information for the hook

nwdaf_subscription

ocnnwdaf.geored.hooks.columnl

Column1 information for the
hook

record_owner
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Table 5-3 (Cont.) REDUNDANCY AGENT CONFIGURATION
|

Parameter

Description

Chapter 5
Configurable Parameters

Default Value

ocnnwdaf.geored.hooks.column2

Column2 information for the
hook

current_owner

ocnnwdaf.geored.hooks.image

Image information for the
hook

ocnwdaf-docker.dockerhub-
phx.oci.oraclecorp.com/
nwdaf-cap4c/nwdaf-cap4c-
mysql:8.0.30

ocnnwdaf.geored.agent.name

Name of the deployment

ocn-nwdaf_georedagent

ocnnwdaf.geored.agent.replicas

Number of Replicas

1

ocnnwdaf.geored.agent.image.source

Image for GRD Agent

®

P TOXLNITFOQIITOIHOCDSFILLOZ © F 0O =2

ZsecTe-3

occne-repo-host:5000/occne/
redagent-ms-dev:1.0.31

ocnnwdaf.geored.agent.image.pullPolicy

Image Pull Policy

IfNotPresent
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etPort

Parameter Description Default Value

ocnnwdaf.geored.agent.resources.limits. | CPU Limit 1

cpu

ocnnwdaf.geored.agent.resources.limits. | Memory Limit 1Gi

memory

ocnnwdaf.geored.agent.resources.reque | CPU Request 1

st.cpu

ocnnwdaf.geored.agent.resources.reque | Memory Request 1Gi

st.memory

ocnnwdaf.geored.agent.service.type Service Type of the ClusterlP
Deployment

ocnnwdaf.geored.agent.service.port.con | Container Port of the 9181

tainerPort Deployment

ocnnwdaf.geored.agent.service.port.targ | Target Port of the Deployment | 9181

ocnnwdaf.geored.agent.service.port.na
me

Name of the Service Port

ocnwdafgeoredagentport

eusport.targetPort

ocnnwdaf.geored.agent.service.prometh | Container Port of the 9000
eusport.containerPort Prometheus
ocnnwdaf.geored.agent.service.prometh | Target Port of the Prometheus | 9000
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|

Parameter Description
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Configurable Parameters

Default Value

eusport.name

ocnnwdaf.geored.agent.service.prometh | Name of the Prometheus

®

S50V T30 "TTOSSTOQDNYNTOIYNIZOTDODIILOZ M~ 0 =2

Woo<OoOT DO

c D
—

©

http-cnc-metrics
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|
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AGENT_SITE_NUMBER

Parameter Description Default Value
ocnnwdaf.geored.agent.env.GEO_RED | Enable/Disable HTTP2 TRUE
AGENT_SERVER_HTTP2_ENABLED
ocnnwdaf.geored.agent.env.GEO_RED _ | Time Interval To check 10000
AGENT_HEARTBEAT_INTERVAL_MS | HeartBeat in "ms"
ocnnwdaf.geored.agent.env.GEO_RED_ | Number of Time Times to 5
AGENT_HEARTBEAT_THRESHOLD check Heart Beat
ocnnwdaf.geored.agent.env.GEO_RED__ | Number of Time Times to 5
AGENT_CORE_COMP_THRESHOLD | check Heart Beat toward

Core Components provides
ocnnwdaf.geored.agent.env.GEO_RED__ | Current Site Number 1

ocnnwdaf.geored.agent.env.GEO_RED _
AGENT_SITE_ID

Current Site ID

OCNWDAF-XX-1

AGENT_MICROSERVICE_LIVELINESS
_MS

ocnnwdaf.geored.agent.env.GEO_RED __ | Number of Mated Sites. Itis |1
AGENT_NUMBER_OF_MATED_SITE |updated based on GRD Sites

in sync.
ocnnwdaf.geored.agent.env.GEO_RED _ | Current Agent Address. The
AGENT_SELF_ADDRESS resolvable URL of the

OCNNWDAF Gateway

service. This address should

be reachable outside the

cluster .
ocnnwdaf.geored.agent.env.GEO_RED __ | Check Interval for OCNWDAF | 10000

Microservice in "ms".

ocnnwdaf.geored.agent.env.GEO_RED_
AGENT_OCNWDAF_CORE_COMPON
ENT_LIST

List of OCNWDAF
microservices that needs to
be verified.

ocn-nwdaf-subscription

ocnnwdaf.geored.agent.env.GEO_RED _
SITE_SUBSCRIPTION_OWNERSHIP_
TRANSFER_URL

Subscription API for
Ownership Transfer

http://ocn-nwdaf-subscription-
service-internal:8087/nnwdaf-
eventssubscription/vl/
subscriptions/
updateServingOwner

ocnnwdaf.geored.agent.env.GEO_RED_
SITE_DATA_COLLECTION_URL

Data Collection API for
Ownership Check

http://ocn-nwdaf-data-
collection-service-
internal:8081/ra/notify

ocnnwdaf.geored.agent.env.GEO_RED _
AGENT_DBTIER_REPLICATION_STAT
US_URL

DBTier Monitor Service URL
for Replication

Use the Reachable Monitor
Service from Deployed CNDB
namespace. For example:
http://mysql-cluster-db-
monitor-svc.
{cndbnamspace}.svc.
{domainname}:8080/db-tier/
status/replication

ocnnwdaf.geored.agent.env.GEO_RED _
AGENT_DBTIER_STATUS_URL

DBTier Monitor Service URL
for Local

Use the Reachable Monitor
Service from Deployed CNDB
namespace. For example:
http://mysql-cluster-db-
monitor-svc.
{cndbnamspace}.svc.
{domainname}:8080/db-tier/
status/local
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Default Value

ocnnwdaf.geored.agent.env.GEO_RED _
AGENT_SITE_SECONDARY_SITEID

Secondary Site ID

OCNWDAF-XX-2

ocnnwdaf.geored.agent.env.GEO_RED _
AGENT_SITE_SECONDARY_ADDRES
S

Secondary Site Address

The Resolvable URL of the
OCNWDAF Gateway of
Secondary Site.

This address should be
reachable outside the cluster

ocnnwdaf.geored.agent.env.GEO_RED _
AGENT_SITE_TERTIARY_SITEID

Tertiary Site ID

OCNWDAF-XX-3

ocnnwdaf.geored.agent.env.GEO_RED _
AGENT_SITE_TERTIARY_ADDRESS

Tertiary Site Address

The Resolvable URL of the
OCNWDAF Gateway of
Tertiary Site.

This address should be
reachable outside the cluster

ocnnwdaf.geored.agent.env.GEO_RED _
AGENT_DB_URL

IP of the Site DBTier

The Cluster IP/External IP of
the CNDB

AGENT_DB_NAME

ocnnwdaf.geored.agent.env.GEO_RED __ | Name of the DB User with occneuser
AGENT_USERNAME privileges to GRD DB and

Subscription DB. The user

should have access to both

GRD and Subscription

Databases
ocnnwdaf.geored.agent.env.GEO_RED_ | Password for the DB User password
AGENT_PASSWORD
ocnnwdaf.geored.agent.env.GEO_RED _ | Enable/Disable GRD false
AGENT_ENABLE
ocnnwdaf.geored.agent.env.GEO_RED__ | Port of the DB 3306
AGENT_DB_PORT
ocnnwdaf.geored.agent.env.GEO_RED _ | Name of the GRD Database |georedagent

ocnnwdaf.geored.agent.env.GEO_RED_

AGENT_CONFIG_SERVER

Config Server URL for the
Site's OCNWDAF

http://nwdaf-cap4c-spring-
cloud-config-server:8888

5.1.4 NRF Client Parameters

To configure NRF client parameters, you should configure the following parameters in the
ocnwdaf-<version>.custom-values.yaml file. The following table provides details about the NRF
client customization parameters in the ocnwdaf-<version>.custom-values.yaml file:
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Table 5-4 Configurable Parameters - NRF Client Configuration

Parameter

Description

Details

global.deploymentNrfClientServic
e.envNfNamespace

This is a mandatory parameter.
Contains the namespace of the
services to be monitored by
performance service.

Default value: No services are
monitored, leave blank.

@ Not
e

If no
servi
ces
are
to be
moni
tored
envN
fNam
espa
ce
can
be
left
blank

nrf-
client.configmapApplicationConfi
g.profile

This is a mandatory parameter.
Contains configuration
parameters that goes into nrf-
client's config map.

@® Not
e

See
confi
g_
map
table
for
confi
gura
ble
para
mete
rs

Default Value: Valid profile.
Please refer to the ocnwdaf-
<version>custom-values.yaml

example below.
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Table 5-4 (Cont.) Configurable Parameters - NRF Client Configuration

Parameter

Description

Details

appinfo.infraServices

This is a conditional parameter.

Set this parameter to an empty

array if any one of the following

conditions are met:

»  Deploying on occne 1.4 or
lesser version

*  Not deploying on OCCNE

* Do not wish to monitor infra
services such as db-monitor
service

NA

perf-
info.configmapPerformance.prom
etheus

This is a conditional parameter.
Specifies Prometheus server
URL.

® Not
e

If no
value
is
speci
fied,
OCN
WDA
F
repor
ts "0"
load
to
NRF

Default Value: http://prometheus-
server.prometheus:5802

global.leaderPodDbName

Contains the name for Leader
Pod Database in the global
parameters. This database is
unique per site.

Range: Valid database name.

nrf-client-
nfmanagement.dbConfig.leaderP
odDbName

Contains the name for Leader
Pod Database in the nrf-client-
nfmanagement.dbConfig.

Range: Valid database name.

global.networkDbName

Contains the network database
name in the global parameters.

Default Value: Valid Release
Database name.

For Example: nwdafReleaseDB

nrf-client-
nfmanagement.dbConfig.network
DbName

Contains the network database
name in the nrf-client-
nfmanagement.dbConfig
parameters.

Default Value:
networkDbNameRef
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Table 5-4 (Cont.) Configurable Parameters - NRF Client Configuration

Parameter

Description

Details

nrf-client-
nfmanagement.enablePDBSuppo
rt

Set this to true to enable PDB
Support.

@® Not
e

If this
para
mete
ris
set
to
true,
helm
test
will
fail. It
isan
expe
cted
beha
vior,
as
the
mod
eis
activ
e
and
on
stan
dby,
lead
er
pod
(nrf-
client
man
age
ment
) will
bein
a
read
y
state
and
follo
wer
will
not
bein
read

Range: true or false
Default Value: true
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Table 5-4 (Cont.) Configurable Parameters - NRF Client Configuration

Parameter

Description

Details

y
state,

whic
h will
lead
to
failur
ein
the
helm
test.

nrf-client-nfmanagement.replicas

Contains number of NRF-Client
replicas.

Default Value: 2

Table 5-5 Configurable parameters of NRF Client Configuration in Config-map

Parameter

Description

Details

primaryNrfApiRoot

Primary NRF hostname and port
Hostname/IP:Port.

Range: Valid API root
Applicable to: OCNWDAF

Added, Deprecated, or Updated:
Added in Release 1.6.x

SecondaryNrfApiRoot secondary NRF hostname and Range: Valid API root
port Hostname/IP:Port Applicable to: OCNWDAF
For example: nrf2-api- Added, Deprecated, or Updated:
gateway.svc:80 Added in Release 1.6.x
retryAfterTime When primary NRF is down, this | Range: Valid ISO 8601 duration

will be the wait Time (in 1ISO 8601
duration format) after which
request to primary NRF will be
retried to detect primary NRF's
availability.

For example: PT120S

format
Applicable to: OCNWDAF

Added, Deprecated, or Updated:
Added in Release 1.6.x

nrfClientType

The NfType of the NF registering.
This should be set to OCNWDAF.

Default Value: OCNWDAF
Applicable to: OCNWDAF

Added, Deprecated, or Updated:
Added in Release 1.6.x
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Table 5-5 (Cont.) Configurable parameters of NRF Client Configuration in Config-map

Parameter

Description

Details

nrfClientSubscribeTypes

NF Type(s) for which the NF
wants to discover and subscribe
to the NRF.

@ Not
e

Leav
e
blank
if
OCN
WDA
F
does
not
requi
re
this
optio
n.

Range: AMF, NRF, UDM, SMF,
AUSF, NEF, PCF, SMSF, NSSF,
UDR, LMF, GMLC, 5G_EIR,
SEPP, UPF, N3IWF, AF, UDSF,
BSF, CHF, NWDAF

Applicable to: OCNWDAF

Added, Deprecated, or Updated:
Added in Release 1.6.x

appProfiles

NfProfile of OCNWDAF to be
registered with NRF.

Range: Valid NF Profile
Applicable to: OCNWDAF

Added, Deprecated, or Updated:
Added in Release 1.6.x

enableF3

Support for 29.510 Release 15.3.

Range: true or false
Default Value: true

Applicable to: OCNWDAF

Added, Deprecated, or Updated:
Added in Release 1.6.x

enableF5

Support for 29.510 Release 15.5.

Range: true or false
Default Value: true

Applicable to: OCNWDAF

Added, Deprecated, or Updated:
Added in Release 1.6.x

renewal TimeBeforeExpiry

Time(seconds) before the
subscription validity expires.
For example: 3600 (1hr)

Range: Time in seconds
Default Value: 3600

Applicable to: OCNWDAF

Added, Deprecated, or Updated:
Added in Release 1.6.x

validityTime

The default validity time (days) for
subscriptions.
For example: 30 (30 days)

Range: Time in days
Default Value: 30

Applicable to: OCNWDAF

Added, Deprecated, or Updated:
Added in Release 1.6.x
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Table 5-5 (Cont.) Configurable parameters of NRF Client Configuration in Config-map

Parameter

Description

Details

enableSubscriptionAutoRenewal

Enable renewal of subscriptions
automatically.

Range: true or false
Default Value: true

Applicable to: OCNWDAF

Added, Deprecated, or Updated:
Added in Release 1.6.x

acceptAdditionalAttributes

Enable additionalAttributes as
part of 29.510 Release 15.5.

Range: true or false
Default Value: false

Applicable to: OCNWDAF

enableVirtualNrfResolution

Enable virtual NRF session retry
by alternate routing service.

Range: true or false
Applicable to: OCNWDAF

Added, Deprecated, or Updated:
Added in Release 1.9.0

virtualNrfFgdn

Virtual NRF FQDN used to query
static list of route.

Default Value: nrf.oracle.com
Applicable to: OCNWDAF

Added, Deprecated, or Updated:
Added in Release 1.9.0

virtualNrfScheme

Scheme to be used with the
virtual FQDN.

Range: http or https
Applicable to: OCNWDAF

Added, Deprecated, or Updated:
Added in Release 1.9.0

requestTimeoutGracePeriod

An additional grace period where
no response is received from the
NRF. This additional period shall
be added to the requestTimeout
value. This will ensure that the
egress-gateway shall first
timeout, and send an error
response to the NRF-client.

Range: Integer value
Applicable to: OCNWDAF

Added, Deprecated, or Updated:
Added in Release 1.9.0

nrfRetryConfig

Configurations required for the
NRF Retry mechanism.

Default Value: Valid configuration.
Please refer to the ocnwdaf-
<version>custom-values.yaml
example below.

Applicable to: OCNWDAF

Added, Deprecated, or Updated:
Added in Release 1.9.0

healthCheckConfig

Configurations required for the
Health check of NRFs.

Default Value: Valid configuration.
Please refer to the ocnwdaf-
<version>custom-values.yaml
example below.

Applicable to: OCNWDAF

Added, Deprecated, or Updated:
Added in Release 1.9.0

supportedDataSetld

The data-set value to be used in
queryParams for NFs
autonomous or on-demand
discovery.

Range: SUBSCRIPTION,
POLICY, EXPOSURE,
APPLICATION.

Applicable to: OCNWDAF

Added, Deprecated, or Updated:
Added in Release 1.7.1
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Table 5-6 NRF Client Parameters

Parameter

Description

Chapter 5
Configurable Parameters

Detail

nrfclient.nrf-
client.configmapApplicationConfi
g.profile

This is a mandatory parameter. It
contains configuration
parameters that goes into nrf-
client's config map.

@ Not
e

See
confi
gma
p
table
for
confi
gura
ble
para
mete
rs

Applicable to: OCNWDAF

nrfclient.nrf-client

This is a mandatory parameter.
Microservice level control if
specific microservice need to be
disabled.

Applicable to: OCNWDAF

config-server

This is a mandatory parameter.
Details of Config-server
microservice.

Applicable to: OCNWDAF

config-server.enabled

This is a mandatory parameter.
Engineering-parameter

Applicable to: OCNWDAF

config-server.envMysglDatabase

This is a mandatory parameter. It
specifies MySQL Config Server
Database Name.

Default Value: Provisional DB
name
Applicable to: OCNWDAF

config-server.dbConfig.dbEngine

This is a mandatory parameter.
Database hook Configuration

Default Value: Database Engine
name
Applicable to: OCNWDAF

appinfo.enabled

This is a mandatory parameter.
Use to enable or disable appinfo
microservices.

Range: true or false
Default Value: true
Applicable to: OCNWDAF

appinfo.debug

This is a mandatory parameter.
Represent appinfo image name.
Note: Registry is taken from
global section:

e image: oc-app-info

*  appinfo image tag

* imageTag: 23.1.0

e SetLog Level to DEBUG.

- Iffalse, Log Level shall be
INFO

Range: true or false
Default Value: false
Applicable to: OCNWDAF
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Table 5-6 (Cont.) NRF Client Parameters

Parameter

Description

Chapter 5
Configurable Parameters

Detail

serviceMeshCheck

Not supported in this OCNWDAF
release.

Default Value: Leave blank.
Not supported in this OCNWDAF
release.

istioSidecarQuitUrl Not supported in this OCNWDAF | Default Value: Leave blank.
release. Not supported in this OCNWDAF
release.
istioSidecarReadyUrl Not supported in this OCNWDAF | Default Value: Leave blank.

release.

Not supported in this OCNWDAF
release.

Table 5-7 NRF Client NF Discovery Parameters

Parameter

Description

Details

nrf-client.nrf-client-nfdiscovery

This is a mandatory parameter.
Contains deployment specific
configuration for Nrf-Client
Discovery Microservice

Applicable to: OCNWDAF

configmapApplicationConfig

This is a mandatory parameter.

Applicable to: OCNWDAF

cpuRequest This is a mandatory parameter. Default Value: 2
Applicable to: OCNWDAF

cpuLimit This is a mandatory parameter. Default Value: 2
Applicable to: OCNWDAF

memoryRequest This is a mandatory parameter. Default Value: 1Gi

Applicable to: OCNWDAF

memoryLimit

This is a mandatory parameter.

Default Value: 1Gi
Applicable to: OCNWDAF

minReplicas

This is a mandatory parameter.

Default Value: 1
Applicable to: OCNWDAF

maxReplicas

This is a mandatory parameter.

Default Value: 5
Applicable to: OCNWDAF

averageCpuUtil

This is a mandatory parameter.

Default Value: 80
Applicable to: OCNWDAF

commonCfgServer.configServerS
vcName

This is a mandatory parameter.

Default Value: nsconfig
Applicable to: OCNWDAF

commonCfgServer.port

This is a mandatory parameter.

Default Value: 8080
Applicable to: OCNWDAF

commonCfgClient.enabled

This is a mandatory parameter.

Default Value: *cfgClientEnabled
Applicable to: OCNWDAF

nrf-client.nrf-client-
nfdiscovery.dbConfig

This is a mandatory parameter.
Contains database credentials of
Nrf-Client Discovery parameters.

Default Value: Valid database
host (Example: ocnwdaf-nsdb.db)
Applicable to: OCNWDAF

dbConfig.dbHost

This is a mandatory parameter.
DB credential of nrf-client-
nfdiscovery parameters.

Applicable to: OCNWDAF

dbConfig.dbPort

This is a mandatory parameter.
Databse credential of nrf-client-
nfdiscovery parameters.

Default Value: 3306
Applicable to: OCNWDAF
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Parameter

Description
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Details

dbConfig.secretName

This is a mandatory
parameter.Contains name of the
secret.

Default Value: Provisional DB
secret
Applicable to: OCNWDAF

dbConfig.dbName

This is a mandatory parameter.
Contains name of the database.

Default Value: Provisional DB
name
Applicable to: OCNWDAF

dbConfig.dbUNamelLiteral

This is a mandatory parameter.
Contains the name of the Key
configured for "DB Username" in
Secret with following name:
"<dbConfig.secretName>".

Applicable to: OCNWDAF

dbConfig.dbPwdLiteral

This is a mandatory parameter.
Contains the name of the Key
configured for "DB Password" in
Secret with following name:
"<dbConfig.secretName>".

Applicable to: OCNWDAF

dbConfig.dbEngine

This is a mandatory parameter.
Database engine name.

Default Value: NDBCLUSTER
Applicable to: OCNWDAF

serviceMeshCheck Not supported in this OCNWDAF | Default Value: Leave blank.
release. Not supported in this OCNWDAF
release.
istioSidecarQuitUrl Not supported in this OCNWDAF | Default Value: Leave blank.
release. Not supported in this OCNWDAF
release.
istioSidecarReadyUrl Not supported in this OCNWDAF | Default Value: Leave blank.

release.

Not supported in this OCNWDAF
release.

Table 5-8 NRF Client NF Management Parameters

Parameter

Description

Details

nrf-client-nfmanagement

This is a mandatory parameter.
Contains deployment specific
configuration for nrf-client-
nfmanagement microservice

Applicable to: OCNWDAF

configmapApplicationConfig

This is a mandatory parameter.

Applicable to: OCNWDAF

replicas This is a mandatory parameter. Default Value: 1
Applicable to: OCNWDAF
cpuRequest This is a mandatory parameter. Default Value: 1
Applicable to: OCNWDAF
cpuLimit This is a mandatory parameter. Default Value: 1
Applicable to: OCNWDAF
memoryRequest This is a mandatory parameter. Default Value: 1Gi

Applicable to: OCNWDAF

memoryLimit

This is a mandatory parameter.

Default Value: 1Gi
Applicable to: OCNWDAF

commonCfgServer.configServerS
vcName

This is a mandatory parameter.

Default Value: nsconfig
Applicable to: OCNWDAF
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Table 5-8 (Cont.) NRF Client NF Management Parameters
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Parameter

Description

Details

commonCfgServer.port

This is a mandatory parameter.

Default Value: 8080
Applicable to: OCNWDAF

commonCfgClient.enabled

This is a mandatory parameter.

Default Value: *cfgClientEnabled
Applicable to: OCNWDAF

dbConfig

This is a mandatory parameter.
Contains database credentials of
Nrf-Client Discovery parameters,

Default Value: Valid dbConfig set
of properties. Please refer to the
ocnwdaf-<version>custom-
values.yaml example.

Applicable to: OCNWDAF

dbConfig.dbHost

This is a mandatory parameter.
DB credential of nrf-client-
nfdiscovery parameters.

Default Value: Valid database
host (Example: ocnwdaf-nsdb.db)
Applicable to: OCNWDAF

dbConfig.dbPort

This is a mandatory parameter.
Database credential of nrf-client-
nfdiscovery parameters.

Default Value: 3306
Applicable to: OCNWDAF

dbConfig.secretName

This is a mandatory parameter.
Contains name of the secret.

Default Value: Provisional DB
secret
Applicable to: OCNWDAF

dbConfig.dbName

This is a mandatory parameter.
Contains name of the database.

Default Value: Provisional DB
name
Applicable to: OCNWDAF

dbConfig.dbUNamelLiteral

This is a mandatory parameter.
Contains the name of the Key
configured for "DB Username" in
Secret with following name:
"<dbConfig.secretName>".

Applicable to: OCNWDAF

dbConfig.dbPwdLiteral

This is a mandatory parameter.
Contains the name of the Key
configured for "DB Password" in
Secret with following name:
"<dbConfig.secretName>".

Applicable to: OCNWDAF

bConfig.dbEngine

This is a mandatory parameter.
Database engine name.

Default Value: NDBCLUSTER
Applicable to: OCNWDAF

serviceMeshCheck

Not supported in this OCNWDAF
release.

Default Value: Leave blank.
Not supported in this OCNWDAF
release.

istioSidecarQuitUrl Not supported in this OCNWDAF | Default Value: Leave blank.
release. Not supported in this OCNWDAF
release.
istioSidecarReadyUrl Not supported in this OCNWDAF | Default Value: Leave blank.

release.

Not supported in this OCNWDAF
release.

Here is a sample configuration for NRF client in ocnwdaf-<version>custom-values.yaml| file:

# Pl ease add below in global section of custom values.yam of NF depl oynent.

gl obal :

# The value of nfName is specified as ocnf which is stands of Oracle Nr.
# nfNane is used as a prefix in serivce nanes of nrf client's service and
other services it connects to for eg appinfo, config server etc.

Networks Data Analytics Function Installation and Fault Recovery Guide

F76784-02
Copyright © 2022, Oracle and/or its affiliates.

October 28, 2025
Page 19 of 30



ORACLE Chapter 5
Configurable Parameters

nf Nanme: ocnf

# dobal control to enabl e/ disable depl oyment of NF Discovery service
enable it if on demand discovery of NF is required

nrfCientNf Di scoveryEnabl e: true

# dobal control to enabl e/ disable depl oyment of NF Management service

nrf d i ent Nf Managenent Enabl e: true

# dobal Paraneter to enabl e/ di sabl e DEBUG Cont ai ner t ool

extraCont ai ners: "DI SABLED'

extraCont ai nersTpl :

- command
- Ibin/sleep
- infinity

imge: {{ printf "%/ %:9%" (include "getdockerregistry.name" .)
"ocdebugt ool / ocdebug-t ool s" "22.3.1" }}

i magePul | Policy: A ways

nane: {{ printf "%-tools-%" (include "getprefix" .) (include

"getsuffix" .) | trunc 63 | trinPrefix "-" | trinBuffix "-" 1}}
resour ces

requests:
epheneral -storage: "2G"
cpu: "0.5"
mermory: "1G"

linmts
epheneral -storage: "4G"
cpu: "1"

mermory: "2G"
securityContext:
all owPrivil egeEscal ation: true
capabilities:
drop
- ALL
add
- NET_RAW
- NET_ADM N
readOnl yRoot Fi | esystem fal se
runAsUser: 7000
# dobal paraneter to nmention if alternate-route service is
avai | abl e(depl oyed) or not.
al t er nat eRout eSer vi ceEnabl e: fal se
al t Servi ceHTTP2Enabl ed: true
al t Servi ceReqTi neout : 3000
al t Servi ceLookupl nterval : 3000
# Metrics nane for OSO
cncMetricsName: cnc-netrics
# Jaeger tracing host
envJaeger Agent Host: "'
# Jaeger tracing port
envJaeger Agent Port: 6831
# Provide val ue for NodePort
nrfdCientNodePort: 0
# Docker registry fromwhich config-server inmages, nrf-client imges wll
be pull ed
#docker Regi stry: ocnrf-registry.us.oracle.com 5000
docker Regi stry: cgbu-cnc-comsvc-rel ease- docker. docker hub-
phx. oci . oracl ecor p. com
# Readi ness-Detector imge details with tag
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#Vendor name
vendor: "Oracle"
# application name
appl i cati onNane: "nrf-client"
# prefix for Metrics
metricPrefix: &metricPrefix
# suffix for Metrics
metricSuffix: &metricSuffix
# Common service port
nrfdient CoomonServi cePort: '9090
# Promet heus configuration
pronet heusScr api ngConfi g

enabl ed: fal se

path: "/actuator/pronetheus”
nflnstanceld: 'fe7d992b-0541-4c7d-ab84-c6d70b1b01bl’
confi gServerEnabl e: true
# Config-Server Service. Shall be used as {{ Rel easeNane }}-

confi gServer Ful | NanmeQverri de

configServer Ful | NameOverride: ocpmconfig
# Mysql Host
envMysqgl Host: &nySgl Host Ref 10.233.5.39 # Changed
envMysql SecondaryHost: "'
# Mysgl Port
envMysql Port: &nySql Port Ref ' 3306
envMysql SecondaryPort: '
# Mysql Secret Nane
dbCredSecr et Nanme: &dbCredSecr et NameRef ' ocnf - db- pass
# Mysql Config Server Databse Nanme
# dobal Control to disable appinfo service
appi nf oServi ceEnabl e: true
# dobal Control to disable performance info service
per f or manceServi ceEnabl e: true
egressCat ewayHost: ocn-nrf-simul ator-service. ocnwdaf -ns # Changed
# Depl oynment Specific configuration
depl oyment Nrf O i ent Servi ce:
# Services to be nonitored by performance service
# If no services are to be nonitored

envNf Nanespace, envNf Type, envConsuneSvcNane can be |eft bl ank

envNf Nanespace
envNf Type: '

envConsumeSvcNane
# Egress gateway Host. Shall be used as {{ Rel easeName }}-

envEgressGat ewayFul | naneQverri de

envEgressGat ewayFul | naneQverri de: egressgat eway
# Egress gateway Port
envEgressGat ewayPort: "8080" # Changed
# Callback URI to receive Notifications from NRF
nf Api Root: http://ocnrf-ingressgateway.ocnrf: 80
nodeSel ect or Enabl ed: fal se
nodeSel ect or Key: zone
nodeSel ect or Val ue: app
# K8s Secret containing Database/user/password for DB Hooks for creating

t abl es

privil egedDbCredSecret Nane: &pri vDbCredSecr et NanmeRef ' ocnf-privil eged- db-

pass

rel easeDbNane: &dbNaneRef 'ocnf_config_server'
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net wor kDbNane: &net wor kDbNanmeRef ' nrf Net wor kDB
# Dat abase Nanme for Leader Pod

# Every NF has to configure a different LeaderPod for each site

Chapter 5

Configurable Parameters

# so that when the sites are geo-redundant, the entries in the table do not

crash.
| eader PodDbNane: &l eader PodDbRef ' | eader PodDb'

# Service Account Nane
servi ceAccount Name: ""

# Application name that is added in logs as |abels
app_nare: “nrfclient”
support edVer si ons:
- autoscaling/v2
- autoscal i ng/ v2bet a2
- autoscal i ng/v2betal
- autoscaling/vl
- policy/vl
- policy/vlbetal
#Resour ce Val ues for Hook Jobs
hookJobResour ces:
linmts:
cpu: 2
menory: 2QG
requests:
cpu: 1
menory: 1G

# Details of perf-info nicroservices
perf-info:
i mage: occnp/oc-perf-info
i mgeTag: 22.4.1 # Changed from22.3.2
# Service nanmespace for perf-info
servi ce_nanespace: ocnrf
# Replicas for perf Info
replicas: 2

# Pull Policy - Possible Values are:- A ways, |fNotPresent,

i magepul | Policy: |fNotPresent

servi ce:
type: CusterlP
port: 5905

resources: {}

# We usually recomrend not to specify default resources and to | eave

this as a conscious

# choice for the user. This al so increases chances charts run on

environnments with little

# resources, such as Mnikube. If you do want to specify resources

uncoment the fol | owi ng

# lines, adjust themas necessary, and renove the curly braces after

"resources:’'.
# lints:
# cpu: 100m
# menory: 128M
# requests
# cpu: 100m
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# menory: 128M

nodeSel ector: {}

tolerations: []

affinity: {}

comonCf gd i ent:
enabl ed: fal se

comonCf gSer ver :

# Do not comment this line in case you want to deploy both config-server

and APIGWNVin same namespace simultaneously

# OQtherwi se conment this line and use ' host
confi gServer SvcNane: ' conmon-confi g- server
host: 'common-confi g-server'

port: '80'
pol l'ingl nterval : 5000
dbConfi g:

dbHost: *mySgl Host Ref
dbPort: *mySgl Port Ref
secret Name: *dbCredSecr et NanmeRef
dbNane: *dbNaneRef
# Name of the Key configured for "DB Username" in Secret with follow ng
nane: "<dbConfi g. secret Name>"
dbUNaneLi teral : mysql - user name
# Name of the Key configured for "DB Password" in Secret with follow ng
nane: "<dbConfi g. secret Name>"
dbPwdLi teral : nysql - password
i ngress:
enabl ed: fal se
confi gmapPer f or mance
promet heus: http://prometheus-server. pronet heus: 5802

# Mcroservice level control if specific mcroservice need to be disabled
nrf-client:
# This config map is for providing inputs to NRF-Client
confi gmapAppl i cationConfig

&conf i gRef

# Config-map to provide inputs to Nrf-Client

# primryNfApi Root - Primary NRF Hostnanme and Port

# Secondar yNr f Api Root - Secondary NRF Hostnane and Port

# nrfRouteList - Can be used to specify routes with priority instead of
primary and secondary NRF APl root

# useNrfRoutelist - Can be used to specify whether nrfRoutelist shoul d
be used instead of primary and secondary NRF APl root

# nrfScheme - Scheme of primary and secondary NRF http or https

# retryAfterTime - Default downtime(in Duration) of an NRF detected to
be unavail abl e.

# nrfCient Type - The Nf Type of the NF registering

# nrfCientSubscribeTypes - the NFType for which the NF wants to
subscribe to the NRF.

# appProfiles - The NfProfile of the NF to be registered with NRF

# enabl eF3 - Support for 29.510 Rel ease 15.3

# enabl eF5 - Support for 29.510 Release 15.5

# registrationRetrylnterval - Retry Interval after a failed autononous
regi stration request

# subscriptionRetrylnterval - Retry Interval after a failed autononous
subscription request

# discoveryRetrylnterval - Retry Interval after a failed autonomous
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di scovery request

# discoveryRefreshinterval - The default interval after which
aut onomous di scovery requests will be resent

# di scoveryDurationBeforeExpiry - This value specifies the rate at
which the NF shall resend discovery requests to NRF. The val ue shall be
configured in terns of percentage(1l-100). if the discovery ValidityPeriod is
60s, then the discovery requests shall be sent at
di scoveryDurationBeforeExpiry * 60/ 100

# renewal Ti meBef oreExpiry - Tine Period(seconds) before the
Subscription Validity tine expires.

# validityTime - The default validity time(days) for subscriptions.

# enabl eSubscri ptionAut oRenewal - Enabl e Renewal of Subscriptions
automatically.

# nfHeartbeat Rate - This value specifies the rate at which the NF shal
heartbeat with the NRF. The val ue shall be configured in terms of
percentage(1-100). if the heartbeatTinmer is 60s, then the NF shall heartbeat
at nfHeartBeatRate * 60/100

# accept Additional Attributes - Enable additional Attributes as part of
29.510 Release 15.5

# retryForCongestion - The duration(seconds) after which nrf-client
should retry to a NRF server found to be congested

# supportedDataSetld - The data-set value to be used in queryParans for
NFs aut onomous/ on- demand di scovery. e.g. data-set=POLICY

# enabl eVirtual NrfResol ution- enable virtual NRF session retry by
Alternate routing service

# virtual NrfFqdn - virtual NRF FQDN used to query static list of route

# virtual Nrf Scheme - http or https

# useAl ternateScpOnAl ternateRouting - enable use SCP on alternate
routing service

# subscriberNotificationRetry - nunber of health status notification
retries to a subscriber

# request Ti meout GracePeriod - grace period(seconds) for timeout period
until no response is received from NRF

# nrfRetryConfig - configurations required for the NRF Retry mechani sm

#servi ceRequest Type - type of service operation for which configuration
is applicable

#pri mar yNRFRet ryCount - number of retries for prinmary instance

#nonPri mar yNRFRet ryCount - nunber of retries for non-primary instance

#al ternat eNRFRet ri esCount - nunber of retry attenpts

#errorReasonsForFailure - httpStatusCode or error conditions for which
retry shall be attenpted

#request Ti meout - timeout period(seconds) where no response is received
from NRF

#gat ewayError Codes - httpStatusCode sent by gateway for which retry
shal | be attenpted

# heal thCheckConfig - configurations required for the Health check of
NRFs

#heal t hCheckCount - consecutive success/failure operation count
(default -1 neans disabl ed)

#heal t hChecklnterval - interval duration in seconds to performhealth
check

#request Ti mneout - tinmeout period(seconds) where no response is received
from NRF

#errorReasonsForFailure - httpStatusCode or error conditions for which
the NRF is considered as unheal t hy

#gat ewayError Codes - httpStatusCode sent by gateway for the NRF shall
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be consi dered unheal t hy

#enabl eDi scoveryRefresh - Feature flag to enable Automatic Discovery
Refresh

#enabl eRedi scoveryl f NoProdNFs - Feature flag to enabl e redi scovery when
No Producer NFs are avail able

#of f St at esFor Redi scoveryl f NoProdNFs - Comma separated val ue for states
to consider Producer NFs as not available

#appProf il es=[{"nflnstancel d":"fe7d992b- 0541- 4c7d- ab84-
c6d70b1b01b1", " nf Type": "NWDAF", "nf St at us": " REG STERED", "pl mLi st":null,"nsiLis
t":null,"fqdn": "pcf.oracle.con', "inter Pl mFgdn": null,"ipv4Addresses":null,"ipv
6Addresses":null,"priority":null,"capacity":null,"load":null,"locality":null,"
udrinfo":null, "udm nfo":nul'l,"ausfInfo":null,"anfInfo":null,"snflnfo":null,"up
finfo":null,"pcfinfo":null,"bsfIinfo":null,"custom nfo":null,"recoveryTime":nu
I',"nfServices":[{"servicelnstancel d":"03063893-
cf 9e- 4f 7a- 9827- 067f 6f a9dd01", "servi ceName": " nnr f - nf managenent ", "ver si ons"
[{"api VersionlnUri":"v1l", "api Ful | Version":"1.2.2", "expiry":"2019- 08- 03T18: 55: 0
8.871+0000"}], "schenme": "http", "nf Servi ceSt atus": " REG STERED", "fqdn": "nrf. orac
e.cont',"interPl mFgdn": nul |, "api Prefix":"bsf-
service","defaul t NotificationSubscriptions":null,"allowedPl ms":null,"allowedN
f Types": ["PCF", "NEF",

“NWDAF"], "al | owedNf Donmai ns": nul |, "al | owedNssai s":null,"priority":null,"capacit

y":null,"load":null,"recoveryTime":null,"supportedFeatures":null}],"sNssais":n
ull}]
profile: |-
[appcfg]

pri maryNr f Api Root =ocn- nrf - si nul at or - servi ce. ocnwdaf - ns: 8080

secondar yNr f Api Root =

nrf Rout eLi st=[{" nrfApi ": "nrf Depl oyNamne-
nrf-1:8080", "scheme":"http", "wei ght": 100, "priority":1}]

useNr f Rout eLi st =f al se

nrf Scheme=http

retryAfterTi me=PT120S

nrfdient Type=NRF

nrfCient Subscri beTypes=PCF

appProfiles=[{"nflnstancel d":"fe7d992b- 0541- 4c7d- ah84-
c6d70b1b01b1", " nf Type": "NWDAF", " nf St at us": " REA STERED", "pl mLi st":null,"nsiLis
t":null,"fqdn": "ocn- nwdaf -
communi cation", "interPl mFgdn": null,"i pv4Addresses": nul |, "i pv6Addresses”: nul |
“priority":null,"capacity":null,"load":null,"locality":null,"udrlnfo":null,"ud
mnfo":null,"ausflInfo":null,"anfInfo":null,"snflnfo":null,"upfinfo":null,"pcfl
nfo":null,"bsfInfo":null,"custom nfo":null,"recoveryTine":null,"nfServices"
[{"servicelnstancel d":"03063893-
cf 9e- 4f 7a- 9827- 067f 6f a9dd01", "servi ceNarme": " nnr f - nf managenent ", "ver si ons"
[{"api VersionlnUri":"v1", "api Ful | Version":"1.2.2", "expiry":"2019- 08- 03T18: 55: 0
8.871+0000"}], "schenme": "http", "nf Servi ceStatus": "REG STERED", "fqdn":"nrf.orac
e.cont',"interPl mFgdn": nul |, "api Prefix":"bsf-
service","defaul t NotificationSubscriptions":null,"allowedPl ms":null,"all owedN
f Types": ["PCF", "NEF",
“NWDAF"], "al | owedNf Donai ns": nul |, "al | owedNssai s":null,"priority":null,"capacit
y":null,"load":null,"recoveryTime":null,"supportedFeatures":null}],"sNssais":n
ull}]

enabl eF3=true

enabl eF5=true

regi strationRetrylnterval =5000
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subscri ptionRetryl nterval =5000
enabl eDi scover yRef resh=f al se

di scoveryRetryl nterval =5000

di scoveryRefreshl nterval =10

di scoveryDur at i onBef or eExpi ry=90
renewal Ti meBef or eExpi ry=3600

enabl eRedi scoveryl f NoPr odNFs=f al se

of f St at esFor Redi scover yl f NoPr odNFs=SUSPENDED, UNDI SCOVERABLE, DEREG STERED
val i dityTi me=30
enabl eSubscri pti onAut oRenewal =t r ue
nf Hear t beat Rat e=80
accept Addi tional Attributes=true
retryFor Congesti on=5
support edDat aSet | d=
enabl eVi rtual Nrf Resol uti on=f al se
virtual Nrf Fgdn=nrf. oracl e. com
virtual Nrf Scheme=http
useAl t ernat eScpOnAl t er nat eRout i ng=
subscri berNotificationRetry=2
request Ti meout Gr acePeri od=2
enabl eDi scover yRef resh=f al se

nrfRetryConfi g=[{"servi ceRequest Type": "ALL_REQUESTS", "pri mar yNRFRet ryCount ": 1,
“nonPri mar yNRFRet ryCount": 1, "al t er nat eNRFRet ryCount ": - 1, "err or ReasonsFor Fai | ur
e":
["503", "504", 500", " Socket Ti meout Exception", "JsonProcessi ngExcepti on", " Unknown
Host Exception", "NoRout eToHost Exception", " | OException"], "gat ewayError Codes":
["503"], "request Ti meout ": 10},

{"servi ceRequest Type": " AUTONOMOUS_NFREG STER', "pri mar yNRFRet ryCount ": 1, "nonPri
mar yNRFRet ryCount ": 1, "al t er nat eNRFRet ryCount ": - 1, "er r or ReasonsFor Fai | ure":
["503", "504", "500", " Socket Ti meout Exception", "JsonProcessi ngException", " Unknown
Host Exception", "NoRout eToHost Exception", " | OException"], "gat ewayError Codes":
["503"], "request Ti meout ": 10}]

heal t hCheckConfi g={"heal t hCheckCount": - 1, "heal t hCheckl nterval ": 5, "request Ti meo
ut": 10, "error ReasonsFor Fai | ure":

["503", "504", "500", "Socket Ti neout Exception","| OExcepti on"], "gat ewayEr r or Codes"
:["503", "504", "500"]}

# Depl oynment specific configuration for Nrf-Cient Discovery M croservice
nrf-client-nfdiscovery:
gl obal :
#epheneral Storage value in MB. Value 0 means epheneral -storage wll
not be set during depl oyment.
| ogStorage: 0 #default cal cul ated value 70
crictl Storage: 0 #default cal cul ated value 1
epheneral StorageLimit: O #default calcul ated val ue 1024
maxUnavai | abl e: " 25%
confi gmapAppl i cationConfig: *configRef
# NRF Cient Mcroservice inmage nane
i mage: nrf-client
# NRF Client Mcroservice inmage tag
i mageTag: '22.3.3
envJaeger Sanpl er Param ' 1'
envJaeger Sanpl er Type: ratelimting
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envJaeger Servi ceName: nrf-client-nfdiscovery

# Resource Details

CpuRequest: 2

cpuLinit: 2

menor yRequest: 1G

memoryLimt: 1G

# Mn replicas to scale to maintain an average CPU utilization
m nReplicas: 1

# Max replicas to scale to maintain an average CPU utilization
maxRepl i cas: 2

averageCpultil: 80

type: CusterlP

# Set to true if the discovery results should be cached.
cacheDi scoveryResul ts: false

# Discovery Service Port

envDi scoveryServicePort: 5910

# Managenent Service Port

envManagenent Servi cePort: 5910

#Restart Policy for hooks

hookRest art Poli cy: Never

# prefix for Metrics

metricPrefix: *metricPrefix

# suffix for Metrics

metricSuffix: *metricSuffix

#The sidecar (istio url) when deployed in serviceMesh

# Default value: http://127.0.0.1: 15000/ qui tquitquit
istioSidecarQuiturl: ""

# Default value: http://127.0.0.1: 15000/ ready

i stioSidecarReadyUrl: ""

# Flag to enable service Mesh

servi ceMeshCheck: fal se

# Flag to switch between "HELM' based or "REST" based nfProfile

configuration

nf Profil eConfi gvode: "HELM
# Flag to enable/ disable the feature
# Al owed Val ues: DI SABLED, ENABLED, USE_G.OBAL_VALUE
extraCont ai ners: USE_GLOBAL_VALUE
commonCfgd i ent:
enabl ed: fal se

commonCf gSer ver :

# Do not comment this line in case you want to deploy both config-

server and APIGWin sane nanespace simultaneously

# Qtherwi se comment this line and use 'host'
confi gServer SvcNane: ' conmon- confi g- server'
host: ' conmon-confi g-server'

port: '80'
pol i ngl nterval : 5000
nfProfileUri: 'nf/nf-comon-conmponent/vl/ nrf-client-nfnmanagement/

nf Profil eLi st'

dbConfi g:
dbHost: *mySql Host Ref
dbPort: *mySql Port Ref
secret Nane: *pri vDbCredSecr et NanmeRef
dbName: *dbNaneRef
# Name of the Key configured for "DB Username" in Secret with

foll owi ng name: "<dbConfig.secret Name>"
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dbUNaneLi teral : mysql - usernanme

# Name of the Key configured for "DB Password" in Secret with
foll owi ng name: "<dbConfig.secret Name>"

dbPwdLi teral : nysql - password

# Depl oyment specific configuration for Nrf-Client Management M croservice
nrf-client-nfmnagenent:
gl obal :
#epheneral Storage value in MB. Value O means epheneral -storage will
not be set during depl oynent.
| ogStorage: 0 #default calculated value 70
crictlStorage: 0 #default calcul ated value 1
epheneral StorageLimit: 0 #default calculated value 1024
m nAvailable: 1
confi gmapAppl i cationConfig: *configRef
# NRF Cient Mcroservice inmage nane
i mage: nrf-client
# NRF Cient Mcroservice inmge tag
i mageTag: '22.3.3
envJaeger Sanpl er Param ' 1'
envJaeger Sanpl er Type: ratelimting
envJaeger Servi ceNane: nrf-client-nfmnagenent
enabl ePDBSupport: fal se
# Resource Details

replicas: 1
CpuRequest: 1
cpuLinmit: 1

menor yRequest: 1G
memoryLimt: 1G
type: CusterlP
#Restart Policy for hooks
hookRest art Pol i cy: Never
# prefix for Metrics
metricPrefix: *metricPrefix
# suffix for Metrics
metricSuffix: *metricSuffix
#The sidecar (istio url) when deployed in serviceMesh
# Default value: http://127.0.0.1: 15000/ quitquitquit
i stioSidecarQuiturl: ""
# Default value: http://127.0.0.1: 15000/ r eady
i stioSidecarReadyUrl: ""
# Flag to enable service Mesh
servi ceMeshCheck: fal se
# Flag to switch between "HELM' based or "REST" based nfProfile
configuration
nf Profil eConfi gvode: "HELM
# Flag to switch between "HELM based or "REST" based nrfRoute
configuration
nr f Rout eConfi ghbde: "HELM'
# Flag to enable/ disable the feature
# Al owed Val ues: DI SABLED, ENABLED, USE_G.OBAL_VALUE
extraCont ai ners: USE_GLOBAL_VALUE
commonCfgd i ent:
enabl ed: fal se
commonCf gSer ver :
# Do not comment this line in case you want to deploy both config-
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server and APIGWin sane nanespace simultaneously
# Qtherwise comment this line and use 'host
confi gServer SvcNane: ' conmon- confi g- server'
host: ' conmon-confi g-server'

port: '80
pol i ngl nterval : 5000
dbConfig

dbHost: *mySql Host Ref

dbPort: *mySql Port Ref

secret Nane: *pri vDbCredSecr et NanmeRef

dbNane: *dbNanmeRef

net wor kDbNane: *net wor kDbNameRef

# Dat abase for |eaderPod selection

| eader PodDbNane: *| eader PodDbRef

# Name of the Key configured for "DB Username" in Secret with
foll owi ng name: "<dbConfig.secret Name>"

dbUNaneLi teral : mysql - user name

# Name of the Key configured for "DB Password" in Secret with
foll owi ng name: "<dbConfig.secret Name>"

dbPwdLi teral : nysql - password

# Details of Config-server mcroservice
confi g-server
enabl ed: true
i mge: occnp/oc-config-server
i mgeTag: 22.3.2
ful I NameQverride: "config-server"
envJaeger Servi ceName: pcf-config
# This is the Nflnstanceld of NF that will get deployed. This shall be
used in the profile being registered.
nflnstanceld: 'fe7d992b-0541-4c7d- ab84-c6d70b1b01bl’
# Mysgl Config Server Databse Nane
envMysql Dat abase: ocnf_config_server
# Replicas for Config server - This is exact value without scaling
replicas: 1
nodeSel ect or Enabl ed: fal se
nodeSel ect or Key: zone
nodeSel ect or Val ue: app
# Resource details
resources:
linmts:
cpu: 1
menory: 1G
requests:
cpu: 0.5
menory: 1G
servi cePcf Confi g:
type: NodePort

# Details of appinfo mcroservices
appi nfo
enabl ed: true
i mge: occnp/ oc-app-info
i mgeTag: 22.3.2
pul I Policy: |fNotPresent
# Replicas for Appinfo - This is exact value w thout scaling
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replicas: 1
# Set Log Level to DEBUG If false, Log Level shall be INFO
debug: true
servi ceAccount Name: "'
comonCf gd i ent:
enabl ed: fal se
comonCf gSer ver :
# Do not comment this line in case you want to deploy both config-server

and APIGWNVin same namespace simultaneously

# Qtherwi se corment this line and use 'host
confi gServer SvcNane: ' conmon-confi g- server
host: 'common-confi g-server'

port: '80'
pol l'ingl nterval : 5000
dbConfi g:

dbHost: *mySgl Host Ref

dbPort: *mySgl Port Ref

secret Narme: *dbCredSecr et NameRef

dbName: *dbNameRef

# Name of the Key configured for "DB Username" in Secret with follow ng

nane: "<dbConfi g. secret Name>"

dbUNaneLi teral : mysql - user nane
# Name of the Key configured for "DB Password" in Secret with follow ng

nane: "<dbConfi g. secret Name>"

as

be

db-

dbPwdLi teral : nysql - password
# Service to be monitored by appinfo
# nFType in core_services nust consist of nfType used in nrfclient profile.
#Exanples-1 NRF with all services listed
#core_services:

# nrf:
# - "ocnrf-nfRegistration”
# - "ocnrf-nfSubscription”

#Exanpl e-2 NRF without listing any services

core_services: {}

# Infrastructure services

# |f using occne 1.4 or if you don't want to monitor infra services such
db-moni tor service then the bel ow nentioned

# attribute "infraServices' should be unconmented and enpty array shoul d
passed as al ready nentioned

# If infraServices is not set, by default appinfo shall nonitor status of
moni tor-svc and db-replication-svc

#infraServices: []
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6.1 Verify

To uninstall OCNWDAF, uninstall every Helm chart by running the following command:

@® Note

This command can be run from any path.

# Uninstall OCNWDAF
hel m uni nstal | <hel m nane> - - nanespace=<nanespace- nane>

# Exanpl e
hel m uni nstal | ocn-nwdaf - anal ytics --namespace=ocn- nwdaf

Uninstallation

To verify the OCNWDAF uninstallation, run the following command:

$ kubect| get all -n <rel ease- namespace>

In case of successful uninstallation, no OCNWDAF resource is displayed in the command
output.

If the command output displays the OCNWDAF resources or objects, then perform the
following procedure:

1.

Run the following command to delete all the objects:

e To delete all the Kubernetes objects:

kubect! delete all --all -n <rel ease-nanmespace>

*  To delete all the configmaps:

kubect| delete cm--all -n <rel ease-nanespace>

/\ Caution

The command deletes all the Kubernetes objects of the specified namespace.
RBAC resources and service accounts are automatically created before the helm
installation in the same namespace, and these resources are required, then do not
delete them.
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2. Run the following command to delete the specific resources:
kubect| del ete <resource-type> <resource-nanme> -n <rel ease- nanmespace>
3. Run the following command to delete the Kubernetes hamespace:

kubect| del ete namespace <rel ease-namespace>
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Fault Recovery

This chapter explains how to perform fault recovery for OCNWDAF deployment.

7.1 Introduction

This section describes the procedures to perform disaster recovery for Oracle Communications
Networks Data Analytics Function (OCNWDAF) deployment. The OCNWDAF operators can
take database backup and restore it either on the same or a different cluster. The OCNWDAF
stores data in the following storages:

¢ MySQL NDB Cluster
e Apache Kafka

@® Note

This section describes the recovery procedures to restore OCNWDAF databases only.
To restore all the databases that are part of DBTier, see Oracle Communications
Cloud Native Core cnDBTier Installation, Upgrade, and Fault Recovery Guide.

@® Note

You must take database backup and restore it either on the same or a different cluster.
It uses the OCNWDAF database to run any command or follow instructions.

7.2 Fault Recovery Impact

This section provides an overview of Fault recovery scenarios and the impacted areas.

The following table provides information about the impacted areas during Oracle
Communications Network data Analytics Function Fault recovery:

Table 7-1 Fault Recovery Impacted Area

Scenario Requires Fault Requires Fault Other
Recovery or re-install | Recovery or re-install
of Kafka? of MySQL?
Deployment Failure No No Uninstall and re-install
Helm.
cnDBTier Corruption Yes Yes Restore MySQL from

backup and ensure it is
not re-installed.

When DBTier failed in a No Yes Restore MySQL from
Single Site backup and ensure it is

not re-installed.
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Table 7-1 (Cont.) Fault Recovery Impacted Area
|

Scenario Requires Fault Requires Fault Other
Recovery or re-install | Recovery or re-install
of Kafka? of MySQL?
Configuration Database No Yes Backup and restore of
Corruption configuration database
is required.
Site Failure No No Uninstall and re-install
Helm.

7.3 Prerequisites

Ensure that the following prerequisites are met before performing the disaster recovery
procedures:

* Ensure that cnDBTier is in a healthy state and available. Run the following command to
check the status of cnDBTier service:

kubect! -n <nanespace> exec <managenent node pod> -- ndb_ngm-e show

* Enable the automatic backup on DBTier by scheduling regular backups. The regular
backups help in disaster recovery with the following tasks:
— Restore stable version of the network function databases
— Minimize significant loss of data due to upgrades or roll back failures
— Minimize loss of data due to system failure
— Minimize loss of data due to data corruption or deletion due to external input
— Migrate network function database information from one site to another

— Docker images used during the previous installation or upgrade must be retained in
the external data source

7.4 Fault Recovery Scenarios

This chapter describes the fault recovery procedures for various scenarios.

7.4.1 Deployment Failure

This scenario describes how to recover OCNWDAF when the deployment corrupts.
To recover OCNWDAF:

1. Run the following command to uninstall OCNWDAF:
hel m uni nstall <rel ease_nane> --namespace <nanespace>

Exanpl e:
hel m uni nstall oc-nwdaf --nanespace oc-nwdaf
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For more information about uninstalling OCNWDAF, see the Uninstalling OCNWDAF
chapter in Oracle Communication Networks Data Analytics Function Installation Guide.

2. Install OCNWDAF as described in the Installing OCNWDAF chapter in Oracle
Communication Networks Data Analytics Function Installation Guide. Use the back up of
custom values file to reinstall the OCNWDAF.

Restore OCNWDAF, cnDBTier, and OCNWDAF database (DB) as described in Restoring
OCNWDAF and cnDBTier.

7.4.2 cnDBTier Corruption

This section describes how to recover database when the data replication is broken due to
database corruption and cnDBTier has failed in single site.

When the database corrupts, the database on all the other sites may also corrupt due to data
replication. It depends on the replication status after the corruption has occurred. If the data
replication is broken due to database corruption, then DBTier fails in either single or multiple
sites (not all sites). And if the data replication is successful, then database corruption replicates
to all the DBTier sites and DBTier fails in all sites.

If corrupted database replicated to mated sites, refer to the procedure When DBTier failed in a
Single Site.

7.4.3 When DBTier failed in a Single Site

This section describes how to recover database when the data replication is broken due to
database corruption and DBTier has failed in a single site.

To recover database:

1. Uninstall OCNWDAF helm chart. For information about uninstalling OCNWDAF, see the
Uninstalling OCNWDAF chapter in the Oracle Communications Networks Data Analytics
Function Installation Guide.

2. For DBTier disaster recovery:

a. Create on-demand backup from mated site that has health replication with failed site.
For more information about DBTier backup, see the Create On-demand Database
Backup chapter in the Oracle Communications Cloud Native Core DBTier Disaster
Recovery Guide.

b. Use the backup data from mate site for restore. For more information about DBTier
restore, see the Restore Georeplication Failure chapter in Oracle Communications
Cloud Native Core DBTier Disaster Recovery Guide.

3. Install OCNWDAF helm chart. For more information about installing OCNWDAF, see the
Installing OCNWDAF chapter in the Oracle Communication Networks Data Analytics
Function Installation Guide.

7.4.4 Configuration Database Corruption

This scenario describes how to recover OCNWDAF when its configuration database corrupts.

The configuration database is stored in a site exclusive database along with its tables. Thus,
corruption of configuration database impacts only a particular site.

To recover OCNWDAF configuration database, user has to restore the DB backup.

1. Transfer the <backup_ filename >.sql.gz file to the SQL node where user want to restore it.
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Log into MySQL NDB Cluster's SQL node on the new DB cluster and create a new
database where the database needs to be restored.

For details on creating database, user and adding permissions, see Configuring
Database, Creating Users, and Granting Permissions section in the Preinstallation
Chapter in Oracle Communications Networks Data Analytics Function Installation Guide.

® Note

The database name created in the above step should be same as the database
name created in the following step.

To restore the database to the new database created use the following command:

gunzip < <backup_filename>.sql.gz | nysql -h127.0.0.1 —u <usernane> -p
<backup- dat abase- nane>

Enter the password when prompted.

Example:

gunzi p < OCNWDAFdbBackup.sqgl.gz | nysql -h127.0.0.1 -u dbuser -p OCNVDAFdb

7.4.5 Site Failure

This section describes how to perform disaster recovery when the site has a software failure.

It is assumed that the user has DBTier and OCNWDAFinstalled on multiple sites with
automatic data replication and backup enabled.

To recover the failed sites:

1.

Run the Cloud Native Environment (CNE) installation procedure to install a new cluster.
For more information, see Oracle Communications Cloud Native Environment (OCCNE)
Installation Guide.

For DBTier disaster recovery:

a. Take on-demand backup from the mate site that has health replication with the failed
site or sites. For more information about on-demand backup, see the Create On-
demand Database Backup chapter in the Oracle Communications Cloud Native Core
DBTier Disaster Recovery Guide.

b. Use the backup data from the mate site to restore the database. For more information
about database restore, see the Restore Georeplication Failure chapter in the
Oracle Communications Cloud Native Core DBTier Disaster Recovery Guide.

Install OCNWDAF helm chart. For more information about installing OCNWDAF, see the
Installing OCNWDAFchapter in the Oracle Communication Networks Data Analytics
Function Installation Guide.

7.4.6 Kafka Issues

Kafka related issues (and solution) are described in the following sections.
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Scenario 1

OCNWDAFmicroservices need to consume Kafka messages again from the beginning. This
scenario can occur if any of the OCNWDAF microservices stopped consuming messages or
failed to process them correctly. For example, when a DB downtime occurs, none of the
messages consumed by the microservices will be processed correctly and we need to "retry'
them.

Current Kafka configuration in OCNWDAFis based on transactions. Restart the microservice
that needs to consume such messages and the messages from the last offset in Kafka are
consumed. After restarting the service, the messages backlog is not consumed, change the
microservice configuration stored in the Spring Cloud Configuration.

Solution

1. Ensure the microservice consumer configuration is aut o- of f set-reset: earliest. This
will process the topic partition at the earliest offset (current setup value).

2. Redeploy the microservice.

Scenario 2

OCNWDAFmicroservices must ignore all messages in Kafka. This scenario can occur when
the data sources like AMF, SMF, UDM, and so on are generating wrong data and overloading
OCNWDAF.

Solution 1

Delete all messages in the topic, follow the steps below:

» Delete and recreate the topic.
OR
* Update the retention Kafka retention policy
1. Stop the consumer microservice.
2. Check the current retention policy, run the command:

kaf ka- configs --zookeeper <zkhost>:2181 --describe --entity-type topics
--entity-name <topic name>

3. Update the retention policy in Kafka to a very low value (for example,1 min per
instance):

kaf ka- confi gs. sh --zookeeper <zkhost>:2181 --entity-type topics --alter
--entity-name <topic name> --add-config retention. ns=60000

4. Wait for Kafka service to delete the messages.

5. Set the retention policy value.

6. Redeploy the microservice.

Solution 2

Follow the procedure below, to retain the wrong messages and allow the Kafka service to
delete the messages according to the retention policy.

1. Change Kafka consumer configuration to aut o- of f set -reset: | at est. This will process
the messages from the latest partition offset.
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2.

Redeploy the microservice.

7.4.7 Microservice Deployment Issue

Follow the procedure below to resolve microservice deployment issue:

1.

4.

Chapter 7
Backup and Restore

Run the following command to obtain information on the pods deployed and their status:

kubect| --namespace [nanespace nane] get pods --sort-

by='.status. container Statuses[0].restartCount’

Sample Output:

Figure 7-1 Sample Output

NAME
capdc-model-controller-deploy-779cbdcfBf-w2pfh
capdc-model -executor-deploy-f3c96db54-ttnhd
capéc-stream-analytics-deploy-744878563 -Sxraw
druid-poad

keycloak-pod

mesa-simulator-6d97b47df4-4 k1w

mysql-pod
mwdaf-capdc-scheduler-service-deploy-fd9fef7db-rzdzr
mwdaf-capdc-spring-clo config-server-deploy-745c55746-881gp
mwdaf-portal-deploy- c47bBFE-1vx22
mwdaf-portal -service-deploy-546db8b74b-2b2F8
locn-amf-simulator-584cchbifd4-podnb
jocn-nrf-simulator-d44bedd?f-1jcz2
locn-nwdaf-analytics-65bFF75c66-Lhadw

locn-nwdaf - communication-6db68495F9-vddic
locn-nwdaf -configuration-service-5559bf758d-nls5k
locn-nwdaf-data-collection-57b948989c-xs7dg
locn-nwdaf -gateway -584577d 2xvd
(ocn-nwdaf-mtlf-5546cF4645-12hpv
locn-nwdaf-subscription-24f8b74cc7-d71k9
ocn-smf-simulator-c75d568cd-cr7at
redis-master-pod

redis-slave-sts-@

redis-slave-sts-1

zookeper-sts-@

STATUS

Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running

RESTARTS

kubectl --namespace performance-ns get pods
AGE
4d21h
4d19h
4d21h
4d21h
4d21h
4d21h
4d21h
4d22h
4d21h
4d22h
4d21h
4d21h
4d21h
4d21h
4d13h
4d13h
4d16h
4d13h
4d1zh
ELL
3d16h
4d13h
3%h
4d13h
4d21h
4d21h
4d21h
4d21h

Observe the Restarts column, the ideal value is "0", indicating the pods have not re-
started. If the column Status is not Running and the value of the Restarts is constantly
increasing implies an underlying problem with the microservice or any dependency.

Refer to the Oracle Communications Networks Data Analytics Troubleshooting Guide to

resolve the issue.

If required, re-deploy the microservice.

In a Kubernetes setup, at least one pod of each microservice must be deployed so, if the
problem root cause is due to a dependency, re-deploying the microservice is not required. It is
sufficient to fix the dependency and wait for Kubernetes to retry the deployment.

If there are any changes in the Spring Cloud Config properties of the microservice, refreshing
the property through its actuator with a POST request to http://{host}: {port}/actuator/
refresh. If the issue is not resolved (not all properties support online refresh), redeploy the
microservice.

7.5 Backup and Restore

This chapter describes the Backup and Restore procedures.
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7.5.1 OCNWDAF Database Backup and Restore

Introduction

Perform this procedure to take a backup of the OCNWDAF database (DB) and restore the
database on a different cluster. This procedure is for on-demand backup and restore of
OCNWDAF DB. The commands used for these procedures are provided by the MYSQL
Network Database(NDB) cluster.

Prerequisite

Ensure that the MYSQL NDB cluster is in a healthy state, and each of its database node is in
running state. Run the following command to check the status of cnDBTier service:

kubect| -n <nanespace> exec <managenent node pod> -- ndb_ngm-e show

Where,
e <namespace> is the namespace where cnDBTier is deployed

e <managenent node pod> is the management node pod of cnDBTier

Example:

[ cl oud- user @cne2-bastion-1 ~]$ kubectl -n nwdafsvc exec ndbngmd-0 -- ndb_ngm
-e show

Connected to Managenent Server at: |ocal host: 1186

Cluster Configuration

[ ndbd( NDB) ] 2 node(s)

id=1 @.0. 233.86.202 (nysql-8.0.22 ndb-8.0.22, Nodegroup: 0, *)

i d=2 @.0.233.81. 144 (nysql-8.0.22 ndb-8.0.22, Nodegroup: 0)

[ndb_mgmd(MGM] 2 node(s)
id=49  @0.233.81.154 (nysql-8.0.22 ndb-8.0.22)
)

id=50  @0.233.86.2 (nysql-8.0.22 ndb-8.0.22

[mysql d(API)] 2 node(s)
id=56 @0.233.81.164 (nysql-8.0.22 ndb-8.0.22)
id=57 @0.233.96.39 (nysql-8.0.22 ndb-8.0.22)

[cl oud- user @cne2-bastion-1 ~]$

OCNWDAF DB Backup
If the OCNWDAF database backup is required, do the following:

1. Log in to any of the SQL node or API node, and then run the following command to take
dump of the database:

kubect! exec -it <sgl node> -n <namespace> bash
mysql dunp --quick -h127.0.0.1 —u <usernane> -p <databasenane>| gzip >
<backup_fil ename>. sql . gz

Where,

Networks Data Analytics Function Installation and Fault Recovery Guide
F76784-02 October 28, 2025

Copyright © 2022, Oracle and/or its affiliates. Page 7 of 14



ORACLE

Chapter 7
Backup and Restore

e <sgl node>is the SQL node of cnDBTier

e <namespace> is the namespace where cnDBTier is deployed

*  <usernanme> is the database username

e <dat abasenane> is the name of the database that has to be backed up

e <backup_fil enane> is the name of the backup dump file

Enter the OCNWDAF database name and password in the command when prompted.

Example:

kubect| exec -it ndbnmysqgld-0 -n nwdaf bash
mysqgl dunp --quick -h127.0.0.1 -u dbuser -p nwdafdb | gzip >
NVWDAFdbBackup. sql . gz

@® Note

Ensure that there is enough space on the directory to save the backup file.

OCNWDAF RESTORE

If OCNWDAF database restore is required, do the following:

1.

5.

Transfer the <backup_ fil ename>. sql . gz file to the SQL node where you want to restore
it.

Log in to the SQL node of the MYSQL NDB cluster on the new DB cluster and create a
new database where the database needs to be restored

Create database, database user, and grant permissions as described in Oracle
Communication Networks Data Analytics Function Installation Guide

® Note

The database name created in this step should be the same as the database
name created in the next sub step. Also, the Kubernetes secret should be the
same as in the val ues. yani file used for installing OCNWDAF.

To restore the database to the new database created, run the following command:

gunzip < <backup_filename>.sql.gz | nysgl -h127.0.0.1 —u <username> -p
<dat abaseNane >

Example:

gunzi p < nwdaf dbBackup.sql.gz | nysql -h127.0.0.1 -u dbuser -p newnwdaf db

Enter the password when prompted.

7.5.2 Restoring OCNWDAF and cnDBTier

Perform this procedure to restore OCNWDAF, cnDBTier, and OCNWDAF database (DB).
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Prerequisites:

Take a backup of the cust om val ues. yani file that was used for installing OCNWDAF.

Take a backup of the OCNWDAFdatabase and restore the database as described in
Restoring OCNWDAF and cnDBTier Perform this task once every evening.

If OCNWDAFdeployment is corrupted, do the following:

1.

Run the following command to uninstall the corrupted OCNWDAFdeployment:

hel m uni nstal | <rel ease_nane> --namespace <nanespace>

Where,
e <rel ease_name> is a hame used to track this installation instance.
e <namespace> is the release number.

Example:

hel m uni nstall ocnwdaf --namespace nwdaf svc

Install OCNWDAFusing the backed up copy of the cust om val ues. yan file.
For information about installing OCNWDAFusing Helm, see Oracle Communication
Networks Data Analytics Function Installation Guide

If cnDBTier and NF deployment is corrupted, do the following:

1.

Install cnDBTier as described in Oracle Communication Cloud Native Core DBTier
Installation and Upgrade Guide

Restore OCNWDAFDB as described in Restoring OCNWDAF and cnDBTier

Install OCNWDAFusing the backed up copy of the cust om val ues. yam file.
For information about installing OCNWDAF, see Oracle Communication Networks Data
Analytics Function Installation Guide

If DB Secret or cnDBTier mysql FQDN or IP or PORT is changed, do the following:

1.

In the backed up copy of the cust om val ues. yani file, update these values: dbHost /
dbPort / dbAppUser Secr et Name/ dbPri vi | egedUser Secr et Nane.

# DB Connection Service |P O Hostname with secret nane.
dat abase:

dbHost: "nysql -connectivity-service. nwdaf svc"

dbPort: "3306"

# K8s Secret containing Database/user/password for all services of
OCNWDAF interacting with DB.

dbAppUser Secr et Nane: "seppuser-secret”

# K8s Secret containing Database/user/password for DB Hooks for
creating tables

dbPrivil egedUser Secr et Nane: "nwdaf privil egeduser-secret”

Run the following Helm upgrade command to update the secrets for OCNWDAF control
plane microservices, such as configuration, subscription, audit, and notification, to connect
to the DB with changed DB Secret or DB FQDN, IP, or Port:

hel m upgrade <rel ease nane> -f <custom val ues. yam > --nanmespace
<namespace> <hel mrepo>/chart_name --version <hel mversion>
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Example:

hel m upgrade ocnwdaf -f /home/cl oud-user/1.12/val ues.yam /home/ cl oud-user/
1. 11. 0/ ocnwdaf --nanespace nwdaf svc

7.5.3 Kafka Backup and Restore

Follow the backup procedures described below:

»  Backup Zookeeper State Data

e Backup Kafka Topics and Messages

Once the backup procedures are completed, follow the restore procedures:

* Restore Zookeeper State Data

» Restore Kafka Data and Messages

Finally, follow the procedure to Verify the Restoration.

Backup Zookeeper State Data

The Zookeeper stores its data in the directory specified by the dat abi r field in the ~/ kaf ka/
confi g/ zookeeper . properti es configuration file. Read the value of this field to determine the
directory to backup. By default, dat aDi r points to the / t np/ zookeeper directory.

@® Note

If the dat aDi r points to some other directory in your installation, use that value instead
of / t np/ zookeeper in the following commands.

1. Runthe command ~/ kaf ka/ confi g/ zookeeper . properti es.

Sample output:

# the directory where the snapshot is stored.

dat aDi r =/ t np/ zookeeper

# the port at which the clients will connect

clientPort=2181

# disable the per-ip linit on the nunber of connections since thisis a
non- producti on config

maxd i ent Cnxns=0

2. Create a compressed archive file of the contents in the directory. Run the command:

tar -czf /hone/kaf ka/ zookeeper - backup. tar.gz /tnp/zookeeper/*

3. Runthe command | s, to verify if the t ar file is created. The output will display the
compressed file zookeeper - backup. tar. gz.

4. A backup of the Zookeeper State Data is successfully created.

Backup Kafka Topics and Messages

Kafka stores topics, messages, and internal files in the directory that the | og. di r s field
specifies in the ~/ kaf ka/ confi g/ server. properti es configuration file. Read the value of this
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field to determine the directory to backup. By default, | og. di r s points to the / t np/ kaf ka- | ogs
directory.

@ Note

If the | og. di r s points to some other directory in your installation, use that value
instead of / t np/ kaf ka- | ogs in the following commands.

1. Runthe command ~/ kaf ka/ confi g/ server. properties.

Sample output:

HEHHHIH I Log Basi cs #HHH#HHH#HHHH#HRH IR

# A comma separated list of directories under which to store log files
| og. di rs=/tnp/ kaf ka- 1 ogs

# The default number of log partitions per topic. Mre partitions allow
greater

# parallelismfor consunption, but this will also result in nore files
across

# the brokers.

num partitions=1

# The nunber of threads per data directory to be used for log recovery at
startup and flushing at shutdown.

# This value is recommended to be increased for installations with data
dirs located in RAID array.

num recovery.t hreads. per. data. dir=1

2. Stop the Kafka service so that the data in the | og. di r s is in a consistent state. Run exi t
to become a non-root user, then run the command:

sudo systenttl stop kafka

3. Once the Kafka service is stopped, login as Kafka root user. Run the command:

sudo -iu kafka

® Note

Always stop or start the Kafka and Zoo Keeper services as non-root sudo user, as
in the Apache Kafka installation prerequisite the kafka user is restricted as a
security precaution. This prerequisite disables sudo access for the kafka user,
hence commands fail to execute.

4. Create a compressed archive file of the contents in the directory. Run the command:

tar -czf /hone/kaf ka/ kaf ka- backup.tar.gz /tnp/kafka-|ogs/*

5. Runthe command | s, to verify if the t ar file is created. The output will display the
compressed file kaf ka- backup. tar. gz.
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6. Start the Kafka service, run exi t to become a non-root user, then run the command:

sudo systenttl start kafka

7. Once the Kafka service is started, login as Kafka root user. Run the command:

sudo -iu kafka
8. A backup of the Kafka Data is successfully created.

Restore Zookeeper State Data

1. To prevent data directories from receiving invalid data during the restoration period, stop
both Zookeeper and Kafka. Run the following commands:

e Runexit to become a non-root user, then run the command:

sudo systenct!| stop kafka

e Stop the Zookeeper service:
sudo systenctl stop zookeeper
2. Login as Kafka root user. Run the command:
sudo -iu kafka
3. Delete the existing cluster data directory, run the command:
rm-r /tnp/zookeeper/*
4. Restore the backedup data, run the command:

tar -C /tnp/zookeeper -xzf /home/kafkal/zookeeper-backup.tar.gz --strip-
conponents 2

@® Note

The - C flag specifies the t ar to change to the directory / t np/ zookeeper before
extracting the data. Specifying --strip 2 flag in the command ensures t ar
extracts the archive’s contents in the directory / t np/ zookeeper/ and not in any
another directory (such as / t np/ zookeeper/t mp/ zookeeper/) inside it.

5. Cluster state data is successfully restored.

Restore Kafka Data and Messages

1. Delete the existing Kafka directory, run the command:

rm-r /tnp/kafka-logs/*
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After directory deletion, the Kafka installation is similar to a fresh installation with no topics
or messages present in it. Restore the backed up data, extract the files:

tar -C /tnp/kafka-Iogs -xzf /home/kaf ka/ kaf ka- backup.tar.gz --strip-
components 2

The - Cflag specifies t ar to change to the directory / t np/ kaf ka- | ogs before extracting the
data. Specifying - -stri p 2 flag ensures that the archive’s contents are extracted in / t np/

kaf ka- | ogs/ and not in another directory (such as / t np/ kaf ka- | ogs/ kaf ka- | ogs/) inside
it.

Run exit to become a non-root user, then run the command:

sudo systenttl start kafka

Start the Zookeeper service

sudo systenttl start zookeeper

Login as Kafka root user. Run the command:
sudo -iu kafka

Kafka data is successfully restored.

Verify the Restoration

1.

Once Kafka is successfully running, run the following command to read the messages:

~/ kaf ka/ bi n/ kaf ka- consol e- consuner. sh --boot strap-server |ocal host: 9092 --
t opi ¢ <Topi cName> --from begi nni ng

@ Note
If Kafka has not started up properly, you might encounter the following warning:
Qut put
[2018-09-13 15:52:45,234] WARN [ Consuner clientl|d=consuner-1,
gr oupl d=consol e- consuner-87747] Connection to node -1 could not be

established. Broker may not be avail able.
(org. apache. kafka. cl i ents. Networkd i ent)

Always wait for Kafka to start fully before performing this step.

Retry the previous step if you encountered a warning, or run the following command (as
non-root sudo user) to restart Kafka:

sudo systenttl restart kafka
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3. The following message is displayed if restoration is successful:

Qut put
<Topi ¢ Message>

@® Note

If you do not see this message, check if you missed out procedure steps in the
previous section and run them.

A successful verification implies, data has been backed up and restored correctly in a
single Kafka installation.
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