Oracle® Communications

Network Analytics Automated Testing Suite
Guide

Release 23.3.0
F84694-01
September 2023

ORACLE"



Oracle Communications Network Analytics Automated Testing Suite Guide, Release 23.3.0
F84694-01
Copyright © 2023, Oracle and/or its affiliates.

This software and related documentation are provided under a license agreement containing restrictions on use and
disclosure and are protected by intellectual property laws. Except as expressly permitted in your license agreement or
allowed by law, you may not use, copy, reproduce, translate, broadcast, modify, license, transmit, distribute, exhibit,
perform, publish, or display any part, in any form, or by any means. Reverse engineering, disassembly, or decompilation
of this software, unless required by law for interoperability, is prohibited.

The information contained herein is subject to change without notice and is not warranted to be error-free. If you find
any errors, please report them to us in writing.

If this is software, software documentation, data (as defined in the Federal Acquisition Regulation), or related
documentation that is delivered to the U.S. Government or anyone licensing it on behalf of the U.S. Government, then
the following notice is applicable:

U.S. GOVERNMENT END USERS: Oracle programs (including any operating system, integrated software, any
programs embedded, installed, or activated on delivered hardware, and modifications of such programs) and Oracle
computer documentation or other Oracle data delivered to or accessed by U.S. Government end users are "commercial
computer software," "commercial computer software documentation,” or "limited rights data" pursuant to the applicable
Federal Acquisition Regulation and agency-specific supplemental regulations. As such, the use, reproduction,
duplication, release, display, disclosure, modification, preparation of derivative works, and/or adaptation of i) Oracle
programs (including any operating system, integrated software, any programs embedded, installed, or activated on
delivered hardware, and modifications of such programs), ii) Oracle computer documentation and/or iii) other Oracle
data, is subject to the rights and limitations specified in the license contained in the applicable contract. The terms
governing the U.S. Government's use of Oracle cloud services are defined by the applicable contract for such services.
No other rights are granted to the U.S. Government.

This software or hardware is developed for general use in a variety of information management applications. It is not
developed or intended for use in any inherently dangerous applications, including applications that may create a risk of
personal injury. If you use this software or hardware in dangerous applications, then you shall be responsible to take all
appropriate fail-safe, backup, redundancy, and other measures to ensure its safe use. Oracle Corporation and its
affiliates disclaim any liability for any damages caused by use of this software or hardware in dangerous applications.

Oracle®, Java, MySQL, and NetSuite are registered trademarks of Oracle and/or its affiliates. Other names may be
trademarks of their respective owners.

Intel and Intel Inside are trademarks or registered trademarks of Intel Corporation. All SPARC trademarks are used
under license and are trademarks or registered trademarks of SPARC International, Inc. AMD, Epyc, and the AMD logo
are trademarks or registered trademarks of Advanced Micro Devices. UNIX is a registered trademark of The Open
Group.

This software or hardware and documentation may provide access to or information about content, products, and
services from third parties. Oracle Corporation and its affiliates are not responsible for and expressly disclaim all
warranties of any kind with respect to third-party content, products, and services unless otherwise set forth in an
applicable agreement between you and Oracle. Oracle Corporation and its affiliates will not be responsible for any loss,
costs, or damages incurred due to your access to or use of third-party content, products, or services, except as set forth
in an applicable agreement between you and Oracle.



Contents

1 Introduction
1.1 Overview
1.2 Deployment Model 2
1.3 References 2
2 ATS Framework Features
2.1 Application Log Collection 1
2.2 ATS API 4
2.3 ATS Health Check 4
2.4  ATS Jenkins Job Queue 9
2.5 ATS Maintenance Scripts 10
2.6 ATS System Name and Version Display on the ATS GUI 10
2.7 ATS Tagging Support 11
2.8 Custom Folder Implementation 13
2.9 Single Click Job Creation 14
2.10 Managing Final Summary Report, Build Color, and Application Log 14
2.11 Lightweight Performance 21
2.12 Modifying Login Password 22
2.13 Parallel Test Execution 23
2.13.1 Downloading or Viewing Individual Group Logs 24
2.14 Parameterization 27
2.15 PCAP Log Collection 28
2.16 Persistent Volume for 5G ATS 30
2.17 Test Results Analyzer 30
2.18 Support for Test Case Mapping and Count 31
3 Installing ATS for Different Network Analytics Suite Products
3.1 Installing ATS for NWDAF 1
3.1.1 Software Requirements 1
3.1.2 Environment Setup 2
3.1.3 Resource Requirements 2
3.1.4 Downloading the ATS Package 3

Network Analytics Automated Testing Suite Guide

F84694-01

Copyright © 2023, Oracle and/or its affiliates.

October 27, 2025
Page i of ii



3.1.5 Pushing the Images to Customer Docker Registry 5
3.1.6 Configuring ATS 6
3.1.6.1 Creating and Verifying NWDAF Console Namespaces 6

3.1.6.2 Updating values.yaml File 7

3.1.6.3 Deploying NWDAF ATS in the Kubernetes Cluster 7

3.1.6.4 Verifying ATS Deployment 8

3.2 Installing ATS for OCNADD 9
3.2.1 Resource Requirements 9
3.2.2 Downloading the ATS Package 11
3.2.3 Pushing the Images to Customer Docker Registry 12
3.2.4 Configuring ATS 14
3.2.4.1 Enabling Static Port 14

3.2.5 Deploying ATS and Stub in Kubernetes Cluster 14
3.2.6  Verifying ATS Deployment 16

4 Running Test Cases Using ATS

4.1 Running NWDAF Test Cases using ATS 1
4.2 Running OCNADD Test Cases using ATS 11
4.2.1 Prerequisites 11
4.2.2 Logging into ATS 11
4.2.3 OCNADD-NewFeatures Pipeline 13
4.2.4 OCNADD-NewFeatures Documentation 17
4.2.5 Troubleshooting ATS 18

Network Analytics Automated Testing Suite Guide

F84694-01

Copyright © 2023, Oracle and/or its affiliates.

October 27, 2025
Page ii of ii



My Oracle Support

My Oracle Support (https://support.oracle.com) is your initial point of contact for all product
support and training needs. A representative at Customer Access Support can assist you with
My Oracle Support registration.

Call the Customer Access Support main number at 1-800-223-1711 (toll-free in the US), or call
the Oracle Support hotline for your local country from the list at http://www.oracle.com/us/
support/contact/index.html. When calling, make the selections in the sequence shown below
on the Support telephone menu:

* For Technical issues such as creating a new Service Request (SR), select 1.

*  For Non-technical issues such as registration or assistance with My Oracle Support, select
2.

*  For Hardware, Networking and Solaris Operating System Support, select 3.

You are connected to a live agent who can assist you with My Oracle Support registration and
opening a support ticket.

My Oracle Support is available 24 hours a day, 7 days a week, 365 days a year.
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Acronyms

The following acronyms are used in the ATS User Guide.

Table Acronyms

Abbreviation Definition

ATS Automated Testing Suite

BDD Behavior Driven Development. It is an agile software development
technique that encourages collaboration between developers, QA, and
non-technical or business participants in a software project.

Cl Continuous Implementation

CNE Oracle Communications Cloud Native Core, Cloud Native Environment

OCNADD Oracle Communications Network Analytics Data Director

OCNWDAF Oracle Communications Network Data Analytics Function

oL Oracle Linux is a Linux distribution packaged and freely distributed by
Oracle, available partially under the GNU (General Public License) since
late 2006. It is compiled from Red Hat Enterprise Linux source code,
replacing Red Hat branding with Oracle's.

Network Analytics Automated Testing Suite Guide
F84694-01
Copyright © 2023, Oracle and/or its affiliates.

October 27, 2025
Page 1 of 1



What's New In This Guide

This section introduces the documentation updates for Release 23.3.x in Oracle
Communications Network Analytics Automated Testing Suite Guide.

Release 23.3.0 - F84694-01, September 2023

OCNADD Release 23.3.0

Updated the following sections:

— Resource Requirements

— Downloading the ATS Package

— Pushing the Images to Customer Docker Reqgistry

— Deploying ATS and Stub in Kubernetes Cluster
— OCNADD-NewFeatures Pipeline

Added the following sections:
— OCNADD-NewFeatures Documentation
— Troubleshooting ATS

OCNWDAF Release 23.3.0

Updated the following sections:

Software Requirements

Resource Requirements

Downloading the ATS Package

Pushing the Images to Customer Docker Registry
Deploying NWDAF ATS in the Kubernetes Cluster
Running NWDAF Test Cases using ATS
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Introduction

This document provides information about Automated Testing Suite (ATS) deployment model
for the Network Analytics Suite products.

ATS allows you to run software test cases using an automated testing tool and then, compares
the actual results with the expected or predicted results.

1.1 Overview

Using ATS, you can deploy and test 5G NFs.

This document provides information to implement ATS for the following 5G products:
e Oracle Communications Networks Data Analytics Function

e Oracle Communications Network Analytics Data Director

ATS for 5G Network Functions

For 5G NFs, ATS is developed using Oracle Linux 8-slim as the base image. Jenkins is a part
of the ATS image, and it provides a graphical user interface (GUI) to test either a single NF or
multiple NFs independently in the same network environment.

ATS comprises NF docker images, ATS image, simulator images, and test cases of the specific
NF. All these images and test cases constitute a fully automated suite to deploy and test NFs.
You can combine it with any other Continuous Integration (CI) pipeline with minimal changes
because 5G ATS uses Jenkins as GUI.

The ATS package contains the following elements:

e Test scripts and docker images of test container. The docker images have complete
framework and libraries installed, which are common for all NFs working with the Behavior
Driven Development (BDD) framework.

e Docker image of HTTP Server simulator.
e Helm chart to deploy the ATS (delivered as a tar file).

e Readme text file (.txt file).

ATS provides basic environment, framework, and a GUI (Jenkins) to run all the functional test
cases.

ATS Framework Version with Supporting NF Version

Table 1-1 ATS Framework Version with Supporting NF
e

ATS Framework Version NWDAF Data Director
23.2.0 23.3.0 NA
23.3.0 NA 23.3.0
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1.2 Deployment Model

Chapter 1
Deployment Model

According to the In-Cluster deployment model, ATS can coexist in the same cluster where the
NFs are deployed. This deployment model is useful for In-Cluster testing.

Figure 1-1

In-Cluster Deployment Model
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1.3 References

For more information about NFs and their deployment processes, refer to the following
documents:
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Oracle Communications Network Data Analytics Function User Guide

Oracle Communications Network Data Analytics Function Installation and Fault Recovery

Guide

Oracle Communications Network Analytics Data Director User Guide

Oracle Communications Network Analytics Data Director Installation, Upgrade, and Fault
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ATS Framework Features

This chapter describes the ATS Framework features:

Table 2-1 ATS Framework Features Compliance Matrix

Features NWDAF OCNADD

Application Log Collection Yes No

ATS API No No

ATS Health Check No No

ATS Jenkins Job Queue Yes Yes

ATS Maintenance Scripts Yes Yes

ATS System Name and Version Display | Yes Yes

on Jenkins GUI

ATS Tagging Support No No

Custom Folder Implementation Yes No

Single Click Job Creation Yes Yes

Final Summary Report, Build Color, and | Yes Partially compliant

Application Log (Application Log is not
supported.)

Lightweight Performance Yes No

Modifying Login Password No Yes

Parallel Test Execution No No

Parameterization Yes No

PCAP Log Collection No No

Persistent Volume No Optional

Test Result Analyzer Yes Yes

Test Case mapping and Count Yes Yes

2.1 Application Log Collection

Using Application Log Collection, you can debug a failed test case by collecting the application
logs for NF System Under Test (SUT). Application logs are collected for the duration that the
failed test case was run.

Application Log Collection can be implemented by using ElasticSearch or Kubernetes Logs. In
both these implementations, logs are collected per scenario for the failed scenarios.

Application Log Collection Using ElasticSearch
To access the option to to collect logs using ElasticSearch:
1. Loginto ATS using respective <NF> login credentials.

2. Onthe NF home page, click any new feature or regression pipeline, from where you want
to collect the logs.

3. In the left navigation pane, click Build with Parameters.
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Application Log Collection

4. Select YES or NO from the drop-down menu of Fetch_Log_Upon_Failure to select
whether the log collection is required for a particular run.

5. If option Log_Type is also available, select value AppLog for it.

Figure 2-1 Log Levels

Log _Level

WARN v
WARN

WARN
INFO
DEBUG
ERROR
TRACE

» Cancel

6. Select the Log Level from the drop-down menu of Log_Level to set the log level for all the
microservices. The possible values for Log_Level are as follows:

*  WARN: Designates potentially harmful situations.

* INFO: Designates informational messages that highlight the progress of the application
at coarse-grained level.

* DEBUG: Designates fine-grained informational events that are most useful to debug
an application.

« ERROR: Designates error events that might still allow the application to continue
running.

* TRACE: The TRACE log level captures all the details about the behavior of the
application. It is mostly diagnostic and is more granular and finer than DEBUG log
level.

® Note

Log_Level values are NF dependent.

7. After the build execution is complete, go into the ATS pod, then navigate to following path
to find the applogs:. j enki ns/ j obs/ <Pi pel i ne Name>/ bui | ds/ <bui |l d nunber >/
For example,. j enki ns/ j obs/ SCP- Regr essi on/ bui | ds/ 5/

Applogs is present in zip form. Unzip it to get the log files.
The following tasks are carried out in the background to collect logs:

« ElasticSearch API is used to access and fetch logs.
e Logs are fetched from ElasticSearch for the failed scenarios

e Hooks (after scenario) within the cleanup file initiate an API call to Elasticsearch to fetch
Application logs.
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Chapter 2
Application Log Collection

« Duration of the failed scenario is calculated based on the time stamp and passed as a
parameter to fetch the logs from ElasticSearch.

* Filtered query is used to fetch the records based on Pod name, Service name, and
timestamp (Failed Scenario Duration).

*  For ElasticSearch, there is no rollover or rotation of logs over time.

e The maximum records that the ElasticSearch API can fetch per microservice in a failed
scenario is limited to 10K.

e The following configuration parameters are used for collecting logs using Elastic Search:
— ELK_WAIT_TIME: Wait time to connect to Elastic Search
— ELK_HOST: Elastic Search HostName
— ELK_PORT: Elastic Search Port

Application Log Collection Using Kubernetes Logs

To access the option to to collect logs using Kubernetes Logs:

1. Onthe NF home page, click any new feature or regression pipeline, from where you want
to collect the logs.

2. Inthe left navigation pane, click Build with Parameters.

3. Select YES or NO from the drop-down menu of Fetch_Log_Upon_Failure to select
whether the log collection is required for a particular run.

4. Select the Log Level from the drop-down menu of Log_Level to set the log level for all the
microservices. The possible values for Log_Level are as follows:

*  WARN: Designates potentially harmful situations.

* INFO: Designates informational messages that highlight the progress of the application
at coarse-grained level.

* DEBUG: Designates fine-grained informational events that are most useful to debug
an application.

 ERROR: Designates error events that might still allow the application to continue
running.

@® Note

Log_Level values are NF dependent.

The following tasks are carried out in the background to collect logs:

e Kube API is used to access and fetch logs.
« For failed scenarios, logs are directly fetched from microservices.

« Hooks (after scenario) within the cleanup file initiate an API call to Elasticsearch to fetch
Application logs.

e The duration of the failed scenario is calculated based on the time stamp and passed as a
parameter to fetch the logs from microservices.

e Logs roll can occur while fetching the logs for a failed scenario. The maximum loss of logs
is confined to a single scenario.
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2.2 ATS API

The Application Programming Interface (API) feature provides APIs to perform routine ATS
tasks as follows:

e Start: To initiate one of the three test suites, such as Regression, New Features, or
Performance.

e Monitor: To obtain the progress of a test suite's execution.
e Stop: To cancel an active test suite.

e Get Artifacts: To retrieve the JUNIT format XML test result files for a completed test suite.

For more information about configuring the tasks, see #unique_50.

2.3 ATS Health Check

ATS Health Check functionality is to check the health of the System Under Test (SUT)

Earlier, ATS used Helm test functionality to check the health of the System Under Test (SUT).
With the implementation of the ATS Health Check pipeline, the SUT health check process has
been automated. ATS health checks can be performed on webscale and non-webscale
environments.

Deploying ATS Health Check in a Webscale Environment

* Setthe Webscal e to 'true' and the following parameters by encoding them with base64 in
the ATS values.yaml file:

* Set the following parameter to encrypted data:

webscal ej unpserverip: encrypted-data
webscal ej unpserverusername: encrypt ed- data
webscal ej unpserver password: encrypt ed-data
webscal eproj ect nane: encrypt ed-data
webscal el abserver FQDN: encrypt ed- dat a
webscal el abserverport: encrypted-data
webscal el abserverusernane: encrypted-data
webscal el abserver password: encrypted-data

Encrypted data is the value of parameters encrypted in base64. Fundamentally, Base64 is
used to encode the parameters.

For example:

webscal ej unpserverip=$(echo -n '10.75.217.42" | base64), Where Webscal e Junp
server ip needs to be provided

webscal ej unpserveruser name=$(echo -n 'cloud-user' | base64), Were Webscal e
Junmp server Usernane needs to be provided

webscal ej unpserver passwor d=$(echo -n '****' | base64), Wiere Webscal e Junp
server Password needs to be provided

webscal eproj ect name=$(echo -n '****' | base64), Where Webscal e Project Name
needs to be provided

webscal el abserver FQDN=$(echo -n '****' | base64), Where Webscal e Lab Server
FQDN needs to be provided

webscal el abserverport=$(echo -n '****' | base64), Where Webscal e Lab Server
Portneeds to be provided
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webscal el abserverusernane=$(echo -n '****' | base64), \Were Webscal e Lab
Server Username needs to be provided
webscal el abser ver password=$(echo -n '****' | base64), \Were Webscal e Lab

Server Password needs to be provided

Running ATS Health Check Pipeline in a Webscale Environment

To run ATS Health Check pipeline:
1. Log into ATS using respective <NF> login credentials.

2. Click <NF>HealthCheck pipeline and then click Configure.

@® Note

<NF> denotes the network function. For example, in Policy, it is called as Policy-
HealthCheck pipeline.

Figure 2-2 Configure Healthcheck
Dashboard Policy-HealthCheck

B status Pipeline Policy-HealthCheck

<[> Changes . ) 3
Oracle Communications Cloud Native Core

> Build Now

@ Configure

Q Full Stage View

Automated Test Suite

1‘) Open Blue Ocean

/ Rename .
Stage View
S Test Results Analyzer
@ Pipeline Syntax No data available. This Pipeline has not yet run.
Build History trend v .
Permalinks

3. Provide parameter a with Helm release name deployed. If there are multiple releases, use
comma to provide all Helm release names.

/la = helmrel eases [Provide Rel ease Name with Comma Separated if nore
than 1 ]

Provide parameter ¢ with the appropriate Helm command, such as helm, helm3, or helm2.

/1c = hel mcommand nane [hel mor heln2 or hel nB]
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ATS Health Check
Figure 2-3 Save the Changes
Pipeline script
Script 7
1~ node{
2 def myVar = 'initial_wvalue’
3 def buildVar = 'initial_ value'
4 properties|
5v [
6~ parameters(
7 [string(defaultValue: '', name: 'Helm_releases',description: "Provide Rel
8 string(defaultValue: '', name: 'Namespace', description: "Provide the nan
9 )
1e
11 1
12
13~ stage('Helm-Test-Init') {
14 « catchError(buildResult: 'SUCCESS', stageResult: 'UNSTABLE') {
15
16 //a = helm releases [Provide Release Name with Comma Seperated if more than 1 ]
17 //b= MNamespace, If not applicable then remove the arguement
18 {/{c="helm command name [helm or helm2 or helm3i

Use Groovy Sandbox  ?

Pipeline Syntax

Save

Apply

4. Save the changes and click Build Now. ATS runs the health check on respective network

function.
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Figure 2-4 Build Now

Dashboard Policy-HealthCheck

El Status

<[> Changes

[> Build Now

@ Configure

Q. Full Stage View
w® Open Blue Ocean

/ Rename

2 Test Results Analyzer

@ Pipeline Syntax

Deploying ATS Health Check in a Non-Webscale Environment

Perform the following procedure to deploy ATS Health Check in a non-webscale environment
such as OCCNE:

Set the Webscal e parameter set to ‘false’ and following parameters by encoding it with
base64 in the ATS values.yaml file:

occnehostip: encrypted-data
occnehost user name: encrypt ed- dat a
occnehost passwor d: encrypt ed- dat a

Example:

occnehosti p=$(echo -n ' 10.75.217.42" | base64) , Where occne host ip needs to

be provided

occnehost user name=$(echo -n 'cloud-user' | base64), Wiere occne host usernane
needs to be provided

occnehost passwor d=$(echo -n '****' | base64), \Were password of host needs to
be provided

Running ATS Health Check Pipeline in a Non-Webscale Environment

Perform the following procedure to run the ATS Health Check pipeline in a non-webscale
environment such as OCCNE:

1. Log into ATS using respective <NF> login credentials.
2. Click <NF>HealthCheck pipeline and then click Configure.

3. Provide parameter a with Helm release name deployed. If there are multiple releases, use
comma to provide all Helm release names.
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Provide parameter b with SUT deployed namespace name.

Chapter 2

ATS Health Check

Provide parameter ¢ with the appropriate Helm command, such as helm, helm3, or helm2.

/la = helmrel eases [Provide Rel ease Name with Comma Separated if nore

than 1 ]

/b = Nanespace, |f not applicable to WEBSCALE environnent then renove the

ar gument

/1c = hel mconmand nanme [hel mor heln2 or hel nB]

Figure 2-5 Save the Changes

Pipeline script

Script  ?

1~ node{

2 def myVar = 'initial_wvalue’
=) def buildVar = 'initial value'

4 properties(
5 [

6~ parameters(
7 [string(defaultValue: '
8 string(defaultValue: "'

9 )
10

11 1

12

13 = stage('Helm-Test-Init') {
14 = catchError(buildResult:

16

18

Use Groovy Sandbox 7

Pipeline Syntax

'SUCCESS', stageResult:

//a = helm releases [Provide Release Name
17 //b= MNamespace, If not applicabl

'Helm_releases',description: "Provide Rel
'Namespace', description: "Provide the nan

with Comma Seperated if more than 1 ]
then remove the arguement
, .

4. Save the changes and click Build Now. ATS runs the health check on respective network

function.
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Figure 2-6 Build Now

Dashboard Policy-HealthCheck

El Status

<[> Changes

[> Build Now

@ Configure

Q. Full Stage View
@ Open Blue Ocean
/ Rename

2 Test Results Analyzer

@ Pipeline Syntax

2.4 ATS Jenkins Job Queue
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By clicking Build Now, you can run the health check on ATS and store the result in the console
logs.

The ATS Jenkins Job Queue feature places the second job in a queue if the current job is
already running from the same or different pipelines to prevent jobs from running in parallel to
one another.

Job/build queue status can be viewed in the left navigation pane on the ATS home page. The
following image shows the build queue status when a user has tried to run the NewFeatures
pipeline when the Regression pipeline is already running.
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Figure 2-7 Build Executor Status
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2.5 ATS Maintenance Scripts

ATS maintenance scripts are used to perform the following operations:
e Taking a backup of the ATS custom folders and Jenkins pipeline.
e Viewing the configuration and restoring the Jenkins pipeline.

e Viewing the configuration and installing or uninstalling ATS and stubs.

Chapter 2
ATS Maintenance Scripts

ATS maintenance scripts are present in the ATS image at the following path: / var /I i b/
j enki ns/ocats_mmint_scripts

Run the following command to copy the scripts to a local system (bastion):

kubect! cp <NAMESPACE>/ <POD_NAME>:/var/|lib/jenkins/ocats_maint_scripts

<DESTI NATI ON_PATH_ON_BASTI ON> pod

For example,

kubect! cp ocpcf/ocats-ocats-policy-694c589664-js267:/var/lib/Jenkins/

ocats_maint_scripts /home/ neta-user/ocats_maint_scripts pod

2.6 ATS System Name and Version Display on the ATS GUI

This feature displays the ATS system name and version on the ATS GUI.

You can log in to the ATS application using the login credentials to view the following:
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e ATS system name: Abbreviated product name followed by NF name.

 ATS Version: Release version of ATS.

Figure 2-8 ATS System Name and Version

@ O B

Dashboard

+ Newitem Oracle Communications Cloud Native Core

20
&2 People Automated Test Suite

B 8uild History
CNCATS POLICY : 23.2.0
O My Views

@ Open Blue Ocean

Build v ) )
IR s w Name | Last Success Last Failure Last Duration Fav

No builds in the queue.
Policy-HealthCheck N/A N/A N/A
Build Executor Status v

Policy-NewFeatures N/A N/A N/A
1 idle

v v v Vv

©
©
® Policy-Performance N/A N/A N/A
©

Policy-Regression N/A N/A N/A

2.7 ATS Tagging Support

The ATS Tagging Support feature assists in running the feature files after filtering features and
scenarios based on tags. Instead of manually navigating through several feature files, the user
can save time by using this feature.

The GUI offers the following four options for selecting tag types:

* Feature_Include_Tags: The features that contain either of the tags available in the
Feature_Include_Tags field are considered for tagging.

— For example, "cne-common", "config-server". All the features that have either "cne-
common" or "config-server" tags are taken into consideration.

» Feature_Exclude_Tags: The features that contain neither of the tags available in the
Feature_Exclude_Tags field are considered for tagging.

— For example, "cne-common","config-server". All the features that have neither "cne-
common" nor "config-server" as tags are taken into consideration.

e Scenario_Include_Tags: The scenarios that contain either of the tags available in the
Scenario_Include_Tags field are considered.

— For example, "sanity", "cleanup". The scenarios that have either "sanity" or "cleanup”
tags are taken into consideration.

e Scenario_Exclude_Tags: The features that contain neither of the tags available in the
Scenario_Exclude_Tags field are considered.

— For example, "sanity", "cleanup". The scenarios that have neither "sanity" nor
"cleanup" as tags are taken into consideration.

Filter with Tags

The procedure to filter feature files and scenarios based on tags are as follows:
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1. Onthe NF home page, click any new feature or regression pipeline, where you want to use

this feature.

2. Inthe left navigation pane, click Build with Parameters. The following image appears.

Figure 2-9 Filter with Tags

Select_Option

@ All
Single/MultipleFeatures

FilterWithTags
No v

3. Select Yes under FilterWithTags. The result shows four input fields.

Figure 2-10 Types of Tags

FilterWithTags

Yes v

Feature_Include_Tags Feature_Exclude_Tags

Scenario_Include_Tags Scenario_Exclude_Tags

The default value of FilterWithTags field is "No".

4. The input fields serve as a search or filter, displaying all tags that match the prefix entered.

You can select one or multiple tags.

Figure 2-11 Tags Matching with Entered Prefix

FilterWithTags
Yes v
Feature_Include_Tags Feature_Exclude_Tags

[+
4 cmservice ~
config-service

4 cne-common

config-server w7

Scenario_Include_Tags Scenario_Exclude_Tags

5. Select the required tags from the different tags list and click Submit.

Network Analytics Automated Testing Suite Guide
F84694-01

Copyright © 2023, Oracle and/or its affiliates.

October 27, 2025
Page 12 of 31



ORACLE’

Chapter 2
Custom Folder Implementation

The specified feature-level tags are used to filter out features that contain any one of the
include tags and none of the exclude tags. Here, any or both the fields may be left empty. All
features are automatically taken into consideration when both fields are empty.

The scenario level tags are used to filter out the scenarios from the features filtered above.
Only scenarios with any of the include tags and none of the exclude tags are considered. Any
or both fields can be empty. When both fields are empty, all the scenarios from the above
filtered feature files are considered.

@ Note
e If you select the Select_Option as 'All', all the displayed features and scenarios will
run.

e If you select the Select_Option as 'Single/MultipleFeatures, it enables you to
select some features, and only those features and respective scenarios are going
to run.

2.8 Custom Folder Implementation

The Custom Folder Implementation feature allows the user to update, add, or delete test cases
without affecting the original product test cases in the new features, regression, and
performance folders. The implemented custom folders are cust_newfeatures, cust_regression,
and cust_performance. The custom folders contain the newly created, customised test cases.

Initially, the product test case folders and custom test case folders will have the same set of
test cases. The user can perform customization in the custom test case folders, and ATS
always runs the test cases from the custom test case folders. If the option
"Configuration_Type" is present on the GUI,the user needs to set its value to "Custom_Config"
to populate test cases from the custom test case folders.

Figure 2-12 Custom Config Folder

Configuration_Type

) Product_Confi

@® Custom_Config

Summary of Custom Folder Implementation

« Separate folders such as cust_newfeatures, cust_regression, and cust_performance are
created to hold the custom cases.

* The prepackaged test cases are available in the newfeature and regression Folder.

e The user copies the required test cases to the cust_newfeatures and cust_regression
folders, respectively.

« Jenkins always points to the cust_newfeatures and cust_regression folders to populate
them in the menu.
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If someone initially launches ATS, they will not see any test cases in the menu if the cust
folders are not populated. To avoid this, it is recommended to prepopulate both the folders,
cust and original, and ask the user to modify only the cust folder if needed.

Figure 2-13 Summary of Custom Folder Implementation

ATS GUI

| | |

New_Features Cust_New_Features Regression Cust_Regression Performance Cust_Performance

(Pkgd TC's) count- N —— (cust Te’s) count (Pkgd TC's) count-N —]  (Pkgd TC's) count (Pkgd TC's) count-N =] (Pkad TC's] count
N/N+1/N-1 N/N+1/N-1 N/N+L/N-1

2.9 Single Click Job Creation

With the help of Single Click Job Creation feature, ATS users can easily create a job to run
TestSuite with a single click.

2.10 Managing Final Summary Report, Build Color, and
Application Log

This feature displays an overall execution summary, such as the total run count, pass count,
and fail count.

Supports Implementation of Total-Features

ATS supports implementation of Total-Features in the final summary report. Based on the
rerun value set, the Final Result section in the final summary report displays the Total-
Features output.

e Ifrerunis setto 0, the test result report shows the following result:

Figure 2-14 Total-Features = 1, and Rerun =0

+ sh report.sh ©
F

Final Result:-
Total-Features RUN 1, PASS 1, FAIL O

e If rerun is set to non-zero, the test result report shows the following result:
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Figure 2-15 Total-Features = 1, and Rerun = 2

I + rerun=2 |

+ sh report.sh 2

Initial Run :-
Features RUN 1, PASS @, FAIL 1

1st Rerun:-
Features RUN 1, PASS 8, FAIL 1

2nd Rerun:-
Features RUN 1, PASS @, FAIL 1

Final Result:-
Total-Features RUN 1, PASS @, FAIL 1

Changes After Parallel Test Execution Framework Feature Integration
After incorporating the Parallel Test Execution feature, the following results were obtained:

Final Summary Report Implementations

Figure 2-16 Group Wise Results

t*t*t***x***x****t*t*t*t*t*x***x***stage. stagel Group: group3 Regul A% ® sk d bk ok ok dok ok ok ook Rk kR ok R ko Sk ok

Initial Run :-

Features RUN 1, PASS ©, FATL 1

1st Rerun:-
Features RUN 1, PASS ©, FAIL 1

2nd Rerun:-

Features RUN 1, PASS ©, FATL 1

stagel group3
Final Result:-

Total-Features RUN 1, PASS @, FAIL 1

Figure 2-17 Overall Result When Selected Feature Tests Pass

***********************************Ovepall Result******************************************

Took @hemses

Final Result:-
Total-Features RUN 1, PASS 1, FAIL @

Network Analytics Automated Testing Suite Guide
F84694-01 October 27, 2025
Copyright © 2023, Oracle and/or its affiliates. Page 15 of 31



ORACLE’

Chapter 2

Managing Final Summary Report, Build Color, and Application Log

Figure 2-18 Overall Result When Any of the Selected Feature Tests Fail

**4‘-********************************Ovepall Result***************************************4—1*4‘-

Failing scenarios:

Stage:stagel Group:group3

SCP_Registration With PLMNList.feature:45 static configuration to NRF for all nfType

Took @him59s

Initial Run:-

1st Rerun:-

2nd Rerun: -

Final Result:-

Features RUN 1, PASS @, FAIL 1

Featues RUN 1, PASS @, FAIL 1

Featues RUN 1, PASS @, FAIL 1

Total-Featues RUN 1, PASS @, FAIL 1

Implementing Build Colors

ATS supports implementation of build color. The details are as follows:

Table 2-2 Build Color Details

Rerun Values

Rerun set to zero

Rerun set to non-zero

Status of Run All Passed in | Some Failed | All Passed in | Some Some Passed in
Initial Run in Initial Run | Initial Run Passed in Initial Run, Some
Initial Run, Failed Even After
Rest Passed | Rerun
in Rerun
Build Status SUCCESS FAILURE SUCCESS SUCCESS FAILURE
Pipeline Color GREEN Execution GREEN GREEN Execution Stage
Stage where where test cases
test cases failed shows
failed shows YELLOW color,
YELLOW rest of the
color, rest of successful stages
the successful are GREEN
stages are
GREEN.
Status Color BLUE RED BLUE BLUE RED

Changes After Integrating Parallel Test Execution Framework Feature

In sequential execution, the build color or overall pipeline status of any run was mainly
dependent on the following parameters:

e the rerun count and the pass or fail status of test cases in the initial run

» the rerun count and the pass or fail status of test cases in the final run
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For the parallel test case execution, the pipeline status also depends on another parameter,
"Fetch_Log_Upon_Failure," which is given in the build with parameters page. If the
parameter Fet ch_Log_Upon_Fai | ur e is not there, its default value is considered "NO".

Table 2-3 Pipeline Status When Fetch_Log_Upon_Failure = NO
|

Rerun Values

Rerun set to zero

Rerun set to non-zero

Passed/Failed All Passed in Some Failed in | All Passed in Some Passed in| Some Passed in
Initial Run Initial Run Initial Run Initial Run, Rest | Initial Run, Some
Passed in Failed Even After
Rerun Rerun
Status SUCCESS FAILURE SUCCESS SUCCESS FAILURE

Table 2-4 Pipeline Status When Fetch_Log_Upon_Failure = YES
e

Rerun Values Rerun set to zero Rerun set to non-zero
Passed/Failed All Some Some All Passed in Some Passed in| Some Passed in
Passed in | Failed in | Failed in | Initial Run Initial Run, Rest | Initial Run, Some
Initial Run | Initial Run | Initial Run Passed in Failed Even After
and and Rerun Rerun
Failed in | Passed in
Rerun Rerun
Status SUCCESS | FAILURE | SUCCESS | SUCCESS SUCCESS FAILURE

Some common combinations of these parameters, such as rerun_count,
Fetch_Log_Upon_Fail ure, and pass/fail status of test cases in initial and final

run and the corresponding build colors are as follows:

*  When Fetch_Log_Upon_Fai | ure is setto YES and rerun_count is set to 0, test cases
pass in the initial run. The pipeline will be green, and its status will show as blue.

Figure 2-19 Fetch_Log_Upon_Failure is set to YES and rerun_count is set to 0, test
cases pass

Nov21,2022, 2:11PM

Nov21,2022. 206 PM

Nov21.2022, 129 AM

Nov21,2022, 1126AM

Nov21.2022, 1:22AM

tage View

Average stage times: 25
Sime: - 1min 75)

Nov18. 2022, Ti14AM

Nov18,2022 930 AM

Novi8.2022 733AM

163ms

*  When Fet ch_Log_Upon_Fai | ure is setto YES and rerun_count is set to 0, test cases fail
on the initial run but pass during the rerun. The initial execution stage is yellow and all
subsequent successful stages will be green, and the status will be blue.
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Figure 2-20 Test Cases Fail on the Initial Run but Pass in the Rerun

Stage Logs (Preparation) x

on.sh

for) Nov21,202, R:116M st i 2nd 2nd 3rd i
Breatte- st IstStage  Stage  Stage  2nd Sage  stge  3rd Sage  logging  Archive  Comsolidated ootV
2 Hesl 20 m0si Preparation  rece Stge  IstGrow 2nd 3 Sage st nd  smge st /Rerun  logs  Output Post
@26 Now21,2022, 1:20AM Group  Group Group  Group. Group. Actons
(oEH Nov21.2022. 1126 AM.
Average stage times: 2 176ms  25ms  3min 26 2 225 1sems 1 s 159m: E 2minS3s  Bssms 3 2

@ Nov21.2022 112280 min 7 | m— S S o = om0
(oF:F] Nov18.2022. 114 AM

dEE ° ms mé me mé Ims
o Nt 2002 930818 Sl 2 1 76 170 < i 255 | 2toms | 995 s 3w sn 1 765m: 2 2
om Nov1s,2022.733AM
[oEY) Now17, 2022, 1370M [--]

bl © 1s 62ms | 134ms 1s 1s 265 | 138ms 1s 1s 163ms 1s 24s 900ms 3s 35
(<} ] 213 o

When Fet ch_Log_Upon_Fai | ure is set to YES and rerun_count is set to 0, test cases fail
in both the initial and the rerun. Execution stages will show as yellow, all other successful
stages will be shown as green, and the overall pipeline status will be red.

Figure 2-21 Test Cases Fail in Both the initial and the Rerun

zh

# @3 #5 & %9 w1 #13 #5 #i7 #9 #21 #23

Q Filter builds... /

o 25 Nov21,2022 2:59PM| Stage View
@2 Nov21,2022 2:495M
o= Nov21,2022, p27PM st 1at 2nd 2nd 3 .
o=z Novz 202 B e Preps Execute- st 1IstStage  Stage  Stage  2nd Stage  Stage  3rd Stage. logging  Archive  Comolidated o
e N rests Stage  1stGroup  2nd 3rd Stage  1st 2nd Stage  1st /Rerun logs Output

@z Nov21.2022, R2:19PM Group  Group. Group  Group Group
Q= Nov21,2022, 2:15PM

Average stage times: 2 1sBms  218ms  2minds 2 21 15tms s s 1S5ms  imin2s  2mind%s  788ms 35 2
om Nov21, 2022 3PM verage lron e ~3min 429 " P St s e e P e e e S e e e
[ET] Nov21, 2022, riem

ov21 °
©m 1,202, 12:06PM . E 1s 335ms. 242ms 1s 1s 29 125ms. 927ms. 1s 119ms. 750ms. 28s 619ms. 3s 2
®6 Nov21.2022. 11:29AM
2 Nov21.202, 126 M (-]

o= w2t [0 @ - PR . .- .- R O PPN BV S A, e P

When Fet ch_Log_Upon_Fai | ure is set to YES and the rerun count is set to non-zero. If all
of the test cases pass in the first run, no rerun will be initiated because the cases have
already been passed. The pipeline will be green, and the status will be indicated in blue.
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Figure 2-22 All of the Test cases Pass in the Initial Run

© Overall Feature Files

Q Filter builds...

EREIE A

#13 #1517 #0 #2

(022 nou2i202 2sen] Stage View
o= Nov21.2022. R:19PM
@20 Nov21,2022 150M 12t st 2nd 2nd 3rd
@@ Nowst 2028 BB e Breatte- st IstStage  Stage  Stage  2nd Sage  Stage  3rd Stage  logging  Archive  Comsolidated m""" e
B Tests Stage  1stGroup  2nd 3rd Stage st 2nd Stage st /Rerun logs Output
(<11 Nov21.2022. R:11PM Group  Group Group  Group Group
@z Nov21.2022. R:06PM
Average stage times: 2 148ms  230ms  2min35s 2 235 1sems s 1 149ms 35 oamini2s  B16ms 35 2

@6 Nov21,2022, 1120 AM (Average ful i time: ~{imin 29 | S— e e s e T e e e e T T T
Qs Nov21,2022. 126AM

Lol °© 1s 64ms 155ms. 1 1s 24s 134ms | 986ms 1s 10ms | 831ms 1s 609ms 2 2
@z Nov21.2022. 1122 AM s | s
@ Nov18,2022 1114 AM

*  When Fetch_Log_Upon_Fai | ure is set to YES and the rerun
some of the test cases fail in the initial run and the remaining ones pass in one of the
remaining reruns, then the initial test case execution stages will show as yellow, the
remaining stages as green, and the overall pipeline status as blue.

count is set to non-zero. If

Figure 2-23 Test Cases Fail in the Initial Run and the Remaining Ones Pass

Stage Logs (Preparation)

2nd 2nd a
istStage  1stStage Sage  Stage Loggir
Preparation Stage 15t
@2 Nov18.2022 26 AM Tests Stage  1stGroup  2nd Group ::" . Stage st 2nd Stage | /Rerin  logs. Output -
or-) Nov1s,2022. 722 il <=
@5 Nov18,2022. 716AM Average stage times: 1s 72ms  303ms  2min4ss  1min22s  ImnSs  leTms  1s s asms s7s 585 6 3 3
e fin 39| T et v e ——r = o £+ ——s o £ T R £ Tt . et e
®0 Novig, 2022, 709AM = 2
@2 MR o R © 2 93ms s 13min9s 13min21s 7min18s 1dams s is | 128ms | 2mini3 | min3ss  615ms 5 )
® Nov1s 202, G51AM o)
@247 Novi8 2022 G44AM =
© 26 Nov1e,2022, 620 AM Lded 20 = 1s 62ms 134ms 1s 1s 2s 121ms | 894ms 1s 123ms | 763ms 455 610ms. 2 35|
235
N\ Atom feed forall N Atom feed for falures o

e When Fetch_Log_Upon_Fai | ure is setto YES and thererun count is set to non-zero. If
some of the test cases fail in the initial run and the remaining ones fail in all the remaining
reruns, the stages of test case execution will be shown in yellow, the remaining stages in
green, and the overall pipeline status in red.
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Figure 2-24 Test Cases Fail in the Initial and Remaining Reruns

Stage Logs (Preparation)
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o Stage View
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Whenever any of the multiple Behave processes that are running in the ATS are exited
without completion, the stage in which the process exited and the consolidated output
stage are shown as yellow, and the overall pipeline status will be yellow. Also in the
consolidated output stage, near the respective stage result, the exact run in which the
Behave processes exited without completion will be printed.

Figure 2-25 Stage View When Behave Process is Incomplete
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Figure 2-26 Consolidated Report for a Group When a Behave Process was
Incomplete

Stage Logs (Consolidated Output)
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Implementing Application Log

ATS automatically fetches the SUT Debug logs during the rerun cycle if it encounters any
failures and saves them in the same location as the build console logs. The logs are fetched
for the rerun time duration only using the timestamps. If, for some microservices, there are no
log entries in that time duration, it does not capture them. Therefore, the logs are fetched only
for the microservices that have an impact or are associated with the failed test cases.

Location of SUT Logs: /var/lib/jenkins/.jenkins/jobs/ PARTI CULAR- JOB- NAVE/ bui | ds/
BUI LD- NUMBER/ dat e-t i mest anp- BUI LD- N. t xt

@® Note

The file name of the SUT log is added as a suffix with the date, timestamp, and build
number (for which the logs are fetched). These logs share the same retention period
as build console logs, set in the ATS configuration. It is recommended to set the
retention period to optimal owing to the Persistent Volume Claim (PVC) storage space
availability.

2.11 Lightweight Performance

The Lightweight Performance feature allows you to run performance test cases. In ATS, a new
pipeline known as "<NF>-Performance", where NF stands for Network Function, is introduced,
for example, SLF-Performance.

Figure 2-27 Sample Screen: UDR Home Page

Dashboard

& New ltem Oracle Communications Cloud Native Core
Automated Test Suite
& People
Al
~ Build History
s w Name | Last Success Last Failure Last Duration
& My views a .
@ H o SLF-HealthCheck N/A N/A N/A (%3]
Balic Guaus: - @ 0 SLF-NewFeatures NA A A 3]
No buk .
N ! @ o SLF-Performance /A N/A N/A )
Build Executor Status ~ @ H o X SLF-Regression N/A N/A N/A )
Idle - =
. @ ol UDR-HealthCheck A NA /A 1))
2 Idle
- @ ol UDR-NewFeatures N/A N/A NA 3]
@ o 4 UDR-Regression N/A NA N/A 3]
lcon: SML
Legend M Atom feed for all N Atom feed for failures 3 Atom feed for just Istest builds

The <NF>-Performance pipeline verifies from 500 to 1k TPS (Transactions per Second) of
traffic using the http-go tool, a tool used to run the traffic on the backend. It also helps to
monitor the CPU and memory of microservices while running lightweight traffic.

The duration of the traffic run can be configured on the pipeline.
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Chapter 2
Modifying Login Password

You can log in to the ATS application using the default login credentials. The default login
credentials are shared for each NF in the respective chapter of this guide.

Perform the following procedure to modify the default password:

1. Log into the ATS application using the default login credentials. The home page of the
respective NF appears with its preconfigured pipelines as follows:

Figure 2-28 Sample Screen: NRF Home Page

Dashboard
& New Item
& People
All
~ Build History
s w Name |
& My views iy
@ = NRF-NewFeatures
Build Queue ~ @ o NRF-Performance
No builds in the queue. a
@ 0 NRF-Regression
Build Executor Status A leou ML
1 ide
2 Ide
3 ide

@

Automated Test Suite

Last Success Last Failure
N/A NA
N/A NA
N/A NA

Legend A Atom feed for all

2. Hover over the user name and click the down arrow.

3. Click Configure.

Figure 2-29 Configure Option

R Atom feed for failures

Oracle Communications Cloud Native Core

Last Duration

NA 3]
A 3]
NA 3]

R Atom feed for just latest builds

[©] & nrfuser SJlogout

Dashboard

& New Item

& People
All

= Build History

“
=

& My views

Build Queue ~

o builds in the queue. '

Build Executor Status ~ lcon: 3ML

NRF-Performance

NRF-Regressior

1 ide
2 ide

3 ide

The following page appears:
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Figure 2-30 Logged-in User Details

AP Token

‘Session Termination

Setting for search

4. In the Password section, enter the new password in the Password and Confirm
Password fields.

5. Click Save.
A new password is set for you.

2.13 Parallel Test Execution

Parallel test execution enables you to perform multiple logically grouped tests simultaneously
on the same System Under Test (SUT) to reduce the overall execution time of ATS.

ATS currently executes all its tests in a sequential manner, which is time-consuming. With
parallel test execution, tests can be run concurrently rather than sequentially or one at a time.
Test cases or feature files are now separated into different folders, such as stages and groups,
for concurrent test execution. Different stages, such as stage 1, stage 2, and stage 3, run the
test cases in a sequential order, and each stage has its own set of groups. Test cases or
feature files available in different groups operate in parallel. When all the groups within one
stage have completed their execution, then only the next stage will start the execution.

Pipeline Stage View

The pipeline stage view appears as follows:

Figure 2-31 Pipeline Stage View

Stage View
1st st 1st 2nd 2nd 3rd .
N - " Declarative:
. . Execute- st Stage Stage Stage 2nd Stage Stage 3rd Stage  Logging  Archive  Consolidated Post
reparation s
pal Tests Stage st 2nd 3rd Stage st 2nd Stage 1st /Rerun logs Output o
ctions
Group  Group  Group Group  Group Group
Average stage times: 5s 59ms 1s 31s 2s 26s 1s 999ms 1s 1s 997ms 33s 487ms 2s 6s
(Average full run time: ~54s)  * — - -—
Feb 07 27s

1410
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Blue Ocean is a Jenkins plugin that gives a better representation of concurrent execution with
stages and groups. The pipeline blue ocean view appears as follows:

Figure 2-32 Pipeline Blue Ocean View

Start
@

Preparation Execute-Tests

1st Stage

2nd Stage 3rd Stage

Logging / Rerun

Consolidated

Archive logs Output End

1st Stage 1st

1st Stage 2nd

3rd Stage 1st

Group Group

2nd Stage 1st
Group

2nd Stage 2nd
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Impact on Other Framework Features

@ ®

The integration of the parallel test framework feature has an impact on the following framework
features. See the sections below for more details:

*  Application Log Collection

« ATS API

«  Managing Final Summary Report, Build Color, and Application Log

e PCAP Log Collection

2.13.1 Downloading or Viewing Individual Group Logs

To download individual group logs:

1. On the Jenkins pipeline page, click Open Blue Ocean in the left navigation pane.

Figure 2-33 Jenkins Pipeline Page
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2. Click the desired build row on the Blue Ocean page.
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Figure 2-34 Run the Build
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Figure 2-35 Stage Execution
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4. Click the desired group to download the logs.

Figure 2-36 Executed Groups
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5. Click the Download icon on the bottom right of the pipeline. The log for the selected group
is downloaded to the local system.

Figure 2-37 Download Logs
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6. To view the log, click the Display Log icon. The logs are displayed in a new window.

Figure 2-38 Display Logs
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Viewing Individual Group Logs without using Blue Ocean
There are two alternate ways to view individual group logs:
e Using Stage View

— On the Jenkins pipeline page, hover the cursor over the group in stage view to view
the logs.

— A pop-up with the label "Logs" will appear. Click on it.

— There will be a new pop-up window.It contains many rows, where each row
corresponds to the execution of one Jenkins step.

— Click on the row labelled Stage: stage_name>."Group: <group_name> Run test
cases to view the log for this group's execution.
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— Click on the row labelled Stage: stage_name>." "group_name> Rerun to display the
re-run logs.

« Using Pipeline Steps Page

— On the Jenkins pipeline page, under the Build History dropdown, click on the desired
build number.

— Click the Pipeline Steps button on the left pane.
— Atable with columns for step, arguments, and status appears.
— Under the Arguments column, find the label for the desired stage and group.

— Click on the step with the label Stage: <stage_name> Group: <group_name> Run
test cases under it or click the Console output icon near the status to view the log for
this group execution.

— To see rerun logs, find the step with the label Stage: <stage_name> Group:
<group_nhame> Rerun under it.

2.14 Parameterization

This feature allows you to provide or adjust values for the input and output parameters needed
for the test cases to be compatible with the SUT configuration. You can update or adjust the
key-value pair values in the gl obal . yan and f eat ur e. yani files for each of the feature
files so that they are compatible with SUT configuration. In addition to the existing custom test
case folders (Cust New Features, Cust Regression, and Cust Performance), this feature
enables folders to accommodate custom data, default product configuration, and custom
configuration. You can maintain multiple versions or copies of the custom data folder to suit
varied or custom SUT configurations. With this feature, the ATS GUI has the option to either
execute test cases with the default product configuration or with a custom configuration.

This feature enables you to perform the following tasks:

» Define parameters and assign or adjust values to make them compatible with SUT
configuration.

« Execute test cases either with default product configurations or custom configurations and
multiple custom configurations to match varied SUT configurations.

e Assign or adjust values for input or output parameters through custom or default
configuration yaml files (key-value pair files).

« Define or adjust the input or output parameters for each feature file with its corresponding
configuration.

*  Create and maintain multiple configuration files to match multiple SUT configurations.
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Figure 2-39 SUT Desigh Summary
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In the folder structure:

e The Product Config folder contains default product configuration files (feature-wise yaml
per key-value pair), which are compatible with default product configuration.

* New features, Regression and Performance, Data folder, and Product Config folders are
replicated or copied into custom folders and delivered as part of the ATS package in every
release.

e You can customize custom folders by:
— Removing test cases not needed or as appropriate for your use.
— Adding new test cases as needed or as appropriate for your use.
— Removing or adding data files in the cust_data folder or as appropriate for your use.

— Adjusting the parameters or values in the key-value pair per yaml file in the custom
config folder for test cases to run or pass with a custom configured SUT.

e The product folders are always intact (unchanged) and you can update the Custom folders

e You can maintain multiple copies of Custom Configurations and bring them to use as
needed or as appropriate for the SUT configuration.

Figure 2-40 Folder Structure
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2.15 PCAP Log Collection

PCAP Log Collection allows collecting the NF, SUT, or PCAP logs from the debug tool sidecar
container. This feature can be integrated and delivered as a standalone or along with the
Application Log Collection feature. For information, see Application Log Collection.

PCAP Log Integration
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The Debug tool should be enabled on SUT Pods while deploying the NF. The name of the
Debug container must be "tools".
For example, in SCP, the debug tool should be enabled for all the SCP microservice pods.

Update the following parameters in the values.yaml file, under the resource section, with
ATS minimum resource requirements:

a. CPU:3

b. memory: 3Gi

On the home page, click any new feature or regression pipeline.

In the left navigation pane, click Build with Parameters.

Select YES from the drop-down menu of Fetch_Log_Upon_Failure.

If option Log_Type is available, select value PcapLog [Debug Container Should be
Running] for it.

Select PcapLog [Debug Container Should be Running] to activate PCAP Log Collection
in ATS-NF.

The following Build with Parameters page appears when only the PCAP logs feature has
been integrated.

Figure 2-41 PCAP Logs Selection Option
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After the build execution is complete, go into the ATS pod, then navigate to below path to
find the pcaplogs:. j enki ns/j obs/ <Pi pel i ne Nanme>/ bui | ds/ <bui | d nunber >/
For example, . j enki ns/j obs/ SCP- Regr essi on/ bui | ds/ 5/

Pcaplogs is present in zip form. Unzip it to get the log files.

The following Build with Parameters page appears when both application and PCAP logs have
been integrated.
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Persistent Volume for 5G ATS
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The Persistent Volume (PV) feature allows ATS to retain historical build execution data, test

cases, and ATS environment configurations.

ATS Packaging When Using Persistent Volume

*  Without the Persistent Volume option: ATS package includes an ATS image with test

cases.

e With Persistent Volume option: ATS package includes the ATS image and test cases
separately. The new test cases are provided between the releases.
To support both with and without Persistent Volume options, test cases and execution job

data are packaged in the ATS image as well as a tar file.

2.17 Test Results Analyzer

The Test Results Analyzer is a plugin available in ATS to view pipeline test results based on
XML reports. It provides the test results report in a graphical format, which includes
consolidated and detailed stack trace results in case of any failures. It allows you to navigate to
each and every test.

The test result report shows any one of the following statuses for each test case:

* PASSED: If the test case passes.

* FAILED: If the test case fails.

« SKIPPED: If the test case is skipped.

* NJ/A: If the test cases are not executed in the current build.
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2.18 Support for Test Case Mapping and Count

The Test Case Mapping and Count feature displays the total number of features, test cases, or
scenarios and their mapping to each feature in the ATS GUI.
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Installing ATS for Different Network Analytics
Suite Products

This section describes how to install ATS for different Network Analytics Suite products. It
includes:

e |nstalling ATS for NWDAF
e Installing ATS for OCNADD

3.1 Installing ATS for NWDAF

This section describes the resource requirements and ATS installation procedures for NWDAF:

« Software Requirements

*  Environment Setup

* Resource Requirements

« Downloading the ATS Package

¢ Pushing the Images to Customer Docker Registry
e Configuring ATS
*  Deploying NWDAF ATS in the Kubernetes Cluster

e Verifying ATS Deployment

e Creating and Verifying NWDAF Console Namespaces

3.1.1 Software Requirements

This section describes the software requirements to install ATS for NWDAF. Install the
following software bearing the versions mentioned in the table below:

Table 3-1 Software Requirements
|

Software Version

Kubernetes 1.20.7,1.21.7,1.22.5
Helm 3.1.2,3.5.0,3.6.3,3.8.0
Podman 2.2.1,3.2.3,33.1

Supported CNE versions are: Release 1.9.x,1.10.x, and 22.1.x.

To verify the CNE version, run the following command:

echo $OCCNE_VERSI ON

To verify the Helm and Kubernetes versions installed in the CNE, run the following commands:
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Verify Kubernetes version:
kubect| version
Verify Helm version:

hel n8 version

3.1.2 Environment Setup

This section describes steps to ensure the environment setup facilitates the correct installation
of ATS for NWDAF.

Network Access

The Kubernetes cluster hosts must have network access to the following:

Local docker image repository, where the OCATS NWDAF images are available.

To verify if the Kubernetes cluster hosts have network access to the local docker image
repository, retrieve any image with tag name to check connectivity by running the following
command:

docker pull <docker-repo>/<i mage- nane>: <i mage-t ag>

Where, docker - repo is the IP address or host name of the repository, i mage- nane is the
docker image name and i mage-t ag is the tag the image used for the NWDAF pod.

Local helm repository, where the OCATS NWDAF helm charts are available.
To verify if the Kubernetes cluster hosts have network access to the local helm repository,
run the following command:

hel m repo update

Client Machine Requirement

Listed below are the Client Machine requirements for a successful ATS installation for NWDAF:

Network access to the Helm repository and Docker image repository.
Helm repository must be configured on the client.
Network access to the Kubernetes cluster.

The environment settings to run the kubect | and docker commands. The environment
should have privileges to create a namespace in the Kubernetes cluster.

The Helm client must be installed. The environment should be configured such that the
Helm install command deploys the software in the Kubernetes cluster.

cnDBTier Requirement

NWDAF supports cnDBTier in a vVCNE environment. cnDBTier must be up and active in case of
containerized CNE. For more information, see Oracle Communications cnDBTier Installation,
Upgrade, and Fault Recovery Guide.

3.1.3 Resource Requirements

This section describes the ATS resource requirements for NWDAF.
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NWDAF Pods Resource Requirements Details

This section describes the resource requirements, which are needed to deploy NWDAF ATS
successfully. The following table describes the total resource usage for:

NWDAF Suite

NWDAF Notification Consumer Simulator

Table 3-2 NWDAF Pods Resource Requirements Details

Microser | vCPUs Memory |Storage |Replicas | Replicas | CPUs Memory | Storage
vice Required | Required | PVC (regular | (ATS Required | Required | PVC
per Pod |per Pod |Required |deploym |deploym |- Total - Total Required
(GB) per Pod |ent) ent) (GB) - Total
(GB) (GB)
ocn-ats- |4 3 0 1 1 4 4 0
nwdaf-
service
ocn-ats- |1 2 0 1 1 1 2 0
nwdaf-
notify-
service
ocats- 5 1 0 1 1 5 1 0
nwdaf-
notify-
nginx

3.1.4 Downloading the ATS Package

Locating and Downloading ATS Images

To locate and download the ATS image from MOS:

1.
2.
3.
4

© ®» N 9

Log in to My Oracle Support using the appropriate credentials.

Select the Patches & Updates tab.
In the Patch Search Window, click Product or Family (Advanced).

Enter Oracl e Comuni cations C oud Native Core Network Data Anal ytics
Functi on in the Product field.

From the Release drop-down, select "Oracle Communications Cloud Native Core
Network Data Analytics Function <release_number>" Where, <r el ease_nunber >
indicates the required release number of OCNWDAF.

Click Search. The Patch Advanced Search Results list appears.
Select the required ATS patch from the list. The Patch Details window appears.
Click Download. The File Download window appears.

Click the <p******+* <release_number>_Tekelec>.zip file to download the NWDAF ATS
package file.

. Extract the release package ZIP file. The package is named as nwdaf-pkg-<marketing-

release-number>.tgz. For example, nwdaf-pkg-23.3.0.0.tgz.
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11. Untar the NWDAF package file to the specific directory, tar -xvf nwdaf-pkg-<marketing-
release-number>.tgz. The NWDAF directory has the following package structure:

# Root
- images
- tar of images
- sha 256 of inmges
- troubl eshooting/
- nfDataCapt ure. sh
- ocn- nwdaf - hel nChart/
- hel nChart
- tenpl ates
- charts
- val ues. yan
- charts. yan
- nwdaf-pre-installer.tar.gz
i nul at or - hel nChart
- tenpl ates
- charts
- val ues. yan
- charts. yan
- nwdaf - ats/
- ocn-ats-nwdaf -t oo
- ngni x
-tenpl ates
- ocnwdaf tests
-data
- kafka topic_tenplate
- perfgo_data
-features
- abnornal _behavi or _geof ence
- network_performance
- perfgo
- regression
- user _data_congestion
-steps

]
wn

Figure 3-1 OCNWDAF Folder Structure

w nwdaf-ats A% [ MName
bd ocn-ats-nwdaf-tool nginx
Pgink templates
templates B cChartyaml

b ocnwdaf_tests B values.yaml

d data A
[ Name O Hame
kafka_topic_template -
perfgo_dats data kafka_topic_template
features perfgo_data
steps

~ features
abnormnal_behavior_gecfence
@ environment. py
network_performance
perfgo
regression
user_data_congestion

steps
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3.1.5 Pushing the Images to Customer Docker Registry

Follow the procedure described below to push the NWDAF ATS docker images to the docker
repository:

Prerequisites

¢ Oracle Linux 8 environment
«  NWDAF 23.3.0.0.0 package

® Note
The NWDAF deployment package includes:
* Ready-to-use docker images in the images t ar or zi p file.

e Helm charts to help orchestrate Containers in Kubernetes.

The communication between NWDAF service pods is preconfigured in the Helm charts. The
NWDAF ATS uses the following services:

Table 3-3 NWDAF ATS Services
|

Service Name Docker Image Name Image Tag
ocat s- nwdaf ocat s- nwdaf 23.3.0.0.0
ocat s- nwdaf -notify ocat s-nwdaf -notify 23.3.0.0.0
ocat s- nwdaf - noti fy- nwdaf - cap4c- ngi nx 1.20

ngi nx

1. Verify the checksums of tarballs mentioned in file Readne. t xt .

2. Run the following command to extract the contents of the tar file:

tar -xvf nwdaf - pkg- <marketing-rel ease-nunber>. t gz

Or

To extract the files, run the command:

unzi p nwdaf - pkg- <mar ket i ng- r el ease- nunber >. zi p

The nwdaf - pkg- <mar ket i ng-r el ease- nunber >. t ar file contains the following
NWDAF ATS images:

e ocats-nwdaf-notify
e ocats- nwdaf
e nwdaf - cap4c- ngi nx

3. Navigate to the folder path ./installer, and extract the zip file. Run the following command:

unzi p nwdaf -ats. zip
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The zip folder contains the following files:

ocn-at s- nwdaf -t 0o
ngni x
tenpl at es
ocnwdaf tests
data
kaf ka_topic_tenplate
perfgo_data
features
abnor mal _behavi or _geof ence
net wor k_perf or mance
per f go
regression
user_data_congestion
steps

4. Run the following command to push the Docker images to the Docker Repository:

docker load --input <image file_nanme.tar>

Example:
docker load --input images
5. Run the following command to push the NWDAF ATS Docker files to the Docker Registry:

docker tag <image-name>: <i nage-tag> <docker-repo>/ <i mage- name>: <i nage-t ag>
docker push <docker _repo>/ <i mage_name>: <i nage-t ag>

Where, <docker - r epo> indicates the repository where the downloaded images can be
pushed.

6. Run the following command to verify if the images are loaded:
docker images
7. Run the following command to push the Helm charts to the Helm repository:

hel m cm push --force <chart nane>.tgz <hel mrepo>

3.1.6 Configuring ATS

This section describes how to configure ATS for NWDAF.

3.1.6.1 Creating and Verifying NWDAF Console Namespaces

This section explains how to create a new namespace or verify an existing namespace in the
system.

Run the following command to verify if the required namespace exists in the system:

$ kubect| get nanespaces
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If the namespace exists, continue with the NWDAF ATS installation. If the required namespace
is not available, create a namespace using the following command:

$ kubect| create nanespace <required namespace>

For example:

$ kubect| create nanespace ocats- nwdaf

Naming Convention for Namespaces:

The naming convention for namespaces must:

start and end with an alphanumeric character
contain a maximum of "63" characters

contain only alphanumeric characters or '-'

3.1.6.2 Updating values.yaml File

Update the values.yaml file before you deploy NWDAF ATS. To update the values.yaml file:

1.

In the installation package, navigate to *r oot / i nst al | er/ nwdaf - at s/ ocn- at s-
nwdaf - t ool

Edit the values.yaml file.
For example:

vi m val ues. yan
Update the following parameters in the values.yaml file:
* imageRegi st ry: Provide the registry where the images are located.

e i nmageVer si on: Verify the value is 23.3.0.0.0.

@® Note

Ensure that the image registry path is correct, and is pointing to the docker registry
where the ATS docker images are located.

3.1.6.3 Deploying NWDAF ATS in the Kubernetes Cluster

To deploy ATS, perform the following steps:

1.

The val ues. yam file is located inside ocn- at s- nwdaf - t ool directory. The
namespace, docker image or tag can be updated in the val ues. yam file.

Run the following command to deploy the NWDAF ATS and its consumers in the same
namespace where NWDAF suite is installed:

helminstall <installation name> <path to the chart directory> -
n $K8_NAMESPACE

For example:

helminstall ocnwdaf-ats ocn-ats-nwdaf-tool/
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@® Note

Ensure NWDAF ATS is installed in the same namespace where the NWDAF suite
is installed.

Perform Helm installation with proxy command, run the following command:

hel minstall <installation name> <path to the chart directory> -

n $K8_NAMESPACE

--set ocat sNwdaf. config. env. JAVA OPTS="\\-Dhttps\\. proxyHost\

\ =<proxy_domai n>\\ \\-Dhttps\\. proxyPort\\=<proxy_port>\\ \\-Dhttp\
\. nonProxyHost s\\ =l ocal host\\, 127. 0. 0. 1\\,\\ <no_proxy_host >"

For example:

helminstall ocnwdaf-ats ocn-ats-nwdaf-tool/ --set

ocat sNwdaf . confi g. env. JAVA OPTS="\\-Dhttps\\. proxyHost\\ =vww«

proxy. us.oracle.com\ \\-Dhttps\\.proxyPort\\=80\\ \\-Dhttp\\.nonProxyHost s\
\=l ocal host\\, 127.0. 0. 1\\ ,\\ . oracl e. com\,\\. oracl ecorp\\. conf

@® Note

Provide the ocatsNwdaf.config.env.JAVA_OPTS field in the proxy configuration.
This allows access to the internet to download the required plugins and
components required for a successful ATS installation.

Run the following command to verify the ATS deployment status:

kubect| get deploynents -n <nanespace_nane>

Example:

Figure 3-2 Sample Output

3.1.6.4 Verifying ATS Deployment

Run the following command to verify ATS deployment:

hel m status <rel ease_nane>

Once ATS is deployed, run the following commands to check the pod and service deployment:

To check pod deployment, run the command:

kubect| get pod —n <namespace_name>
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To check service deployment, run the command:

kubect| get service -n <nanespace_nane>

Once the installation (service and pod deployment) is successfully running, track the progress
of the ATS Jenkins preconfiguration process, run the following command:

kubect| exec -it <ats_pod_nanme> -- tail -f /var/lib/jenkins/.jenkins/jenkins-
configure.log

For example:

kubect| exec -it ocats-nwdaf - depl oy- 787d4f 5f 84-5vmv5 -- tail -f /var/lib/
j enkins/.jenkins/jenkins-configure.log

Wait for the preconfiguration process to complete, the following message is displayed:

Jenkins configuration finish successfully

3.2 Installing ATS for OCNADD

Following are the ATS installation procedures for Oracle Communications Network Analytics
Data Director (OCNADD):

1. Downloading the ATS Package

Pushing the Images to Customer Docker Registry
Configuring ATS

2
3
4. Deploying ATS and Stub in Kubernetes Cluster
5. Verifying ATS Deployment

3.2.1 Resource Requirements

This section describes the ATS resource requirements for OCNADD.

Overview - Total Number of Resources

The following table describes the overall resource usage in terms of CPUs and memory for the
following:

«  OCNADD SUT
« ATS

Table 3-4 OCNADD - Total Number of Resources
]

Resource Name CPU Memory (GB)
OCNADD SUT Totals 41 258

ATS Totals 10 14

Grand Total OCNADD ATS 51 272
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OCNADD Pods Resource Requirement Details

This section describes the resource requirements, which are needed to deploy OCNADD ATS
successfully.

Table 3-5 OCNADD Pods Resource Requirement Details
- |

OCNADD Service CPUs Memory | # # CPUs Memory

Require | Require | Replica |Replica | Require | Require

d per d per s s (ATS |d - Total | d - Total

Pod Pod (regular | deploy (GB)

(GB) deploy |ment)
ment)

ochaddconfiguration 1 1 1 1 1 1
ocnaddalarm 1 1 1 1 1 1
ocnaddadmin 1 1 1 1 1 1
ocnaddhealthmonitoring 1 1 1 1 1 1
ocnadduirouter 1 1 1 1 1 1
ocnaddscpaggregation 2 2 1 1 2 2
ocnaddnrfaggregation 2 2 1 1 2 2
ocnhaddseppaggregation 2 2 1 1 2 2
ocnaddadapter 3 4 8 1 3 4
ocnaddkafka 5 48 4 4 20 192
zookeeper 1 2 3 3 3 6
ocnaddgui 2 1 1 1 2 1
ocnaddcache 1 22 2 2 2 44
OCNADD SUT Totals 41 CPU | 258 GB

For more information about OCNADD Pods Resource Requirements, see the "Resource
Requirements"” section in Oracle Communications Network Analytics Data Director Installation,
Upgrade, and Fault Recovery Guide.

ATS Resource Requirement details for OCNADD

This section describes the ATS resource requirements, which are needed to deploy OCNADD
ATS successfully.

Table 3-6 ATS Resource Requirement Details
|

Microservice CPUs Memory # Replicas | # Replicas | CPUs Memory
Required |Required | (regular (ATS Required - | Required -
per Pod per Pod deployme |deployme | Total Total (GB)

(GB) nt) nt)

ATS Behave 2 1 1 1 2 1

OCNADD Producer Stub| 6 12 1 1 6 12

(SCPNRFSEPP)

OCNADD Consumer 2 1 1 1 2 1

Stub

ATS Totals 10 14

Network Analytics Automated Testing Suite Guide

F84694-01

Copyright © 2023, Oracle and/or its affiliates.

October 27, 2025

Page 10 of 16



ORACLE

Chapter 3
Installing ATS for OCNADD

3.2.2 Downloading the ATS Package

Locating and Downloading ATS Images

To locate and download the ATS Image from MOS:

a  w Ddh PR

© ® N 9

Log in to My Oracle Support using the appropriate credentials.

Select the Patches & Updates tab.
In the Patch Search window, click Product or Family (Advanced).
Enter Oracle Communications Network Analytics Data Director in the Product field.

Select Oracle Communications Network Analytics Data Director <release_number> from
the Release drop-down.

Click Search. The Patch Advanced Search Results list appears.
Select the required ATS patch from the list. The Patch Details window appears.
Click Download. The File Download window appears.

Click the <p****+++* <release_number>_Tekelec>.zip file to download the OCNADD ATS
package file.

. Untar the zip file to access all the ATS Images. The

<prrrrrikk <release_number>_Tekelec>.zip directory has following files:

ocat s- ocnadd-t ool s- pkg-23.3.0.tgz

ocat s- ocnadd-t ool s- pkg- 23. 3. 0- README. t xt

ocat s- ocnadd-t ool s- pkg-23. 3. 0.t gz. sha256

ocat s- ocnadd- cust om confi gt enpl at es-23. 3. 0. zi p

ocat s- ocnadd- cust om confi gt enpl at es- 23. 3. 0- README. t xt

The ocat s- ocnadd-t ool s- pkg- 23. 3. 0- README. t xt file has all the information required for
the package.The ocat s- ocnhadd- t ool s- pkg- 23. 3. 0. t gz file has the following images and
charts packaged as tar files:

ocat s- ocnadd-t ool s- pkg-23.3.0.1t9z

|

| _ _ _ocats-ocnadd- pkg-23.3.0.tgz

| l__ _ _ _ _ ocat s-ocnadd-23.3.0.tgz (Hel m Charts)

| l__ ___ _ ocat s-ocnadd-i mage-23. 3. 0. tar (Docker Images)
| l__ _ ___ OCATS- ocnadd- Readne. t xt

| l__ _ _ _ _ ocat s- ocnadd- 23. 3. 0. t gz. sha256

| |- ocat s- ocnhadd- i mage- 23. 3. 0. t ar. sha256

| |- ocat s- ochadd- dat a-23. 3. 0.t gz (ATS test scripts and

| |- ocat s- ochadd- dat a- 23. 3. 0. t gz. sha256
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| _~ _ _ocstub-ocnadd-pkg-23.3.0.tgz
| _ _ _ _ _ ocstub-ocnadd- 23.3.0.tgz (Hel m Charts)
| ocst ub- ocnadd-i mage- 23. 3. 0. tar (Docker |mages)
|l _ _ _ _ _ OCSTUB- ochadd- Readne. t xt

| ocst ub- ocnadd- 23. 3. 0. t gz. sha256

| ocst ub- ocnadd- i mage- 23. 3. 0. t ar. sha256

In addition to the above images and charts, there is an ocat s- ochadd- cust om
confi gt enpl at es- 23. 3. 0. zi p file in the package file.

ocat s- ocnadd- cust om confi gt enpl at es-23. 3. 0. zi p

| _ _ _ocats-ocnadd- cust omval ues_23.3.0.yanl (Customvalues file for
installation)

| _ _ _ocats_ocnadd_cust om servi ceaccount _23.3.0.yam (Tenplate to
create custom service account)

11. Copy the tar file to the CNE, OCI, or Kubernetes cluster where you want to deploy ATS.

3.2.3 Pushing the Images to Customer Docker Registry

Preparing to deploy ATS and Stub Pod in Kubernetes Cluster
To deploy ATS and Stub Pod in Kubernetes Cluster:

1. Run the following command to extract tar file content.

tar -xvf ocats-ocnadd-tool s-pkg-23.3.0.tgz

The output of this command is:

ocat s- ocnadd- pkg-23. 3. 0. t gz ocst ub- ocnadd- pkg- 23. 3. 0.t gz ocat s- ocnadd- cust om
configtenpl ates-23.3.0.zip

2. Run the following command to extract the helm charts and docker images of ATS.

tar -xvf ocats-ocnadd- pkg-23.3.0.tgz

The output of this command is:
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ocat s-ocnadd- 23. 3. 0. t gz ocat s-ocnadd- 23. 3. 0. t gz. sha256 ocat s- ocnadd-
dat a- 23. 3. 0.t gz ocats-ocnadd- dat a- 23. 3. 0.t gz. sha256 ocat s- ocnhadd-
i mge-23. 3.0.tar ocats-ocnadd-inmge-23.3.0.tar.sha256 OCATS- ocnadd- Readne. t xt

@® Note

The ocat s- ocnadd- Readne. t xt file has all the information required for the
package.

Run the following command to untar the ocstub package.

tar -xvf ocstub-ocnadd-pkg-23.3.0.tgz

The output of this command is:

ocst ub- ocnadd- i mage- 23. 3. 0. tar ocst ub-ocnadd- 23. 3. 0. t gz. sha256 ocst ub- ocnadd-
i mge-23. 3. 0. tar.sha256 ocstub-ocnadd-23. 3. 0.tgz OCSTUB- ochadd- Readne. t xt
OCSTUB_QOCNADD I nstal | ati on_Readme. t xt

Run the following command to extract the content of the custom configuration templates:

tar -xvf ocats-ocnadd-customconfigtenpl ates-23.3.0.zip

The output of this command is:

ocat s- ocnadd- cust om val ues_23. 3. 0.yaml (Customyam file for deployment of
OCATS- OCNADD) ocats_ocnadd_cust om servi ceaccount _23.3.0.yam (Customyam file
for service account creation to help the customer if required)

Run the following commands in your cluster to load the ATS docker image, 'ocat s- ochadd-
i mge-23. 3. 0. tar', and push it to your registry.

$ docker load -i ocats-ocnadd-inage-23.3.0.tar

$ docker tag docker.io/ocnaddats.repo/ocats-ocnadd: 23.3.0 <l ocal _registry>/
ocnaddat s. repo/ ocat s- ocnadd: 23. 3.0

$ docker push <local _registry>/ocnaddats. repo/ocats-ocnadd: 23.3.0

Run the following commands in your cluster to load the Stub docker images ocst ub-
ocnadd-i mage- 23. 3. 0. t ar and push it to your registry.

$ docker load -i ocstub-ocnadd-inage-23.3.0.tar

$ docker tag docker.iof/sinulator.repo/ocddconsuner:2.0.8 <l ocal _registry>/
si mul at or. repo/ ocddconsuner: 2. 0.8

$ docker tag docker.iof/sinulator.repo/oracl enfproducer:2.0.8

<l ocal _registry>/sinulator.repo/oracl enfproducer:2.0.8

$ docker tag docker.io/utils.repo/jdkl7-openssl:1.0.6 <local _registry>/
utils.repo/jdkl7-openssl:1.0.6

$ docker push <local _registry>/sinulator.repo/ocddconsuner:2.0.8
$ docker push <local _registry>/sinulator.repo/oracl enfproducer:2.0.8
$ docker push <local _registry>/utils.repo/jdkl7-openssl:1.0.6
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7. Update the image name and tag in the ocat s- ocnadd- cust om val ues. yani and
ocnaddsi mul at or/ val ues. yant files of simulator Helm as required. For ocat s- ochadd-
cust om val ues. yam update the 'image.repository' with respective | ocal _registry.
For ocnaddsi nul at or/ val ues. yam update the 'r epo. REPO HOST_PORT' and
'i ni t Cont ai ners. repo. REPO HOST_PORT' with respective | ocal registry.

3.2.4 Configuring ATS
3.2.4.1 Enabling Static Port

1. To enable static port:

* Inthe ocats-ochadd-custom-values.yaml file under service section, set the
staticNodePortEnabled parameter value to 'true' and staticNodePort parameter
value with valid nodePort.

servi ce:
cust onExt ensi on:
| abels: {}

annotations: {}
type: LoadBal ancer
port: "8080"
st ati cNodePort Enabl ed: true
staticNodePort: "32385"
stati cLoadBal ancer| PEnabl ed: f al se
staticLoadBal ancerlP: ""

@® Note

ATS supports static port. By default, this feature is not available.

@ Note

To enable st ati cLoadBal ancer | P, set the

st ati cLoadBal ancer | PEnabl ed parameter value to 'true’ and

st ati cLoadBal ancer | P parameter value with valid LoadBal ancer | P value.
By default, this is set to false.

3.2.5 Deploying ATS and Stub in Kubernetes Cluster

@® Note

It is important to ensure that all the three components, ATS, Stub, and OCNADD are in
the same namespace.

For the test cases to run successfully, ensure the intraTLSEnalbled parameter value in the
Jenkins pipeline script is identical to the value in the OCNADD deployment. The Alert Manager
does not support HTTPS connections. When intraTLSEnalbled is set to true, the following Alert
Manager test cases may fail:
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e Verify the OCNADD_CONSUMER_ADAPTER_SVC_DOWN alert, this alert is raised when
deployments of OCNADD are broken.

*  Verify the OCNADD_ADMIN_SVC_DOWN alert, this alert is raised when deployments of
OCNADD are broken.

e Verify the OCNADD_NRF_AGGREGATION_SVC_DOWN alert, this alert is raised when
deployments of OCNADD are broken.

e Verify the OCNADD_SCP_AGGREGATION_SVC_DOWN alert, this alert is raised when
deployments of OCNADD are broken.

*  Verify the OCNADD_ALARM_SVC_DOWN alert, this alert is raised when deployments of
OCNADD are broken.

e Verify the OCNADD_HEALTH_MONITORING_SVC DOWN alert, this alert is raised when
deployments of OCNADD are broken.

ATS and Stub support Helm deployment.

If the namespace does not exist, run the following command to create a namespace:

kubect| create namespace <nanespace_nanme>

® Note
* Itis recommended to use the <r el ease_nanme> as ocnadd- si mwhile installing
stubs.

e The ATS deployment with OCNADD does not support the Persistent Volume (PV)
feature. Therefore, the default value of the depl oynent . PVEnabl ed parameter
in ocat s- ocnadd- cust om val ues. yami must not be changed. By default, the
parameter value is set to false.

Deploying ATS:

helminstall -nane <rel ease_nane> ocat s-ocnadd-23.3.0.tgz --nanespace
<nanespace_nanme> -f <val ues-yan -file>

Example:

helminstall -nane ocats ocats-ocnadd-23.3.0.tgz --namespace ochadd -f ocats-
ocnadd- cust om val ues. yan

Deploying Stubs:
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@® Note

Before you deploy stubs, update the parameter oraclenfproducer.PRODUCER_TYPE
to REACTIVE in the ocnaddsimulator/values.yaml file. The default value of the
parameter is NATIVE.

hel minstall -nanme <rel ease_nanme> <ocst ub- ocnadd- chart> --nanespace
<nanmespace_nanme>

@ Note

For more details about installing the stub, refer to the
OCSTUB_OCNADD | nstal | ati on_Readne. t xt file.

Example:

hel minstall -name ocnadd-si m ocnaddsi nul ator --nanespace ocnadd

3.2.6 Verifying ATS Deployment

Run the following command to verify ATS deployment.
hel m status <rel ease_nanme> -n <namespace>

Once ATS and Stub are deployed, run the following commands to check the pod and service
deployment:

To check pod deployment:

kubect| get pod -n ocnadd

To check service deployment:

kubect| get service -n ocnadd
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Running Test Cases Using ATS

This section describes how to run test cases using ATS. It includes:
* Running NWDAF Test Cases using ATS
*  Running OCNADD Test Cases using ATS

4.1 Running NWDAF Test Cases using ATS

This section describes how to run Networks Data Analytics Function (NWDAF) test cases
using ATS.

Prerequisites
To run NWDAF test cases, ensure that the following prerequisites are met:

e The ATS version must be compatible with the NWDAF release.
«  The NWDAF and ATS must be deployed in the same namespace.

«  The NWDAF must be deployed using the appropriate val ues. yam file as per the
configuration to be tested.

e Ensure a nodePort or LoadBalancer port is available for "ocats-nwdaf-deploy".
Logging into ATS
Running ATS

Before logging into ATS, you need to ensure that ATS is deployed successfully using HELM
charts.

For more information on verifying ATS deployment, see Verifying ATS Deployment .

@ Note

To modify default log in password, refer to Modifying Login Password.

Build the Jenkins host IP and load the Jenkins tool, run the following command to obtain the
ocats-nwdaf-deploy service port:

kubect| get svc -n <namespace> | grep ocats-nwdaf - depl oy

To obtain ocn-ats-nwdaf-tool pod IP:

e Obtain the node and pod name, run the following command:

kubect| get pod -o=custom col ums=NODE: . spec. nodeName, NAVE: . et adat a. nane -
n <namespace> | grep ocats-nwdaf - depl oy
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e If an external IP is used, obtain the external Kubernetes node IP. Run the following
command:

kubect! get no -o wide

e Build the IP host as <External Node IP> : <Host IP>
ATS Login

1. Tolog into ATS, open a browser and provide the IP Address and port details as <Worker-
Node-1P>:<Node-Port-of-ATS>.

Figure 4-1 ATS Login

Password

Keep me signed in

To run ATS, enter the login credentials. Click Sign in.
2. Cuztomize Jenkins page appears. Close this page.
3. Jenkins is ready! page appears, click Start Using Jenkins.

4. Dashboard screen displaying the NWDAF preconfigured pipelines appears.

Figure 4-2 Pipelines

N/A NA

© O 0 «

NA N/A
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The NWDAF ATS has three configured pipelines:
*  NWDAF-NewFeatures

*  NWDAF-Performance

*  NWDAF-Regression

Configure NWDAF Pipelines

To run configure a pipeline perform the following steps:

Prerequisites

1.

The user database access includes permission to retrieve, update, and delete information.

The user has logged in to the Jenkins page with admin credentials.

Select the pipeline you want to run the test cases on, click NWDAF-NewFeatures in the
Name column. The following screen appears:

Figure 4-3 Pipeline Configuration

Pipeline NWDAF-Performance
Oracle Communications Cloud Native Core

Automated Test Suite

Stage View

1min 24s

In the above screen:
*  Click Configure to configure the NWDAF pipeline.

«  Click Build History box to view all the previous pipeline executions, and the Console
Output of each execution.

* The Full Stage View represents the previously run pipelines for reference.

* The Test Results Analyzer is the plugin integrated into the OCNWDAF-ATS. This
option can be used to display the build-wise history of all the executions. It will provide
a graphical representation of the past execution together.

Click Configure to configure the environment parameters of the pipeline. User must wait
for the page to load completely. Once the page loads completely, move to the Pipeline
section:

@® Note

Make sure that the following page loads completely before you perform any action
on it. Also, do not modify any configuration other than shown below.
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Figure 4-4 Configure Pipeline

Configure Advanced Project Options

eeeee

% Advanced Project Options

@ ppeine Pipeline

Definition

Use Groovy Sandbox 2

Pipeline Syntax

@ Note

Remove the existing default content of the pipeline script.

3. Depending on the pipeline you want to configure, use the respective script. The following
scripts are available at: / var /| i b/ j enki ns/ ocnwdaf tests/pipeline_scripts:

NewFeatures_Pipeline_script.txt
Regression_Pipeline_script.txt

Performance_Pipeline_script.txt

4. Update the script of the pipeline you want to configure, and update the parameters
according to the ATS and NWDAF environment you want to test.

a.

- b : Use this option to update the namespace according to the current namespace
being used.

- ¢ : Use this option to update the service name of the Ingress gateway according to
the current service name of the Ingress gateway being used.

Run the following command in the NWDAF console to verify the current service name
of the Ingress gateway:

kubect| get svc -n <nanespace_name> | grep ingress

For example:

kubect!| get svc -n mdc-nwdaf-qa | grep ingress

Figure 4-5 Ingress Gateway

Verify if the same name is assigned to "-c = NWDAF api gateway" host field, if not
update to match the current name. Use the option "-c ingress-gateway-service \" .
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d. -g: Use this option to update the service name of the MESA simulator according to the
current service name of the MESA simulator being used.
Run the following command in the NWDAF console to verify the current service name
of the Mesa simulator:

kubect| get svc -n <namespace_nanme> | grep mesa

For example:

kubect!| get svc -n ndc-nwdaf-qa | grep mesa

Figure 4-6 Mesa Simulator

806806/TCP,9000/TCP

e. Verify if the same name is assigned to "-g = MESA simulator API" host field, if not
update to match the current name. Use the option "-g mesa-simulator-service \" .

f. -i: Use this option to update the service name of the NWDAF Configuration API Host
Service according to the current service name of the NWDAF Configuration API Host
Service being used.

Run the following command in the NWDAF console to verify the current service name
of the NWDAF Configuration API Host Service:

kubect| get svc -n <nanespace_name> | grep configuration

For example:

kubect!| get svc -n ndc-nwdaf-qga | grep configuration

Figure 4-7 Configuration APl Host Service

t dc
ocn-nwdaf - -service C rI §.233. nor 808@/TCP,9000/TCP

g. Verify if the same name is assigned to "-i = NWDAF CONFIGURATION API" host field,
if not update to match the current name. Use the option "-i och-nwdaf-configuration-
service \" .

5. Update the following parameters according to the database setup:

e - : Use this option to update the NWDAF database host name, it can be FQDN or IP
address.
For example:

-q 10.75.245.174 \

e -r: Use this option to update the NWDAF database port, it can be Cluster IP or Node
Port.
For example:

-r 32648 \

6. Update the -s db_user_id and -t db_user_psw variables with the current data base user
credentials, follow the steps listed below:
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Provide the userid and password of the database to be encrypted. Navigate to ocats-
nwdaf-deploy pod and run the command:

kubect| exec -it <pod_name> -n <namespace_nanme> bash

For example:

kubect| exec -it ocats-nwdaf - depl oy- 54f 98c447c-16vxq -n ocnwdaf-ns bash
From the console, run the following command:

cd /env/lib/python3.9/site-packages/ ocnnwdaf _|ib/db_ngt

To update the user id run the following command from the console:

python -¢ "fromdb_connection_ngt inport *;
print(encode_val ues_dat a(' <user>"))"

To update the password run the following command from the console:

python -c¢ "from db_connection_ngt inport *;
print (encode_val ues_data(' <password>'))"

Copy and paste the encrypted user id and password into the pipeline script located in

the bottom of the page.
For example:

Figure 4-8 Sample Output

db_mgt]$ python -c “from db_connection_mgt import *; print(encode_values_d.

db_mgt]$
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Figure 4-9 Pipeline Script

Pipeline

Definition

Pipeline script

Script 7

== “NWDAF"){

/lib/jenkins/ocnwdaf_tests/preTestConfig-|

48 -b ocnwdaf-ns

http:
http

u un u Y
3] un TN ]
S8 HEXUKHETMm D On

o
=)
Aunphooo

@
1]
d

f. Select the Use Groovy Sandbox checkbox.
7. Click Save. Perform the above steps for NWDAF-Regression and NWDAF-Performance
pipelines.

Run the NWDAF ATS test scrips

1. To run the test cases, click Build with Parameters.

2. The TestSuite multi-option page is displayed, ensure the SUT value is NWDAF.
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Figure 4-10 TestSuite Page

Pipeline NWDAF-NewFeatures

This build requires parameters:

3. Torun all scripts available, select All and click Build.

4. To run scripts on a specific feature, select Single/MultipleFeatures option and select the
Feature you want to run the test on and click Build.
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Figure 4-11 Single/Multiple Features

5. To run scripts on a specific test scenario, select MultipleFeatures_MultipleTestCases
option and select the Feature and the TestCases you want to run the test on and click
Build.
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Figure 4-12 Multiple Features and Testcases

6. The Build History menu displays the list of running jobs, select the latest job displayed in
the list.

7. Click the Console Output option for this job. The jobs progress can be visualized in the
log. The job progress also displays results for test cases and pipelines completed.
For example:

Figure 4-13 Sample Output

1 feature passed, @ failed, @ skipped

3 scenarios passed, @ failed, 18 skipped

38 steps passed, @ failed, 162 skipped, @ undefined
Took @m45.569s

[Pipeline] sh
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Figure 4-14 Sample Output

Mo new Custom Features xmls Available

Pipeline passed

Finished: SUCCESS

4.2 Running OCNADD Test Cases using ATS

This section describes how to run Oracle Communications Network Analytics Data Director
(OCNADD) test cases using ATS. It includes:

e Prerequisites
e Logging into ATS
«  OCNADD-NewFeatures Pipeline

«  OCNADD-NewFeatures Documentation

e Troubleshooting ATS

4.2.1 Prerequisites

To run OCNADD test cases, ensure that the following prerequisites are met:
e The ATS version must be compatible with the OCNADD release.
e The OCNADD, ATS, and Stub must be deployed in the same namespace.

4.2.2 Logging into ATS

Before logging into ATS, you need to ensure that ATS is deployed successfully using HELM
charts as shown below:

[ ocnadd@8s-bastion ~]$ hel mstatus ocats -n ocnadd

NAME: ocats

LAST DEPLOYED: Sat Nov 3 03:48:27 2022

NAMESPACE: ocnadd

STATUS: depl oyed

REVISION: 1

TEST SU TE: None

NOTES:

# Copyright 2018 (C), Oacle and/or its affiliates. Al rights reserved.

Thank you for installing ocats-ocnadd.
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Your release is named ocats , Rel ease Revision: 1.
To learn nore about the release, try:

$ hel mstatus ocats
$ hel mget ocats

[ ocnadd@8s-bastion ~]$ kubect|l get pod -n ocnadd | grep ocats

ocat s- ocat s- ocnadd- 54f f ddb548- 4j 8cx 1/1 Runni ng 0 9h
[ ocnadd@8s-bastion ~]$ kubect|l get svc -n ocnadd | grep ocats

ocat s- ocat s- ocnadd LoadBal ancer  10. 20. 30. 40 <pendi ng>

8080: 12345/ TCP 9h

For more information on verifying ATS deployment, see Verifying ATS Deployment.

To log in to ATS, open a browser and provide the IP Address and port details as <Worker-
Node-IP>:<Node-Port-of-ATS>.

@® Note

If LoadBalancer IP is provided, then give <LoadBalancer IP>:8080

Figure 4-15 ATS Login

Oracle Communications Cloud Native Core - Automated Test Suite

Welcome lo ATS!
| —
- .S’nqnin
v

Keep me signed in

Running ATS
To run ATS:

1. Enter the login credentials. Click Sign in. The following screen appears.
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Figure 4-16 OCNADD Pre-Configured Pipelines

Dashboard >
+  Newltem Oracle Communications Cloud Native Core
20
&8 People Automated Test Suite
B Build History

o
o

82 My Views

Build Queue N s W Name | Last Success Last Failure Last Duration
No builds in the queue. 2
@ O NADD-Newfeatures N/A N/A N/A >

Build Executor Status v @ G NADD-Performance N/A N/A N/A >

Ide

w @ O NADD-Regression N/A N/A N/A >

Idle

lon: s M L Icon legend N Atom feed for all N\ Atom feed for failures N\ Atom feed for just latest buikis

OCNADD ATS has three pre-configured pipelines.

« OCNADD-NewFeatures: This pipeline has all the test cases delivered as part of
OCNADD ATS - 23.3.0.

« OCNADD-Performance: This pipeline is not operational as of now. It is reserved for
future releases of ATS.

° OCNADD-Regression: This pipeline is not operational as of now. It is reserved for
future releases of ATS.

4.2.3 OCNADD-NewFeatures Pipeline

OCNADD-NewFeatures Pipeline

This is a pre-configured pipeline where users can run all the OCNADD new test cases. To
configure its parameters, which is a one time activity, perform the following steps:

1. Click OCNADD-NewFeatures in the Name column. The following screen appears:

Figure 4-17 Configuring OCNADD-New Features

[@f © nadduser v 5> log out

Dashboard > NADD-NewFeatures

B stows Pipeline NADD-NewFeatures
<[> Changes . . .

Oracle Communications Cloud Native Core
D> euild with Parameters

Automated Test Suite

€33 Configure
Q_ Full Stage View £ Edtcesoiption
/ Rename Disable Project

$  Test Results Analyzer

Stage View
@ Pipeline Syntax

No data available. This Pipeline has not yet run.

Build History tond v
o L Permalinks
&
No builds >
v
D e e

In the above screen:
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*  Click Configure to configure OCNADD-New Features.

«  Click Build History box to view all the previous pipeline executions, and the Console
Output of each execution.

* The Stage View represents the previously run pipelines for reference.

* The Test Results Analyzer is the plugin integrated into the OCNADD-ATS. This
option can be used to display the build-wise history of all the tests. It provides a
consolidated graphical representation of all past tests.

2. Click Configure. Once the page loads completely, click the Pipeline tab:

® Note

Make sure that the Configure page loads completely before you perform any
action on it. Also, do not modify any configuration other than shown below.

The Pipeline section of the configuration page appears as follows:

Figure 4-18 Pipeline Section

Dashboard NADD-NewFeatures > Configuration

Configure
Pipeline
€63 General
Definiti
J°  Advanced Project Options
Pipeline script v
@ Pipeline
Script
1+ node (
2
7
H
10
11
12
13
1
15
16
1
b
Use Groovy Sandb
Pipeline Syntax

Remove the existing default content of the pipeline script and copy the following
script content.

The content of the pipeline script is as follows:

node ("built-in"){

Ila = NF b = VERSI ON ¢ = NAMESPACE d = DB_HOST e =
DB_USER f = DB_PASSWORD

/g = ALARM DB_NAME h = HEALTH_MONI TORI NG_DB_NAVME i =
CONFI G_DB_NAME

/1j = ALARM APl _ROOT k = HEALTH_MONI TORI NG_API _ROOT | =
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CONFI G_SVC_API _ROOT
/' m = U ROUTER_API _ROOT n = ADM N_API _ROOT 0=
THI RD_PARTY_CONSUMER_API _ROOT
/1 p = BACKUP_RESTORE_| MG _PATH q = ALERT_MANAGER URI r
PROVETHEUS_URI s = I NTRA_TLS_ENABLED
/1t = RERUN_COUNT
/I Description of Variables
[I'NF : Name of the NF
/ I NAMESPACE : Namespace name
/I VERSION : APl Version
//DB_HOST : DB Host IP
[/ DB_USER : DB User Name
/1 DB_PASSWORD : DB Password
/I ALARM DB_NAME : Al arm Service DB Name
/I HEALTH _MONI TORI NG DB NAME : Heal th Monitoring Service DB Nane
/1 CONFI G_DB_NAME : Configuration Service DB Nane
[l ALARM APl _ROOT : Al arm Service APl Root
[ HEALTH_MONI TORI NG_API _ROOT : Health Monitoring Service APl Root
/1 CONFI G_SVC_API _ROOT : Configuration Service APl Root
/1'U ROUTER_API _ROOT : U Router APl Root
[/ ADM N_API _ROOT : Adnin Service APl Root
[/ TH RD_PARTY_CONSUMER_API _ROOT : Third Pary Consumer APl Root
/ 1 BACKUP_RESTORE | MG PATH : Repository path for Backup restore inmage
[ ALERT_MANAGER_URI : Alert Manager APl Root
/| PROVETHEUS_URI : Pronetheus URI
[ I NTRA_TLS_ENABLED : IntraTLS Val ue true/fal se
/I RERUN_COUNT : ReRun Count for Failed Tests

Shlll
sh /var/lib/jenkins/ocnadd_tests/preTest Confi g- NewFeat ur es- NADD. sh

NADD \
v3 \
<ocnadd- namespace> \
<DB_HOST> \
<DB USER> \
<DB_PASSWORD> \
al arm schema \
heal t hdb_schema \
configuration_schema \
ocnaddal arm 9099 \
ocnaddheal t hmoni t ori ng: 12591 \
-1 ocnaddconfi guration: 12590 \
-m ocnaddbackendr out er: 8988 \
-n ocnaddadni nservi ce: 9181 \
-0 ocnaddt hi rdpartyconsuner: 9094 \
-p <repo- pat h>/ ocdd. repo/ ocnaddbackuprest ore: <tag> \
-g occne- kube- prom st ack- kube- al ert nanager . occne-
i nfra.svc. <domai nName>: 80/ <cl ust er Narme> \
-r <pronet heusExt ernal | P>/ <cl ust er Nane>/ pr onet heus/ api /vl/ query \
-s false \
-t 0\

R R T T
SKQ DO O O T QD

Lo

i f(env.lnclude_Regression && "${Include_Regression}" == "YES"){
sh *""sh /var/lib/jenkins/comron_scripts/merge_jenkinsfile.sh"'
load "/var/libljenkins/ocnadd tests/jenkinsDatalJenkinsfile-NADD
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Mer ged"

}
el sef
load "/var/lib/jenkins/ocnadd tests/jenkinsDatalJenkinsfile-NADD

NewFeat ur es"

}

You can modify pipeline script parameters from "-b" to "-q" on the basis of your
deployment environment, click on 'Save' after making the necessary changes.

The description of all the script parameters is as follows:

a: Name of the NF to be tested in the capital (NADD).(Must not be modified)
b: Namespace in which the NADD is deployed. (ocnadd)

c: API Version. (v3)

d: DB Host IP as provided during deployment of NADD. (10.XX.XX.XX)

e: DB Username as provided during deployment of NADD.

f: DB password as provided during deployment of NADD.

g: DB Schema Name of ocnaddalarm microservice as provided during deployment of
NADD. (alarm_schema)

h: DB Schema Name of ocnaddhealthmonitoring microservice as provided during
deployment of NADD. (healthdb_schema)

i DB Schema Name of ocnhaddconfiguration microservice as provided during
deployment of NADD. (configuration_schema)

j: API root endpoint to reach ocnaddalarm microservice of NADD. (<Worker-Node-
IP>:<Node-Port-of-ocnaddalarm>) or default value

k: API root endpoint to reach ocnaddhealthmonitoring microservice of NADD.
(<Worker-Node-IP>:<Node-Port-of-ocnaddhealthmonitoring>) or default value

I: API root endpoint to reach ocnaddconfiguration microservice of NADD. (<Worker-
Node-IP>:<Node-Port-of-ochaddconfiguration>) or default value

m: API root endpoint to reach ocnaddbackendrouter microservice of NADD. (Not used
in the current release, use the default value)

n: API root endpoint to reach ocnaddadminservice microservice of NADD. (Not used in
the current release, use the default value)

0: API root endpoint to reach ocnaddthirdpartyconsumer microservice of NADD.
(<Worker-Node-IP>:<Node-Port-of-ocnaddthirdpartyconsumer>) or default value

p: Repository path for ochaddbackuprestore image.
g: API root endpoint to reach alert manager microservice.
r: Prometheus URI

s: Set the IntraTLS value to either "true" or "false" based on user requirement and
OCNADD deployment (either with intraTIS enabled or disabled).

t: Rerun count for failed test cases. Only a default value of ‘0’ is supported in this
release.
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Running OCNADD Test Cases

To run OCNADD test cases, perform the following steps:

1. Click the Build with Parameters link available in the left navigation pane of the NADD-
NewFeatures Pipeline screen. The following page appears:

Figure 4-19 Pipeline NADD_NewFeatures

Pipeline NADD-NewFeatures

Oracle Communications Cloud Native Core

Automated Test Suite - NADD

2. Select Configuration_Type as Product_Config.
3. SetlInclude_Regression to 'NO' from the drop-down list.
4. In Select_Option:

* Select All to run all the feature test cases and click the Build button to run the
pipeline.

* Choose Single/MultipleFeatures to run the specific feature test cases and click the
Build button to run the pipeline.

4.2.4 OCNADD-NewFeatures Documentation

The NADD-NewFeatures pipeline has a HTML report of all the feature files that can be tested
as part of the OCNADD ATS release. Follow the procedure listed below to view all the
OCNADD functionalities:

1. On the Pipeline NADD-NewFeatures page click Documentation in the left navigation
pane. All test cases provided as part of the OCNADD ATS release are displayed on the
screen.

@® Note

e The Documentation option appears on the screen only if NADD-
NewFeatures pipeline test cases are executed at least once.

» Use the Firefox browser to open the Documentation, other browsers are not
supported.
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Figure 4-20 Documentation

My Project

Main Page  Related Pages Q-
Related Pages

Here is a list of all related documentation pages:

AdapterService
AggregationService
AlarmService
ConfigurationService
EgressFilter
HealthMonitoringService
IngressFilter

SystemTest

2. Click any functionality to view its test cases and scenarios for each test case.

3. To exit, click Back to NADD-NewFeatures on the top-left corner of the screen.

4.2.5 Troubleshooting ATS

This section provides troubleshooting procedures for some common ATS test case failures.

Offset Count Mismatch Results in Test Case Failure
Problem

Test cases fail due to the offset count mismatch. Delay in third-party consumers receiving
messages results in this failure.

Sample Error Message

Exanmpl e: The test case failed due to offset count of the MAIN topic(which is
186) does not match with off set count of the third-party Consumer(which is
155)

Then Conpare the offset change in MAIN topic and consunmer ... failed in 0.000s
Assertion Failed: The increase in offset counts is not matching, increase in
offset of MAIN: 186 , increase in offset of Consumer : 155

Captured stdout:

{' Location': "http://ocnaddconfiguration: 12590/ ocnadd- confi gurati on/

configure/v3/app-oracl e-cipher', 'content-length': '0"}

['OCL', '2023-08-13T19:49:49.9447', 'INFO, '1', '---', "["', 'scheduling-1]'
‘¢, ".o", '.c¢', ".c¢', .0, ".c', '.c¢', ".ConsunerController', '":', "|',
CFTOTAL*, |, 0, (0, "), ]

['OCL', '2023-08-13T19:49:49.9447', 'INFO, '1', '---', "["', 'scheduling-1]'
‘¢, '.o", '.c¢', ".c¢', .o, '.c'", ".c', '.ConsunerController', ":',
o o

Fom e e e e e e o m e e e e e e e e +'
['OCL', '2023-08-13T19:50:14.95272', 'INFO, "1', '---', "["', 'scheduling-1]'
‘¢, ".o", '.¢', ".c¢', .0, ".c', '.c¢', ".ConsunerController', ':', "|',
"*TOTAL*', "|"', "155', "(O', ")', "|']

['OCL', '2023-08-13T19:50:14.95272', 'INFO, "1', '---', "["', 'scheduling-1]'
‘¢, '.o", '.c¢', ".c¢', .o, '.c'", ".c', '.ConsunerController', ":',

e T

AR R R LR R P P +]
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Solution

The test cases which failed due to offset count mismatch, pass when a test case rerun is
performed.

Assertion Failed: Status code:404 did not match with 204
Problem

The test cases fail due to 'Assertion Failed: Status code:404 did not match with 204'. This error
occurs when any previous scenario abruptly fails without executing all the steps of the
scenario.

Sample Error Message

Exanpl e:
Gven delete already existing data feeds ... failed in 0.346s
Assertion Failed: FAILED SUB-STEP. G ven del ete al ready existing
configurations
Substep info: Assertion Failed: Status code:404 did not match with 204
Traceback (of failed substep):
File "/env/lib64/python3. 9/site-packages/ behave/ model . py", line 1329, in run
mat ch. run(runner. cont ext)
File "/env/lib64/python3. 9/site-packages/ behave/ mat chers.py", line 98, in
run
sel f.func(context, *args, **kwargs)
File "/var/lib/jenkins/cncats/ocnftest/ocnadd steps.py", line 1906, in
step_inp
assert False , 'Status code:{} did not match with
204" . format (cont ext . response. st at us_code)

Solution

The test cases which failed due to previous scenario failures, pass when a test case rerun is
performed.

OCNADD Pods Enter a 'Image Pull' Error State
Problem

The OCNADD pods enter a 'Image Pull' error state after a few test cases are executed. This
occurs when a test case appends a suffix to the image name and its execution is incomplete.

Solution

Correct the image name by editing the pods deployment and rerun the test suite.
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