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My Oracle Support

My Oracle Support (https://support.oracle.com) is your initial point of contact for all product
support and training needs. A representative at Customer Access Support can assist you with
My Oracle Support registration.

Call the Customer Access Support main number at 1-800-223-1711 (toll-free in the US), or call
the Oracle Support hotline for your local country from the list at http://www.oracle.com/us/
support/contact/index.html. When calling, make the selections in the sequence shown below
on the Support telephone menu:

* For Technical issues such as creating a new Service Request (SR), select 1.

*  For Non-technical issues such as registration or assistance with My Oracle Support, select
2.

*  For Hardware, Networking and Solaris Operating System Support, select 3.

You are connected to a live agent who can assist you with My Oracle Support registration and
opening a support ticket.

My Oracle Support is available 24 hours a day, 7 days a week, 365 days a year.
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Acronyms

The following acronyms are used in the ATS User Guide.

Table Acronyms

Abbreviation Definition

ATS Automated Testing Suite

BDD Behavior Driven Development. It is an agile software development
technique that encourages collaboration between developers, QA, and
non-technical or business participants in a software project.

Cl Continuous Implementation

CNE Oracle Communications Cloud Native Core, Cloud Native Environment

OCNADD Oracle Communications Network Analytics Data Director

OCNWDAF Oracle Communications Network Data Analytics Function

oL Oracle Linux is a Linux distribution packaged and freely distributed by
Oracle, available partially under the GNU (General Public License) since
late 2006. It is compiled from Red Hat Enterprise Linux source code,
replacing Red Hat branding with Oracle's.

Network Analytics Automated Testing Suite Guide
F92252-01
Copyright © 2022, 2024, Oracle and/or its affiliates.

August 31, 2025
Page 1 of 1



What's New In This Guide

This section introduces the documentation updates for Release 24.1.x in Oracle
Communications Network Analytics Automated Testing Suite Guide.

Release 24.1.0 - F92252-01, April 2024
OCNADD Release 24.1.0

* Updated the following sections:

— Updated the ATS Framework Features section to add the new ATS framework "TLS
Support" feature supported by OCNADD.

— Added a new section for Enable TLS Support on OCNADD ATS.

— Added a new procedure for Enabling TLS.

— Total number of resources, pod resource requirements updated in the Resource
Requirements section.

— OCNADD release versions updated in the Downloading the ATS Package section.

— Updated the procedure for Pushing the Images to Customer Docker Reqistry.

— The pipeline screen is updated in the OCNADD-NewFeatures Pipeline section.
OCNWDAF Release 24.1.0

Updated the following sections:
¢ OCNWDAF's directory package and folder structure is updated in the Downloading the
ATS Package section.

e Image tags, release number and installers folder structure are updated in the Pushing the
Images to Customer Docker Registry section.

* Image version updated in the Updating values.yaml File section.
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Introduction

This document provides information about Automated Testing Suite (ATS) deployment model
for the Network Analytics Suite products.

ATS allows you to run software test cases using an automated testing tool and then, compares
the actual results with the expected or predicted results.

1.1 Overview

Using ATS, you can deploy and test 5G NFs.

This document provides information to implement ATS for the following 5G products:
e Oracle Communications Networks Data Analytics Function

e Oracle Communications Network Analytics Data Director

ATS for 5G Network Functions

For 5G NFs, ATS is developed using Oracle Linux 8-slim as the base image. Jenkins is a part
of the ATS image, and it provides a graphical user interface (GUI) to test either a single NF or
multiple NFs independently in the same network environment.

ATS comprises NF docker images, ATS image, simulator images, and test cases of the specific
NF. All these images and test cases constitute a fully automated suite to deploy and test NFs.
You can combine it with any other Continuous Integration (CI) pipeline with minimal changes
because 5G ATS uses Jenkins as GUI.

The ATS package contains the following elements:

e Test scripts and docker images of test container. The docker images have complete
framework and libraries installed, which are common for all NFs working with the Behavior
Driven Development (BDD) framework.

e Docker image of HTTP Server simulator.
e Helm chart to deploy the ATS (delivered as a tar file).

e Readme text file (.txt file).

ATS provides basic environment, framework, and a GUI (Jenkins) to run all the functional test
cases.

ATS Framework Version with Supporting NF Version

Table 1-1 ATS Framework Version with Supporting NF
e

ATS Framework Version NWDAF Data Director
24.1.0 24.1.0 NA
24.1.0 NA 24.1.0
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1.2 Deployment Model

Chapter 1
Deployment Model

According to the In-Cluster deployment model, ATS can coexist in the same cluster where the
NFs are deployed. This deployment model is useful for In-Cluster testing.

Figure 1-1

In-Cluster Deployment Model

In-Cluster Deployment Model

S
/
/ - —
/ e .
/
Python ~ . .
| Libraries (Jttpx, Quart Et) Documentston Fies |
[ Seagull ‘ ‘ Shell scripts.
[ Jenkins. ‘ ‘ Det fies(JSON) ‘
| Fython2 | ‘ Feare fies |
| Behave | ‘ Ocnfiest Librares |
*,
.
\ T -
A
*, ATS POD
hN

.

)}

Go-stub/Python

based HTTP
server Pod

.

NF Specific Micro
Services

N

NF & Stub

-

I

Prometheous

\

Y

Jeeger
cnDB-Tier
Kibana
',
M
DB OCCNE

1.3 References

For more information about NFs and their deployment processes, refer to the following
documents:
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ATS Framework Features

This chapter describes the ATS Framework features:

Table 2-1 ATS Framework Features Compliance Matrix

Features NWDAF OCNADD

Application Log Collection Yes No

ATS API No No

ATS Health Check No No

ATS Jenkins Job Queue Yes Yes

ATS Maintenance Scripts Yes Yes

ATS System Name and Version Display | Yes Yes

on Jenkins GUI

ATS Tagging Support No Yes

Custom Folder Implementation Yes No

Single Click Job Creation Yes Yes

Final Summary Report, Build Color, and | Yes Partially compliant

Application Log (Application Log is not
supported.)

Lightweight Performance Yes No

Modifying Login Password No Yes

Parallel Test Execution No No

Parameterization Yes No

PCAP Log Collection No No

Persistent Volume No Optional

Test Result Analyzer Yes Yes

Test Case mapping and Count Yes Yes

TLS Support No Yes

Changes in Jenkins GUI
Listed below are some enhancements to the ATS Jenkins:

« Displays test cases under their stage and group names on the BuildWithParameters
page of the ATS GUI.

e ATS Framework supports TLSv1.2 and TLSv1.3.
e ATS GUI Layout is enhanced.

2.1 ATS API

The Application Programming Interface (API) feature provides APIs to perform routine ATS
tasks as follows:

e Start: To initiate one of the three test suites, such as Regression, New Features, or
Performance.
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*  Monitor: To obtain the progress of a test suite's execution.
e Stop: To cancel an active test suite.

e Get Artifacts: To retrieve the JUNIT format XML test result files for a completed test suite.

For more information about configuring the tasks, see Use the RESTful Interfaces.

2.1.1 Creating APl User and Granting Access

You require an account as an API user with access authorization and an API token that has to
be generated for the user to perform routine ATS tasks using the Restful Interfaces API.

2.1.1.1 Creating an API User

Perform the following procedure to create an API user:

1. Log into the ATS application using admin credentials.

2. Inthe left navigation pane of the ATS application, click Manage ATS.
3. Scroll down and click Manage Users.

4. In the left navigation pane, click Create User.

5

Enter the username as <nf >api user, for example, pol i cyapi user, udr api user, and a
password.

o

The Full name field is optional. If left blank, it's automatically assigned a value by Jenkins.
7. Enter your email address as <nf >api user @r acl e. com

8. Click Create User. The API user is created.

2.1.1.2 Granting Access to the API User

Perform the following procedure to grant access to the API user:
1. Inthe left navigation pane, click Manage ATS.

2. Scroll down and click Configure Global Security.

3. Scroll down to Authorization and click Add User.

4. Enter the username created in the prompt that appears.

5

Check all the boxes in the Authorization matrix for apiuser that are also checked for
<nf >user.

Click Save.
Go to the ATS main page and choose each of your NFs' pipeline.

In the left navigation pane, click Configure.

© © N 9

Scroll down to Enable project-based security and click Add user.
10. Enter the user name created in the prompt that appears.

11. Check all the boxes in the Authorization matrix for API user that are also checked for
<nf >user.

12. Click Save.
Now, API user can be used in API calls.
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ATS API

2.1.1.3 Generating an API Token for a User

Any API call requires the use of an API token for authentication. You can generate the API
token, and it works until it is revoked or deleted.

Perform the following procedure to generate an API token for a user:

1. Log into Jenkins as an NF API user to generate an API token.

Figure 2-1 ATS Login Page

Oracle Communications Cloud Native Core - Automated Test Suite

Welcome to ATS!

| policyapiuser \

|....lll.....‘ I
[OKeep me signed in
| signin |

2. Click user name from the drop-down list at the top right of the Jenkins GUI, and then click

Configure.

Figure 2-2 Configure to Add Token

_ : [@] © policyapiuser v 5 log out

Dashboard

+ Newltem
82 People

B Build History
O My Views

~ Al
(@ Open Blue Ocean

i v
Build Queue s w

®

No builds in the queue.

B suilds
3 configure
L. . O My Views
Oracle Communications Cloud Native Core
A Credentials
Automated Test Suite
CNCATS POLICY : 23.1.0
Name | Last Success Last Failure Last Duration Fav
Policy-Regression N/A N/A N/A >

3. Inthe API Token section, click Add New Token.

Figure 2-3 Add New Token

API Token

Current token(s)
There are no registered tokens for this user.

Add new Token
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ATS API
Enter a suitable name for the token, such as policy, and then click Generate.
Figure 2-4 Generate Token
API Token
Current token(s) (2]
There are no registered tokens for this user.
—
Add new Token
Copy and save the generated token.
You cannot retrieve the token after closing the prompt.
Figure 2-5 Save Generated Token
API Token
Current token(s) 0
policy 1171eda238dc75119765821d448a15d36e =] E%
Add new Token
Click Save.

An API token is generated and can be used for starting, monitoring, and stopping a job
using the REST API.

2.1.2 Use the RESTful Interfaces

This section provides an overview of each RESTful interface.

2.1.2.1 Starting Jobs

To start a job, use the following RESTful interfaces:

Default Jenkins API: The default Jenkins API to start a pipeline job
Custom API: To start a job forcibly

Starting a Job using Default Jenkins API
If any other job is already running, the job started with this API goes to Jenkins' job queue.

Run the following command to start a job (Default Jenkins method):

curl --request POST <Jenkins_host _port>/job/<Pi pel i ne_name>/
bui | dWt hPar anet ers -user
<user nane>: <AP| _token> --verbose

The details of the parameters for the API are as follows:
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Table 2-2 API Parameters
|

Parameters Mandatory Default Value Description

userName YES NA This parameter indicates the name
of API user.

token YES NA This parameter indicates the API

token for API user.

Startjob_host_port

YES NA This parameter's format is

<host >: <port >

—  <host > will be same as
Jenkins host

—  <port > will be different( 5001
or its nodeport )

pipelineName YES NA This parameter indicates the name
of the pipeline for which build is to
be triggered.

pageAndQuery YES NA This parameter can have two
values:

—  buildwithParameters: for
parametrized pipelines

—  build: for non-parametrized
pipelines

jenkins_wait_time

NO 5 This parameter indicates the wait

time for Jenkins in seconds.

— If Jenkins is very slow in
responding and the API
response is not as expected,
this wait time can be increased.

— ltis required when multiple
running builds must be aborted
before starting a new API build.

jenkins_host_port

YES NA This parameter's format is
<Jenki ns host >: <Jenki ns
port>.

Network Analytics Aut
F92252-01

For example,

curl --request POST http://10.123.154. 163: 30427/ ob/ Pol i cy- NewFeat ur es/
bui | dWt hPar anmet ers
--user policyapiuser:111ad02d7471cec9ca689696e9c7a55c62 - -verbose

Starting a Job Forcibly using Custom API

If another job is already running and has not been started by an API user, the running job is
aborted, along with all other jobs in the queue that have not been started by an API user, and a
new job is started.

If the running job is started by the API user, the new job does not start, and the start job
request fails, returning a message in response: Bui | d <j ob_i d> of pipeline
<pi pel i ne_name> is already running, triggered by an APl user.

Builds are aborted gracefully by a forceful API, such as when a running scenario completes its
execution and cleanup before the corresponding build is aborted.

The forceful API now returns an abort ed- bui | ds parameter in response, which contains job
IDs for all the aborted builds. It also returns a parameter called cancel | ed_bui | ds_i n_queue,
which contains queue IDs for all the builds aborted in queue.

omated Testing Suite Guide
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If a job ID is assigned to a build in queue, it contains a list of two values: [queueid, jobid] rather
than just the queue ID.

Run the following command to start a job forcibly:

curl -s --request POST <Startjob_host_port>/build -H "Content-Type:
application/json" —d
"{"jenkins_host_port": "<Jenkins_host_port>", "pipelineName":
" <Pi pel i ne_name>",
"pageAndQuery": "<pageAndQuery>", "userNane": "<username>", "token":
"<API _token>"}' --verbose

For example,

curl --request POST 10.123.154.163:31423/build -H "Content-Type: application/

json" —d
"{"jenkins_host _port": "10.123.154.163:30427", "pipelineNane": "Policy-
NewFeat ures",
"pageAndQuery": "buil dWthParameters", "userNane": "policyapiuser",
"t oken":
"111ad02d7471cec9ca689696e9c7a55c62"}' --verbose
® Note

Startjob_host_port has the same IP as jenkins_host_port, but its port is different (the
StartAPI port). ATS has two pairs of ports:

» Jenkins port (8080) with its nodeport
»  StartAPI port (5001) with its nodeport

Customizing Job Parameters

Both of the Start APIs start the pipeline job with default parameter values. You can provide a
different value for a parameter in an API call, such as par amx=val uex.

1. Append par anx=val ue to bui | dWt hPar amet er s?.
Example 1,

curl --request POST 10.75.217.40: 31378/ ob/ Pol i cy- Newreat ur es/
bui | dW t hPar anet er s?par amx=val uex --user
pol i cyapi user: 110ed65222h9e63445689314998f f 8c3bk -- verbose

Example 2,

curl --request POST 10.75.217.4:32476/build -H "Content-Type: application/
json" -d '{"jenkins_host port": "10.75.217.40:31378"
"pi pel i neName": "Policy-NewFeatures", "pageAndQuery"
“bui | dW t hPar anet er s?par anx=val uex", "user Name"
"policyapiuser", "token": "110ed65222b9e63445689314998f f 8c3bk"}
-ver bose

2. To add more than 1 parameter, such as par anx=val uex and par any=val uey, append the
other parameters to the API call using &.
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Example 1,

curl --request POST 10.75.217.40: 31378/ ob/ Pol i cy- Newreat ur es/
bui | dW t hPar anet er s?par amx=val uex&par any=val uey
--user policyapiuser:110ed65222h9e63445689314998f f 8¢c3bk -- verhose

Example 2,

curl --request POST 10.75.217.4:32476/build -H "Content-Type: application/
json" -d '{"jenkins_host_port": "10.75.217.40:31378", "pipelineName":

"Pol i cy- NewFeat ures”, "pageAndQuery": "buil dWthParaneters?

par anx=val uex&par any=val uey", "userNane": "policyapiuser”, "token":
"110ed65222b9e63445689314998f f 8c3bk"}' --verbose

Replace bui | dWt hPar amet er s? with bui | d for non-parametrized pipeline jobs.

Start the pipeline by using the default Jenkins API or by changing the pageAndQuery
parameter's value to build in the following way:

curl --request POST <Jenkins_host _port>/job/<Pipeline_name>/build --user
<user nane>: <APl _token> --verbose

Example 1,

curl --request POST 10.75.217.40: 31378/ ob/ Pol i cy- NewFeat ures/build --user
pol i cyapi user: 110ed65222b9e63445689314998f f 8c3bk - -
ver bose

Example 2,

curl --request POST 10.75.217.4:32476/build -H "Content-Type: application/
json" -d '{"jenkins_host port": "10.75.217.40:31378",

"pipelineName": "Policy-NewFeatures", "pageAndQuery": "build",
“userNane": "policyapiuser", "token":

"110ed65222b9e63445689314998f f 8c3bk"}' -verbose

2.1.2.2 Monitoring Jobs

This Default Jenkins API is used to monitor the progress of the job that was started.

For monitoring, the following APIs are used:

A gi d is obtained from the Location header in the response for starting a j ob. The first
API uses this gi d to get queue status about the corresponding job, including its j ob_i d.

The second API uses the j ob_i d to obtain further information about the job status.

Monitoring a Job
To monitor jobs, run the following commands in a sequence:

curl --request PCST <Jenkins_host_port>/queue/iten <qgi d>/ api/json --user
<user nanme>: <APl _t oken> --verhose
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For example,
curl --request POST http://10.123.154.163: 30427/ queue/ i tem 5/ api/j son- -
user policyapiuser: 111ad02d7471cec9ca689696e9c7a55c62
--verbose
2. curl --request PCST <Jenkins_host port>/job/<Pipeline_name>/<job_id> api/json

--user <username>: <APl token> --verbose
For example,

curl --request POST http://10.123.154.163: 30427/ ob/ Pol i cy-
NewFeat ur es/ 3/ api / j son- - user
pol i cyapi user: 111ad02d7471cec9ca689696e9c7a55¢c62

--verbhose

The following screenshot shows an example of monitoring the progress of the job:

Figure 2-6 Monitoring a Job

[odin@lurr5-bastion-1 ~]$ curl --request POST http://10.123.154.163:30427/job/Policy-NewFeatures/3/api/json --user policyapiuser:11lad02d7471cec9ca689696
[e9c7a55¢ erbose
* Uses proxy env variable no_proxy == 'blurr5-bastion-1,blurr5-bastion-1,loca

T 1l 1

*
*
%
*

3 (1 23.154.163) port 30427 (#0)
i er p(ﬂlcvaplucer
es/3/api/json HTTP/1.1

3pdXN1cjoxMTFhZDAYZDCONzZ Fj ZWM: 20TZ10WM3YTULYzZYy

HTTP/1.1 200 OK
Date Tue,

:ontent Tvpe
Content-Length
Server: Jetty(10.0.11)

.jenkinsci.pl s.workflow.job.WorkflowRun" i las .model .Para rsAction” c son. mod tri
u aramet

,"shortDescription
ibr* (nnne(tlnn #0 to host

cl nki sp

sci. ePlpéTlneA(tlon ,(),(},(),(”_(135

.FlowGraphAction*},{},{},{ ion":0

OneoffE\e(utn ruwwnl<p1avNam PoLicy-NewFeatures #3 L , “resul imes
http://10.123. 154 163:30427/job/Policy-NewFeatures/3/" s “culprits “inProgres 3 reviousB

2.1.2.3 Stopping Jobs

Stop APl is used to stop the currently running job using its job_id. It is also a default Jenkins
API.

Stopping a Job

For ATS without Parallel Test Execution framework integrated:

curl --request POST

<Jenki ns_host _port >/ ob/ <Pi pel i ne_nane>/ <job_i d>/stop --user
<user nane>: <APl _t oken>
--verhose
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For example,

curl --request POST http://10.75.217.4:31881/] ob/ UDR- Regr essi on/ 21/ st op --user
udr api user: 1139a72213e0a686972cbf f 4a2f 9333a9f --verbose

@ Note
e If the rerun count is greater than zero, the job must be stopped twice.

e This Stop API call does not abort the build gracefully.

For ATS with Parallel Test Execution framework integrated:

curl --request POST

<St opj ob_host _port >/ ob/ <Pi pel i ne_nane>/ <j ob_i d>/stop --user
<user nane>: <APl _t oken>
--verhose
For example.

curl --request POST http://10.75.217.4: 32476/ ob/ UDR- Regr essi on/ 21/ st op - -user
udr api user: 1139a72213e0a686972cbf f 4a2f 9333a9f --verbose

The following table lists the parameter details for Stop API:

Table 2-3 Stop API Details

Parameter Mandatory Default Value Description

userName Yes NA Name of API user

token Yes NA The API token for the API
user

Stopjob_host_port Yes NA Format is <host>:<port>

»  <host>is same as
Jenkins host

e <port> is different such
as 5001 or its nodeport

pipelineName Yes NA Name of the pipeline for
which build is to be stopped
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Table 2-3 (Cont.) Stop API Details

Parameter

Mandatory Default Value Description

immediate

No False To stop the build immediately,
send a query parameter
("immediate=true") with API
call.

For example,

curl --request POST

<St opj ob_host _port >/ |
ob/ <Pi pel i ne_nane>/

<j ob_i d>/ st op?

i mredi at e=true --user

<user nane>: <API _t oken
> --verbose

« i mmedi at e can also
have values such as yes
or 1. These values work
similar to the true value.

2.1.2.4 Getting Test Suite Artifacts

Default Jenkins API is used to get the JUNIT-formatted XML test result files for a completed
test suite.

For getting artifacts for any completed test suite, the following APIs are used:
*  For getting an overall build summary

*  For getting a JUNIT XML test result file for every feature file that ran

For getting an overall build summary:

curl --request POST <Jenkins_host _port>/job/<Pi pel i ne_name>/<job_i d>/
t est Report/api/ xm ?excl ude=t est Resul t/suite --user <usernane>:<APl token> --
ver bose

For example,

curl --request POST http://10.123.154.163: 30427/ j ob/ Pol i cy- NewFeat ur es/ 4/
t est Report/api/xm ?excl ude=t est Resul t/ sui t e- - user
pol i cyapi user: 111ad02d7471cec9ca689696e9c7a55c62 - -verbose

For getting Feature-wise XML, Select_Option = All:

curl --request POST

<Jenki ns_host _port>/job/ <Pi pel i ne_nane>/<job_id>/artifact/test-results/
reports/*zip*/test-results.zip

--user <username>: <APl _token> --verbose --output test-results.zip
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For example,

curl --request POST http://
10. 75. 217. 4: 31881/ j ob/ Pol i cy- NewFeat ures/ 21/ artifact/test-results/
reports/*zip*/test-results.zip --user
pol i cyapi user: 11¢3344996c4f daOlded2124bec4f 9aal?
--verbose —output test-results.zip

For getting Feature-wise XML, Select_Option = Single/MultipleFeatures:

curl --request POST

<Jenki ns_host _port >/ ob/ <Pi pel i ne_nane>/<job_id>/artifact/test-results/
reports/

* <Featurel name>.xm , *.<Feature2_name>. xm/*zip*/test-results.zip --
user <username>: <APl t oken>

--verbose --output test-results.zip

For example,

curl --request POST http://

10. 75. 217. 4: 31881/ j ob/ Pol i cy- NewFeat ures/ 21/ artifact/test-resul ts/
reports/*.gol denfeature.xm ,*. AMPol i cy. xm /*zip*/test-results.zip

—user policyapi user: 11¢3344996c4f da0lded2124bec4f 9aal7 --verbose --
output test-results.zip

API calls for Sel ect_Option = All and Sel ect _Option = Single/ MiltipleFeatures return a
zip file with JUNIT XMLs, one XML for each feature.

Figure 2-7 Sample XML Output for AMPolicy.feature

In the API call, specify other selected features in comma-separated form as /
*<Feat urel name>. xnl, *<Feat ure2_name>. xn , *<Feat ur e3_nane>. xnl , *<Feat ure4_name>. x
m / for Select_Option = Single/MultipleFeatures.

The API call for getting the overall build summary returns an XML with values for dur ati on,
fail Count, passCount, and ski pCount for the current build.
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Figure 2-8 Sample Output

v<testResult _class="hudson.tasks.junit.TestResult">
<duration>61.424786</duration>
<empty>false</empty>
<failCount>12</failCount>

<passCount>8</passCount>
<skipCount>294</skipCount>
</testResult>

It is recommended to maintain a gap of at least a few seconds between two API calls. This gap
depends on the time Jenkins takes to complete the API request.

2.2 ATS Health Check

ATS Health Check functionality is to check the health of the System Under Test (SUT)

Earlier, ATS used Helm test functionality to check the health of the System Under Test (SUT).
With the implementation of the ATS Health Check pipeline, the SUT health check process has
been automated. ATS health checks can be performed on webscale and non-webscale
environments.

Convert a Value in Base64

The following command can be utilized to convert any value into base64 encoding:

echo-n "val ue"| base64

For example,

echo-n "126.98. 76. 43"| base64

Deploying ATS Health Check in a Webscale Environment

* Setthe Webscal e to 'true' and the following parameters by encoding them with base64 in
the ATS values.yaml file:

* Set the following parameter to encrypted data:

webscal ej unpserverip: encrypted-data
webscal ej unpserverusername: encrypted-data
webscal ej unpserver password: encrypt ed-data
webscal eproj ect nane: encrypt ed-data
webscal el abserver FQDN. encrypt ed- dat a
webscal el abserverport: encrypted-data
webscal el abserverusernanme: encrypted-data
webscal el abserver password: encrypted-data
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Encrypted data is the value of parameters encrypted in base64. Fundamentally, Base64 is
used to encode the parameters.

For example:

webscal ej unpserveri p=$(echo -n '10.75.217.42' | base64), \Were Wbscal e Junp
server ip needs to be provided

webscal ej unpser veruser name=$(echo -n 'cloud-user' | base64), Were Webscal e
Junp server Username needs to be provided

webscal ej unpser ver passwor d=$(echo -n '****' | base64), Where Webscal e Junp
server Password needs to be provided

webscal eproj ect name=$(echo -n '****' | base64), \Were Webscal e Project Nane
needs to be provided

webscal el abserver FQDN=$(echo -n '****' | base64), \Were \Webscal e Lab Server
FQDN needs to be provi ded

webscal el abserverport=$(echo -n '****' | base64), \Where \Webscal e Lab Server
Portneeds to be provided

webscal el abserverusername=$(echo -n '****' | base64), Were Wbscal e Lab
Server Username needs to be provided

webscal el abserver password=$(echo -n '****' | base64), Were Wbscal e Lab

Server Password needs to be provided

Running ATS Health Check Pipeline in an Webscale Environment

To run ATS Health Check pipeline:
1. Loginto ATS using respective <NF> login credentials.

2. Click <NF>HealthCheck pipeline and then click Configure.

® Note

<NF> denotes the network function. For example, in Policy, it is called as Policy-
HealthCheck pipeline.

Figure 2-9 Configure Healthcheck

Dashboard > Policy-HealthCheck

@ status ® Policy-HealthCheck
/> Changes P .
Oracle Communications Cloud Native Core
D Bl with Parameters
€3 Configure Automated Test Suite
Q' Full Stage View 2 Edit description
Yr Favorte Oisable rojec
@ Open Biue Ocean i
Stage View
2 Rename
8 TestResults Anayzer Helm Testinit Al
@ Pinaine yntas Average stage times: 2 367ms.
& buid Histary red v O 5
s

N
o -]

;;;;; 2
G 2
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3. Provide parameter a with Helm release name deployed. If there are multiple releases, use

comma to provide all Helm release names.

/la = helmrel eases [Provide Rel ease Name with Comma Separated if nore

than 1 ]

Provide parameter ¢ with the appropriate Helm command, such as helm, helm3, or helm2.

/1c = hel mcommand nane [hel mor heln2 or hel nB]

Figure 2-10 Save the Changes

Pipeline script

Script  ?

1~ node{

2 def myVar = 'initial_ wvalue'
3 def buildVar = 'initial_ wvalue'

4w properties(
57 [
6 parameters(

7 [string(defaultValue: '
8 string(defaultValue: "'

9 )
10

11 1

12 )

13 = stage('Helm-Test-Init') {
14 « catchError(buildResult:

15
16

18

Use Groovy Sandbox 7

Pipeline Syntax

'SUCCESS', stageResult:

//a = helm releases [Provide Release Name
17 //b= MNamespace, If not

'Helm_releases',description: "Provide Rel
'Namespace’, description: "Provide the nan

with Comma Seperated if more than 1 ]
then remove the arguement

4. Save the changes and click Build Now. ATS runs the health check on respective network

function.
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Figure 2-11 Build Now

Dashboard Policy-HealthCheck

El Status
<[> Changes

[> Build Now

@ Configure

Q. Full Stage View

Open Blue Ocean

L
/ Rename

[-1-]

Test Results Analyzer

@ Pipeline Syntax

Deploying ATS Health Check Pipeline in an OCI Environment

To use a ssh private key, create healthcheck-oci-secret and set the value of the key
"passwordAuthenticationEnabled" to false.

Creating healthcheck-oci-secret

Create healthcheck-oci-secret to use ssh private keys instead of passwords using the following
command:

kubect| create secret generic heal thcheck-oci-secret --from
file=bastion_key file="<path of bastion ssh private key file> --from
file=operator _instance key file="<path of operator instance ssh private key
file> -n <ATS nanespace>

For example,

kubect| create secret generic heal t hcheck-oci-secret --from
file=bastion_key file="/tnp/bastion_private key' --from
file=operator_instance key file="/tnp/operator_instance_private key' -n
seppsvc

Network Analytics Automated Testing Suite Guide

F92252-01

August 31, 2025

Copyright © 2022, 2024, Oracle and/or its affiliates. Page 15 of 67



ORACLE Chapter 2
ATS Health Check

@ Note
» Maintain the name of the secret as "healthcheck-oci-secret".

»  Ensure that the '--from-file’ keys retain the same names: "bastion_key_file" and
"operator_instance_key file".

» If the SSH private key is identical for both the bastion and operator instance, you
can use the same path for both in the secret creation command.

Perform the following procedure to deploy ATS Health Check in a OCI environment:

Set the Webscal e parameter set to ‘false' and following parameters by encoding it with
base64 in the ATS values.yaml file.

» To use password, provide base64 encoded values for key "password" for both bastion and
operator instances, and set the value of key passwordAuthenticationEnabled to "true".

* Set the following parameter to encrypted data:

envtype: encrypted-data
oci Heal t hCheck:
passwor dAut henti cati onEnabl ed: true or false
basti on:
i p: encrypted-data
usernane: encrypted-data
password: encrypted-data
operat or I nst ance:
i p: encrypted-data
usernane: encrypted-data
password: encrypted-data

@® Note

All fields are mandatory except for passwords. When the
"passwordAuthenticationEnabled" field is set to true, only the "password" field needs
to be updated; otherwise, it can remain with its default value.

Running ATS Health Check Pipeline in an OCI Environment
To run ATS Health Check pipeline:
1. Log into ATS using respective <NF> login credentials.

2. Click <NF>HealthCheck pipeline and then click Configure.

@ Note

<NF> denotes the network function. For example, in Policy, it is called as Policy-
HealthCheck pipeline.
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Figure 2-12 Configure Healthcheck

Dashboard > Policy-HealthCheck

B status ® Policy-HealthCheck

</> Changes . . .
Oracle Communications Cloud Native Core

D 8uild with Parameters

3 configure Automated Test Suite

QU Full Stage View 2 edit description

Y Faverte

Disable Project

(@ Open Blue Ocean .
Stage View

Validate-

S TestResults Analyzer Helm-Test.Init
Helm-Test

Pipeline Syntax
@ peinesy Average stage times: 2 367ms.

& B History wend v

= S Feb 1o 2s

N Atom feed forall N Atom f Febi9 2s 351ms

3. Provide parameter a with Helm release name deployed. If there are multiple releases, use
comma to provide all Helm release names.

/la = helmrel eases [Provide Rel ease Name with Comma Separated if nore
than 1 ]

Provide parameter ¢ with the appropriate Helm command, such as helm, helm3, or helm2.

/1c = helmcommand nane [hel mor heln2 or hel nB]
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Figure 2-13 Save the Changes
Pipeline script
Script 7
1~ node{
2 def myVar = 'initial_wvalue’
3 def buildVar = 'initial_ value'
4 properties|
5v [
6~ parameters(
7 [string(defaultValue: '', name: 'Helm_releases',description: "Provide Rel
8 string(defaultValue: '', name: 'Namespace', description: "Provide the nan
9 )
1e
11 1
12
13~ stage('Helm-Test-Init') {
14 « catchError(buildResult: 'SUCCESS', stageResult: 'UNSTABLE') {
15
16 //a = helm releases [Provide Release Name with Comma Seperated if more than 1 ]
17 //b= MNamespace, If not applicable then remove the arguement
18 {/{c="helm command name [helm or helm2 or helm3i

Use Groovy Sandbox  ?

Pipeline Syntax

4. Save the changes and click Build Now. ATS runs the health check on respective network
function.
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Figure 2-14 Build Now

Dashboard Policy-HealthCheck

El Status

<[> Changes

[> Build Now

@ Configure

Q. Full Stage View
w® Open Blue Ocean

/ Rename

2 Test Results Analyzer

@ Pipeline Syntax

Deploying ATS Health Check in a Non-Webscale or Non-OCI Environment

Perform the following procedure to deploy ATS Health Check in a non-webscale or non-OCI
environment such as OCCNE:

Set the Webscal e parameter set to ‘false’ and following parameters by encoding it with
base64 in the ATS values.yaml file:

occnehostip: encrypted-data
occnehost user name: encrypt ed- dat a
occnehost password: encrypt ed- dat a

Example:

occnehosti p=$(echo -n ' 10.75.217.42" | base64) , Where occne host ip needs to

be provided

occnehost user name=$(echo -n 'cloud-user' | base64), Wiere occne host usernane
needs to be provided

occnehost passwor d=$(echo -n '****' | base64), \Were password of host needs to
be provided

Running ATS Health Check Pipeline in a Non-Webscale or Non-OCI Environment

Perform the following procedure to run the ATS Health Check pipeline in a non-webscale or
non-OCI environment such as OCCNE:

1. Log into ATS using respective <NF> login credentials.
2. Click <NF>HealthCheck pipeline and then click Configure.

3. Provide parameter a with Helm release name deployed. If there are multiple releases, use
comma to provide all Helm release names.
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Provide parameter ¢ with the appropriate Helm command, such as helm, helm3, or helm2.

/la = helmrel eases [Provide Rel ease Name with Comma Separated if nore

than 1 ]

/b = Nanespace, |f not applicable to WEBSCALE environnent then renove the

ar gument

/1c = hel mconmand nanme [hel mor heln2 or hel nB]

Figure 2-15 Save the Changes

Pipeline script

Script  ?

1~ node{

2 def myVar = 'initial_wvalue’
=) def buildVar = 'initial value'

4 properties(
5w [
6~ parameters(

7 [string(defaultValue: '
8 string(defaultValue: "'

9 )
10

11 1

12

13 = stage('Helm-Test-Init') {
14 = catchError(buildResult:

16

18

Use Groovy Sandbox 7

Pipeline Syntax

'SUCCESS', stageResult:

//a = helm releases [Provide Release Name
17 //b= MNamespace, If not applicabl

'Helm_releases',description: "Provide Rel
'Namespace', description: "Provide the nan

with Comma Seperated if more than 1 ]
then remove the arguement
, .

4. Save the changes and click Build Now. ATS runs the health check on respective network

function.
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Dashboard Policy-HealthCheck

El Status

<[> Changes

[> Build Now

@ Configure

Q. Full Stage View
@ Open Blue Ocean
/ Rename

2 Test Results Analyzer

@ Pipeline Syntax

2.3 ATS Jenkins Job Queue
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By clicking Build Now, you can run the health check on ATS and store the result in the console
logs.

The ATS Jenkins Job Queue feature places the second job in a queue if the current job is
already running from the same or different pipelines to prevent jobs from running in parallel to
one another.

Job/build queue status can be viewed in the left navigation pane on the ATS home page. The
following image shows the build queue status when a user has tried to run the NewFeatures
pipeline when the Regression pipeline is already running.
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Figure 2-17 Build Executor Status

Dashboard
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2.4 Application Log Collection

Using Application Log Collection, you can debug a failed test case by collecting the application
logs for NF System Under Test (SUT). Application logs are collected for the duration that the
failed test case was run.

Application Log Collection can be implemented by using ElasticSearch or Kubernetes Logs. In
both these implementations, logs are collected per scenario for the failed scenarios.

Application Log Collection Using ElasticSearch

To access the option to to collect logs using ElasticSearch:
1. Loginto ATS using respective <NF> login credentials.

2. Onthe NF home page, click any new feature or regression pipeline, from where you want
to collect the logs.

3. In the left navigation pane, click Build with Parameters.

4. Select YES or NO from the drop-down menu of Fetch_Log_Upon_Failure to select
whether the log collection is required for a particular run.
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Figure 2-18 Fetch_Log_Upon_Failure

Dashboard > SCP-Regression

N EXECUTION OPTIONS
Y Favorite

TestSuite Execute_Suite Configuration_Type FilterWithTags

(@ Open Blue Ocean

// Rename

°
o

Regression R15 v [Product_Config v [No ]

Include_NewFeatures Fetch_Log_Upon_Failure Log_Type Log_Level
Test Results Analyzer L
e [DEFAULT v

NO v YES <

@ Pipeline syntax Wpies
O Pcaplog
HTTPX_LOG_LEVEL

Build History trend v

Disabled v

FEATURES AND TESTCASES
No builds
Features Al v

) Atom feed forall N\ Atom feed for failures

TestCases [ar_ v

If option Log_Type is also available, select value AppLog for it.

Select the Log Level from the drop-down menu of Log_Level to set the log level for all the
microservices. The possible values for Log_Level are as follows:

WARN: Designates potentially harmful situations.

e INFO: Designates informational messages that highlight the progress of the application
at coarse-grained level.

- DEBUG: Designates fine-grained informational events that are most useful to debug
an application.

« ERROR: Designates error events that might still allow the application to continue
running.

e« TRACE: The TRACE log level captures all the details about the behavior of the
application. It is mostly diagnostic and is more granular and finer than DEBUG log
level.

@® Note

Log_Level values are NF dependent.

After the build execution is complete, go into the ATS pod, then navigate to following path
to find the applogs:. j enki ns/ j obs/ <Pi pel i ne Name>/ bui | ds/ <bui I d nunber >/
For example,. j enki ns/ j obs/ SCP- Regr essi on/ bui | ds/ 5/

Applogs is present in zip form. Unzip it to get the log files.

The following tasks are carried out in the background to collect logs:

ElasticSearch APl is used to access and fetch logs.
Logs are fetched from ElasticSearch for the failed scenarios

Hooks (after scenario) within the cleanup file initiate an API call to Elasticsearch to fetch
Application logs.

Duration of the failed scenario is calculated based on the time stamp and passed as a
parameter to fetch the logs from ElasticSearch.

Filtered query is used to fetch the records based on Pod name, Service name, and
timestamp (Failed Scenario Duration).
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For ElasticSearch, there is no rollover or rotation of logs over time.

The maximum records that the ElasticSearch API can fetch per microservice in a failed
scenario is limited to 10K.

The following configuration parameters are used for collecting logs using Elastic Search:
— ELK_WAIT_TIME: Wait time to connect to Elastic Search

— ELK_HOST: Elastic Search HostName

— ELK_PORT: Elastic Search Port

Application Log Collection Using Kubernetes Logs

To access the option to to collect logs using Kubernetes Logs:

1.

On the NF home page, click any new feature or regression pipeline, from where you want
to collect the logs.

In the left navigation pane, click Build with Parameters.

Select YES or NO from the drop-down menu of Fetch_Log_Upon_Failure to select
whether the log collection is required for a particular run.

Select the Log Level from the drop-down menu of Log_Level to set the log level for all the
microservices. The possible values for Log_Level are as follows:

*  WARN: Designates potentially harmful situations.

* INFO: Designates informational messages that highlight the progress of the application
at coarse-grained level.

» DEBUG: Designates fine-grained informational events that are most useful to debug
an application.

 ERROR: Designates error events that might still allow the application to continue
running.

@® Note

Log_Level values are NF dependent.

The following tasks are carried out in the background to collect logs:

Kube API is used to access and fetch logs.
For failed scenarios, logs are directly fetched from microservices.

Hooks (after scenario) within the cleanup file initiate an API call to Elasticsearch to fetch
Application logs.

The duration of the failed scenario is calculated based on the time stamp and passed as a
parameter to fetch the logs from microservices.

Logs roll can occur while fetching the logs for a failed scenario. The maximum loss of logs
is confined to a single scenario.

2.4.1 Application Log Collection and Parallel Test Execution Integration

A new stage,"Logging/Rerun”, has been added at the end of the Execute-Tests stage to collect
rerun logs, such as applog and PCAP logs, by running the failed test cases in a sequence.
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Figure 2-19 Logging/Rerun new stage

Stage View
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If the Fet ch_Log_Upon_Fai | ure parameter is set to YES and if any test case fails in the initial
run, then:

* The failed test case reruns and log collection start in the Logging/Rerun stage after the
initial run is completed for all the test cases.

* The logs from the initial execution are collected, but they might be incorrect.

e Evenif the rerun parameter is set to 0, the failed test case reruns in the Logging/Rerun
stage and the log is collected.

e Ifthe Fetch_Log_Upon_Fai | ur e parameter is set to NO and if any test case fails in the
initial run, then the failed test case rerun starts in the same stage after the initial execution
is over for all the test cases in its group.

2.5 ATS Maintenance Scripts

ATS maintenance scripts are used to perform the following operations:
e Taking a backup of the ATS custom folders and Jenkins pipeline.
*  Viewing the configuration and restoring the Jenkins pipeline.

e Viewing the configuration and installing or uninstalling ATS and stubs.

ATS maintenance scripts are present in the ATS image at the following path: / var /1 i b/
j enkins/ocats_nmmint_scripts

Run the following command to copy the scripts to a local system (bastion):

kubect! cp <NAMESPACE>/ <POD _NAME>:/var/lib/jenkins/ocats_maint_scripts
<DESTI NATI ON_PATH_ON_BASTI ON> pod

For example,

kubect! cp ocpcf/ocats-ocats-policy-694c589664-js267:/var/lib/Jenkins/
ocats_maint_scripts /home/ neta-user/ocats_maint_scripts pod

2.5.1 ATS Scripts

ATS maintenance scripts are used to perform various task related to ATS and Jenkin pipeline.

The following are the types of scripts:

e ats_backup.sh: This script requires the user's input and takes a backup of the ATS
custom folders, Jenkins jobs, and user's folders on the user's system. The backup can be
of the Jenkins jobs and user's folder, the custom folders, or both. The custom folders
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include cust_regression, cust_newfeatures, cust_performance, cust_data, and
custom_config. For a Jenkins job or a user's folder, the script only takes a backup of the
config.xml file. Also, the script requires the user to store a backup on the user's system
(the default path is the location from where the script is being run) and to create a backup
folder on the system and take the backup of the chosen folder from the corresponding ATS
into the backup folder. The backup folder name can be of the following notation:
ats_<versi on> backup_<date>_<ti nme>.

ats_uninstall.sh: This script requires the user's input and uninstalls the corresponding
ATS.

ats_install.sh: This script requires the user's input and installs a new ATS. If PVEnabl ed
is setto t r ue, the script also reads the PVC name from values.yaml and creates
values.yaml before installation. Also, if needed, the script performs the postinstallation
steps, such as copying tests and Jenkins jobs' folders from the at s_dat a tar file to the
ATS pod when PV is deployed, and then restarts the pod.

ats_restore.sh: This script requires the user's inputs, restores the new release ATS
pipeline, and views the configuration by referring to the last release ATS Jenkins jobs and
the user's configuration. It depends on the user whether to use the backup folders from the
user's system to restore the ATS configuration. If the user instructs the script to use the
backup from the system, the script requires the path of the backup and uses the backup to
restore. Otherwise, the script requires the last ATS Helm release name to refer to its
Jenkins jobs and the user's configuration to restore.

The script refers to the last release of ATS Jenkins pipelines and sets the Di scard ol d
bui | ds property if this property is set in the last release of ATS for a pipeline but not in the
current release. If this property is set in both releases, the script just updates the values
according to the last release. Also, the script restores the pi pel i ne envi r onment

vari abl es values as per the last release of ATS. If any custom pipeline (created by the
user) was present in the last release of ATS, the script restores that as well. It also restores
the extra views created by NF users, for example, policy users, SCP users, and NRF
users. Moreover, the script displays messages about the pending configuration that the
user needs to perform manually. For example, a new pipeline or a new environment
variable (for a pipeline) is introduced in the new release.

While deploying ATS without PV, Jenkins needs to be restarted for the restore process to
complete. If the last release ATS contains the Conf i gur at i on_Type parameter, the
Confi gurati on_Type script needs to be approved with the In Process Script Approval
setting under Manage ATS in Jenkins for the restore process to complete.

2.5.2 Updating ats_install.sh

Currently, the at s_i nst al | . sh script copies the tests folder and Jenkins jobs folder into the
ATS pod and then restarts the pod when deployed with PV.

How to Update ats_install.sh

Other NFs can also use the at s_i nst al | . sh scripts. However, additional post installation
steps may have to be performed manually for a few NFs.

For the additional post installation commands, perform the following steps:

Inthe at s_i nst al | . sh script, there is a post install section between
#H###POST _| NSTALL _START#H### and #### POST_| NSTALL_END ####.

a. Add the required post install commands.
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@® Note

These commands are NF-specific.

b. Use the following commands:
* $nanespace for the namespace value
*  $pod_nane for the pod name

e $ats_dat a_pat h for the at s_dat a folder path (it has tests folder and Jenkins
jobs folder provided as tar file in ATS package)

c. Inthe if-else block related to whether PV is enabled or not, add the following:
e Add a command specific to PVEnabl ed=t rue inthei f bl ock.
e Add a command specific to PVEnabl ed=f al se in the el se bl ock.

2. For additional inputs, enter the required code between #### | NPUT_START #### and
#### | NPUT_END ###%#.

2.5.3 Restarting Jenkins without Restarting Pod

Perform the following procedure to restart Jenkins without restarting pods:

1. Login as the Jenkins admin.

2. Gotothe <Jenki ns_I| P>: <port >/ saf eRest art, for example, 10. 87. 73. 32: 32156/
saf eRestart.

Figure 2-20 Safe Restart

Dashboard [ATS] X +

< > C @ Q. 10.75.217.76:8

3. Click Yes.

Figure 2-21 Restart Jenkins

Dashboard Safe Restart

+  New Item Are you sure you want to restart Jenkins? Jenkins will restart once all running jobs are finished. (Pipeline builds may prevent Jenkins from restarting for a short

period of time in some cases, but if so, they will be paused at the next available opportunity and then resumed after Jenkins restarts.) i3
o

o v {
2.5.4 Updating Stub Scripts

The following stubs can be updated:
« stub_uninstall.sh: This script requires the user's inputs and uninstalls all the stubs.

« stub_install.sh: This script requires the user's inputs and installs all the stubs.
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@® Note

Currently, st ub_uni nstal | . shand st ub_i nstal | . sh work.

Perform the following procedure to update the stub scripts for other NFs (NRF in this case):

1. Go to the st ub folder.

2. From each script:

a.

Remove the CNC Policy-specific stubs inputs (dns, amf, and Idap), and add the input
code blocks for NRF-specific stubs.

For the stubs to uninstall, change the value of the st ubUni nst al | Li st variable, and
delete the variables for the CNC Policy-specific stubs below it.

@® Note

st ubUni nst al | Li st contains the Helm release names of the common
stubs that are deployed generally.

Declare the variables for the NRF-specific stubs below the st ubUni nst al | Li st line.

Remove the Helm uninstallation commands of the policy-specific stubs, and add the
Helm uninstallation commands of the NRF-specific stubs.

For the stubs to install, change the value of the st ubl nst al | Li st variable, and
delete the variables for the CNC Policy-specific stubs below it.

@® Note

st ubl nstal | Li st contains the Helm release names of the common stubs
that are deployed generally.

Declare the variables for the NRF-specific stubs below the st ubl nst al | Li st line.

Remove the Helm installation commands of the CNC Policy-specific stubs, and add
the Helm installation commands of the NRF-specific stubs.

2.5.5 Running ATS and Stub Deployment Scripts

Perform the following procedure to run ATS and stub deployment scripts:

@® Note

If you want to take a backup of the custom folders or Jenkins jobs and user's
configuration or both, run the at s_backup. sh script.

1. Runtheats_install.sh scriptto install the new release ATS (values.yaml of the ATS
Helm chart must be updated before this step).

2. Runthe ats_restore. sh script to restore the new ATS pipeline and view configuration.
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@® Note

*  You might perform the manual steps required for the restore script.

*  You must copy all the necessary changes to the new release ATS from the
last release ATS. To get the changes in the last release, you must refer to the
custom folders in the last release ATS backup on the system with an existing
backup using at s_backup. sh before this step.

*  You can remove the last release ATS pod using the at s_uni nstal | . sh
script while continuing to retain the last release PVC. You can use the last
release PVC to port backward. Delete the last release PVC when you do not
require the backward porting.

3. Runthe stub_install.sh scriptto install all the new release stubs values.yaml of the
stub Helm charts must be updated before this step.

4. Runthe stub_uni nstal | . sh script to uninstall all the last release stubs.

2.6 ATS System Name and Version Display on the ATS GUI

This feature displays the ATS system name and version on the ATS GUI.

You can log in to the ATS application using the login credentials to view the following:
e ATS system name: Abbreviated product name followed by NF name.

 ATS Version: Release version of ATS.

Figure 2-22 ATS System Name and Version

Dashboard
+ Newitem Oracle Communications Cloud Native Core
2 eopie .
Automated Test Suite
B suid istory
O My views “‘
@ Open Blue Ocean
S w Name 1 Last Success Last Failure Last Duration F
HealthCheck N/A N/A N/A >3
Build Queue = O § *
No bildsin the queve. © A NA A bk
[©] N/A NA N/A > *
‘Build Executor Status v ® Policy-Regression N/A N/A NA > ¥

1 ide

lonlegend N\ Atomfeedforall N\ Atomfeedforfalures N\ Atomfeed for jus atest builds

2.7 ATS Tagging Support

The ATS Tagging Support feature assists in running the feature files after filtering features and
scenarios based on tags. Instead of manually navigating through several feature files, the user
can save time by using this feature.

The GUI offers the following four options for selecting tag types:

e Feature_Include_Tags: The features that contain either of the tags available in the
Feature_Include_Tags field are considered for tagging.

— For example, "cne-common”, "config-server". All the features that have either "cne-
common" or "config-server" tags are taken into consideration.
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» Feature_Exclude_Tags: The features that contain neither of the tags available in the
Feature_Exclude_Tags field are considered for tagging.

— For example, "cne-common","config-server". All the features that have neither "cne-
common" nor "config-server" as tags are taken into consideration.

e Scenario_Include_Tags: The scenarios that contain either of the tags available in the
Scenario_Include_Tags field are considered.

— For example, "sanity", "cleanup". The scenarios that have either "sanity" or "cleanup”
tags are taken into consideration.

e Scenario_Exclude_Tags: The features that contain neither of the tags available in the
Scenario_Exclude_Tags field are considered.

— For example, "sanity", "cleanup". The scenarios that have neither "sanity" nor
"cleanup" as tags are taken into consideration.

Filter with Tags

The procedure to filter feature files and scenarios based on tags are as follows:

1. Onthe NF home page, click any new feature or regression pipeline, where you want to use
this feature.

2. Inthe left navigation pane, click Build with Parameters. The following image appears.

Figure 2-23 Filter with Tags

Select_Option

@ All
Single/MultipleFeatures

FilterWithTags

No v

3. Select Yes under FilterWithTags. The result shows four input fields.

Figure 2-24 Types of Tags

FilterWithTags

Yes v

Feature_Include_Tags Feature_Exclude_Tags

Scenario_Include_Tags Scenario_Exclude_Tags

The default value of FilterWithTags field is "No".

4. The input fields serve as a search or filter, displaying all tags that match the prefix entered.
You can select one or multiple tags.
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Figure 2-25 Tags Matching with Entered Prefix

FilterWithTags

Yes v

Feature Include Tags Feature Exclude Tags

c

& cmservice ~
config-service
4 cne-common

config-server

Scenario_Include_Tags Scenario_Exclude_Tags

5. Select the required tags from the different tags list and click Submit.

The specified feature-level tags are used to filter out features that contain any one of the
include tags and none of the exclude tags. Here, any or both the fields may be left empty. All
features are automatically taken into consideration when both fields are empty.

The scenario level tags are used to filter out the scenarios from the features filtered above.
Only scenarios with any of the include tags and none of the exclude tags are considered. Any
or both fields can be empty. When both fields are empty, all the scenarios from the above
filtered feature files are considered.

@ Note
* If you select the Select_Option as 'All', all the displayed features and scenarios will
run.

» If you select the Select_Option as 'Single/MultipleFeatures, it enables you to
select some features, and only those features and respective scenarios are going
to run.

2.7.1 Combination of Tags and their Results

The combination of tags and expected results are as follows.

Table 2-4 Result of Filtered Tags
|

Feature_Include

Feature_Exclude

Scenario_Include

Scenario_Exclude

Results

All the features and
scenarios are taken
into consideration.

"abc","def"

Features with either
"abc" or "def" tags and
all scenarios from the
filtered features are
taken into
consideration.
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Feature_Include

Feature_Exclude

Scenario_Include

Scenario_Exclude

Results

"abc","def"

All the features with
neither "abc" nor "def"
tags and all scenarios
from the filtered
features are taken into
consideration.

"Sa.nity","Cne"

Scenarios with either
"sanity" or "cne" tags
and features having
these scenarios are
taken into
consideration.

"sanity","cne"

Scenarios with neither
"sanity” nor "cne" tags
and features having
these filtered scenarios
are taken into
consideration.

"abc","def"

ughiu

Features with either
"abc" or "def" tags but
without the "ghi" tag
and all scenarios from
filtered features are
taken into
consideration.

"abC",”def"

"sanity","cne"

Scenarios only with
either "sanity" or "cne"
tags and only features
that contain these
scenarios and have
either "abc" or "def" as
feature tags are taken
into consideration.

"abc","def"

"sanity","cne”

Scenarios with neither
"sanity" nor "cne" tags
and only features that
contain the filtered
scenarios and have
either "abc" or "def"
feature tags are taken
into consideration.

ughiu

"Sanity","Cne"

Features without the
"ghi" tag and scenarios
with either "sanity" or
"cne" tags from the
filtered features are
taken into
consideration.

ghi"

"sanity","cne"

Features without the
"ghi" tag and scenarios
without the "sanity" and
"cne" tags from filtered
features are taken into
consideration.
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Feature_Include Feature_Exclude

Scenario_Include

Scenario_Exclude

Results

"sanity","cne

"cleanup

Scenarios with either
the "sanity" or "cne"
tags and without the
"cleanup” tag and
features with filtered
scenarios are taken
into consideration.

"abc","def" "ghi"

"sanity","cne

Scenarios with either
the "sanity" or "cne"
tags and features that
have these scenarios
and have either the
"abc" or "def" tags but
not the "ghi" tag are
taken into
consideration.

"abc”,"def" -

"sanity","cne

"cleanup

Scenarios with either
the "sanity" or "cne"”
tags and without the
"cleanup” tag, and
features having the
filtered scenarios and
having the feature tags
either "abc" or "def" are
taken into
consideration.

"abc","def" "ghi"

"cleanup

Scenarios without the
tag "cleanup”, and
features with filtered
scenarios and having
either "abc" or "def" as
feature tags but not the
"ghi" tag are taken into
consideration.

- ghi

"sanity","cne

"cleanup

Scenarios with either
the "sanity" or "cne"
tags and without the
"cleanup” tag, and
features with filtered
scenarios and not the
tag "ghi," are taken into
consideration.

"abc","def" "ghi"

"sanity","cne

"cleanup

Scenarios with either
"sanity” or "cne" tags
and without the
"cleanup"” tag, and
features with filtered
scenarios and feature
tags either "abc" or
"def" but without the
tag "ghi" are taken into
consideration.
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@® Note

The tags mentioned in the table are just examples; they may or may not be actually
used.

2.8 Custom Folder Implementation

The Custom Folder Implementation feature allows the user to update, add, or delete test cases
without affecting the original product test cases in the new features, regression, and
performance folders. The implemented custom folders are cust_newfeatures, cust_regression,
and cust_performance. The custom folders contain the newly created, customised test cases.

Initially, the product test case folders and custom test case folders will have the same set of
test cases. The user can perform customization in the custom test case folders, and ATS
always runs the test cases from the custom test case folders. If the option
"Configuration_Type" is present on the GUI,the user needs to set its value to "Custom_Config"
to populate test cases from the custom test case folders.

Figure 2-26 Custom Config Folder

Configuration_Type

) Product_Config

(® Custom_Config

Summary of Custom Folder Implementation

e Separate folders such as cust_newfeatures, cust_regression, and cust_performance are
created to hold the custom cases.

* The prepackaged test cases are available in the newfeature and regression Folder.

e The user copies the required test cases to the cust_newfeatures and cust_regression
folders, respectively.

« Jenkins always points to the cust_newfeatures and cust_regression folders to populate
them in the menu.
If someone initially launches ATS, they will not see any test cases in the menu if the cust
folders are not populated. To avoid this, it is recommended to prepopulate both the folders,
cust and original, and ask the user to modify only the cust folder if needed.

Network Analytics Automated Testing Suite Guide

F92252-01

August 31, 2025

Copyright © 2022, 2024, Oracle and/or its affiliates. Page 34 of 67



ORACLE’

Chapter 2
Single Click Job Creation

Figure 2-27 Summary of Custom Folder Implementation

ATS GUI
New_Features Cust_New_Features Regression Cust_Regression Performance Cust_Performance
(Pkgd TC's) count- N | (Cust TC's) count (Phgd TC's) count- N [—|  (Phad TC's) count (Pkgd TC's) count-N | (Pkgd TC's) count
N/N+1/N-1 N/N+1/N-1 N/N+L/N-1

2.9 Single Click Job Creation

With the help of Single Click Job Creation feature, ATS users can easily create a job to run
TestSuite with a single click.

2.9.1 Configuring Single Click Job

Prerequisite: The network function specific user should have 'Create Job' access.

Perform the following procedure to configure the single-click feature:

1.
2.
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Log in to ATS using network function specific log-in credentials..

Click New Item in the left navigation pane of the ATS application. The following page
appears:

Figure 2-28 New Item Window

_ & @ o Sl

Dashboard Al

Enter an item name

(

= This field cannaot be empty, please enter a valid name

4d, Freestyle project

This i re of Janking, Jenking will build your project, combining any SCM with any build system, and this can be sven

esed for somathing other than softwane bulld

!.J .F:i‘pe\ine
et

In it Usetul for grouping

tiple things of the same

Multibranch Pipeline

reates a sat of Pipsline progects scooring T detacted branches in ane SCM repositon

1 Folder

In the Enter an item name text box, enter the job name. Example: <NF-Specific-name>-
NewFeatures.

In the Copy from text box, enter the actual job name for which you need single-click
execution functionality. Example: <NF-Specific-name>-NewFeatures.
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Click OK. You are automatically redirected to edit the newly created job's configuration.
Under the General group, deselect the This Project is Parameterised option.

Under the Pipeline group, make the corresponding changes to remove the 'Active Choice
Parameters' dependency.

Provide the default values for the TestSuite, SUT, Select_Option, Configuration_Type,
and other parameters, as required, on the BuildWithParameters page.
Example: Pipeline without Active Choice Parameter Dependency

node ('built-in"){

/la = SELECTED.NF b = PCF_NAMVESPACE ¢ = PROVBVC_NAME d
= GOSTUB_NAMESPACE

/e = SECURITY f = PCF_NFINSTANCE_ ID g = POD_RESTART_TIME h
= POLI CY_TI ME

/i = NF_NOTIF_TIME j = RERUN_COUNT k =I NI TI ALI ZE_TEST_SUI TE
| = STUB_RESPONSE_TO BE_SET

//m = POLI CY_CONFI GURATI ON_ADDI TI ON n = POLI CY_ADDI TI ON
0 = NEXT_MESSAGE

/1p = PROVBVCI P q = PROVBVCPORT r = TIME_INT_POD DOMN s

= POD_DOWN_RETRI ES

[/t = TIME_INT_POD UP u = POD_UP_RETRIES v
ELK_HOST

//x = ELK PORT y = STUB _LOG COLLECTION z = LOG_METHOD A =
enabl e_snapshot B = svc_cfg to_be read C = PCF_API _ROOT

ELK VAIT TIME  w =

/I Description of Variables:

/| SELECTED NF : PCF

/1 PCF_NAMESPACE : PCF Namespace

/1 PROVBVC NAME : Pronet heus Server Service name

/1 GOSTUB_NAMESPACE : Gostub namespace

[/ SECURITY : secure or unsecure

/1 PCF_NFINSTANCE I D : nflnstanceld in PCF application-config config nap

/1 POD_RESTART TIME : Geater or equal to 60

[IPOLICY_TIME : Geater or equal to 120

[I'NF_NOTIF_TIME : Geater or equal to 140

/I RERUN_COUNT : Rerun failing scenario count

/I TIME_INT_POD DOM : The interval after which we check the POD status
if its down

[ITIME_INT_POD UP : The interval after which we check the PCD status
if its UP

/1 POD_DOMN RETRIES : Nunber of retry attenpt in which will check the
pod down status

/1POD_UP_RETRIES : Number of retry attenpt in which will check the
pod up status

[TELK WAIT TIME : Wit tine to connect to Elastic Search

/1 ELK HOST : El astic Search Host Name

/1 ELK PORT : Elastic Search Port

/1 STUB_LOG COLLECTION : To Enabl e/ Di sable Stub | ogs collection

/1 LOG_ METHOD : To select Log collection method either elasticsearch or
kuber net es

/I'enabl e_snapshot: Enabl e or disable snapshots that are created at the
start and restored at the end of each test run

/Isvc_cfg to be read: Timer to wait for inporting service
configurations
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/1 PCF_API _ROOT: PCF_API _ROOT information to set Ingress gateway
service nane and port

wi t hEnv([

' Test Sui t e=NewFeat ures',

' SUT=PCF'",

"Select_Option=All",

" Configuration_Type=Custom Config'

1A
sh '
sh /var/lib/jenkins/ocpcf _tests/preTestConfig- NewFeat ures- PCF. sh \
-a PCF \
-b ocpcf \
-Cc occne- pronet heus-server \
-d ocpcef \
-e unsecure \
-f fe7d992b- 0541- 4c7d- ab84- c6d70b1b0123 \
-g 60\
-h 120 \
-i 140\
-j 2\
-k 0\
-1 1
-m1\
-n 15\
-0 1\
-p occne- pronet heus-server. occne-infral
-q 80\
-r 30\
-s b5\
-t 30\
-u 5\
-v 0\
-w occne-el astic-el asti csearch-naster.occne-infral
-Xx 9200\
-y yes\
-z kuber net es\
-A no\
-B 15\

- C ocpcf-occnp-ingress-gat eway: 80\

[ oad "/var/lib/jenkins/ocpcf _tests/jenkinsDatal/Jenkinsfile-Policy-
NewFeat ur es”
}
}

9. Click Save. The ATS application is ready to run TestSuite with 'SingleClick' using the newly
created job.

2.10 Managing Final Summary Report, Build Color, and
Application Log

This feature displays an overall execution summary, such as the total run count, pass count,
and fail count.
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Supports Implementation of Total-Features

ATS supports implementation of Total-Features in the final summary report. Based on the
rerun value set, the Final Result section in the final summary report displays the Total-
Features output.

e Ifrerunis setto 0, the test result report shows the following result:
Figure 2-29 Total-Features = 1, and Rerun =0

|+ rerun=y I
_+_sh_repor .sh 0

Final Result:-
Total-Features RUN 1, PASS 1, FAIL ©

e Ifrerun is set to non-zero, the test result report shows the following result:

Figure 2-30 Total-Features = 1, and Rerun = 2

I + rerun=2 |

+ sh report.sh 2

Initial Run :-

Features RUN 1, PASS @, FAIL 1

1st Rerun:-
Features RUN 1, PASS @, FAIL 1

2nd Rerun:-
Features RUN 1, PASS @8, FAIL 1

Final Result:-
Total-Features RUN 1, PASS @, FAIL 1

Changes After Parallel Test Execution Framework Feature Integration
After incorporating the Parallel Test Execution feature, the following results were obtained:

Final Summary Report Implementations
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Figure 2-31 Group Wise Results

t*t*t***x***x****t*t*t*t*t*x***x***stage. Stagel Group: group3 Regu] TAF® sk d koo R ok ok dok ok ok ook Rk kR kR RO Rk ok

Initial Run :-

Features RUN 1, PASS @, FAIL 1

1st Rerun:-
Features RUN 1, PASS @, FAIL 1

2nd Rerun:-

Features RUN 1, PASS ©, FATL 1

stagel group3
Final Result:-
Total-Features RUN 1, PASS ©, FAIL 1

Figure 2-32 Overall Result When Selected Feature Tests Pass

***********************************Ovepall Result******************************************

Took @hemses

Final Result:-
Total-Features RUN 1, PASS 1, FAIL @

Figure 2-33 Overall Result When Any of the Selected Feature Tests Fail

***********************************Ovepall Result*********************X********************

Failing scenarios:
Stage:stagel Group:group3
SCP_Registration With PLMNList.feature:45 sStatic configuration to NRF for all nfType

Took @him59s

Initial Run:-

Features RUN 1, PASS @, FAIL 1

1st Rerun:-
Featues RUN 1, PASS @, FAIL 1

2nd Rerun: -
Featues RUN 1, PASS @, FAIL 1

Final Result:-

Total-Featues RUN 1, PASS @, FAIL 1
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ATS supports implementation of build color. The details are as follows:

Table 2-5 Build Color Details

Rerun Values Rerun set to zero Rerun set to non-zero
Status of Run All Passed in | Some Failed | All Passed in | Some Some Passed in
Initial Run in Initial Run [ Initial Run Passed in Initial Run, Some
Initial Run, Failed Even After
Rest Passed | Rerun
in Rerun
Build Status SUCCESS FAILURE SUCCESS SUCCESS FAILURE
Pipeline Color GREEN Execution GREEN GREEN Execution Stage
Stage where where test cases
test cases failed shows
failed shows YELLOW color,
YELLOW rest of the
color, rest of successful stages
the successful are GREEN
stages are
GREEN.
Status Color BLUE RED BLUE BLUE RED

Changes After Integrating Parallel Test Execution Framework Feature
In sequential execution, the build color or overall pipeline status of any run was mainly
dependent on the following parameters:

e the rerun count and the pass or fail status of test cases in the initial run

e the rerun count and the pass or fail status of test cases in the final run

For the parallel test case execution, the pipeline status also depends on another parameter,
"Fetch_Log_Upon_Failure," which is given in the build with parameters page. If the
parameter Fet ch_Log_Upon_Fai | ur e is not there, its default value is considered "NO".

Table 2-6 Pipeline Status When Fetch_Log_Upon_Failure = NO
- ___________________________ __________________________________________|

Rerun Values

Rerun set to zero

Rerun set to non-zero

Passed/Failed All Passed in Some Failed in | All Passed in Some Passed in| Some Passed in
Initial Run Initial Run Initial Run Initial Run, Rest | Initial Run, Some
Passed in Failed Even After
Rerun Rerun
Status SUCCESS FAILURE SUCCESS SUCCESS FAILURE

Table 2-7 Pipeline Status When Fetch_Log_Upon_Failure = YES

Rerun Values Rerun set to zero Rerun set to non-zero
Passed/Failed All Some Some All Passed in Some Passed in| Some Passed in
Passed in | Failed in | Failed in |Initial Run Initial Run, Rest | Initial Run, Some
Initial Run | Initial Run | Initial Run Passed in Failed Even After
and and Rerun Rerun
Failed in | Passed in
Rerun Rerun
Status SUCCESS | FAILURE | SUCCESS|SUCCESS SUCCESS FAILURE
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Fet ch_Log_Upon_Fai | ure, and pass/fail status of test cases in initial and final
run and the corresponding build colors are as follows:

*  When Fet ch_Log_Upon_Fai | ure is setto YES and rerun_count is set to 0, test cases

pass in the initial run. The pipeline will be green, and its status will show as blue.

Figure 2-34 Fetch_Log_Upon_Failure is set to YES and rerun_count is set to 0, test
cases pass

e/ MultipleFeatu

++ cat /var/1ib/ jenkins/ocscp_tests/environ.s!

++ grep RERUN_COUNT
+ cut de -2

e Nov21,2022, 2:30M
[2F1) Nov21. 2022, 23181 st st 2nd 2nd 3 .
om Mot 2028 206501 — Breate 13t stStage  Stage  Stage  2nd Sage  Stage  3rd Sage  logging  Archive  Consolidated m"“" e
e N Tess Stage  IstGrow  2nd 3rd sage st 2nd sage st /Renn  logs Output
@26 Nov21.2022, 1129 AM, Group  Group. Group  Group. Group.
@as Nov21,2022, 1126AM
Average stage times: 2 176ms 256ms. 3min 265 2 22 159ms. 1s 1s 159ms. 55 2min 53s. 855ms. 3s 2

@ MNov21.2022, 12280 s i 7 " e S e e e e e S e S e e e et
[oF:] Nov18, 2022, 114 AM o = o

wovz1 [ 18 - - - -
om TG ol 15 76ms | 170ms 1s 1s 255 | 219ms || 995ms 1s 133ms | 81ims 1s 765ms. 2 2
@m Nevi8, 2022 733AM
® =0 Nov17.2022, :37PM (-] a

Nov21 B 15 62ms 134ms. 1s 1s 265 138ms. 1s 1s 163ms. 1s 245 900ms. 3s 3s
on Nov16.2022, 10:08 AM s |9
e New 6 2072 504N

When Fetch_Log_Upon_Fai | ure is setto YES and rerun_count is set to 0, test cases fail
on the initial run but pass during the rerun. The initial execution stage is yellow and all
subsequent successful stages will be green, and the status will be blue.

Figure 2-35 Test Cases Fail on the Initial Run but Pass in the Rerun

Stage Logs (Preparation) x

++ cat /var/1ib/ jenkins/ocscp_tests/environ.sh

++ grep RERUL_COUNT
+ cut g -

om ‘Nov21 2022, 21300
for) Nov21,2022 2:116M st e 2nd 2nd 3rd .
Breatte- st IstStage  Stage  Stage  2nd Sage  Stage  3rd Sage  logging  Archive  Comsolidated ootV
@ Hoval caz Josent Preparation  rece Stage  IstGrow  2nd 3rd Stge st 2nd Stage st /Ren  logs Output m‘_
@26 Now21,2022, 1:20AM Group  Group. Group  Group. Group.
ons Nov21.2022. 1126 AM.
Average stage times: 2 176ms  256ms  3min26s 2 2 1sems s s 1sms 2minS3s  Bs5ms 3 2

@ Nov21.2022. 122 e e e e
om Nov18. 2022, 134AM @ °
o Mot 2025 9304 i 1s 6ms | 170ms 1s 1s 255 | 2toms | 995ms  1s | 133ms  Bilms 1s 765ms 2 2
@ Nov18.2022, E33AM
@m0 Now17 2022, 1370M

o | ° 1s 62ms | 134ms 1s 1s 2%s | 138ms | s s tesms | s 2s 900ms 35 35
on Nov16.2022. 10:08AM. 21 | RO

When Fet ch_Log_Upon_Fai | ure is set to YES and rerun_count is set to 0, test cases fail
in both the initial and the rerun. Execution stages will show as yellow, all other successful
stages will be shown as green, and the overall pipeline status will be red.
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Figure 2-36 Test Cases Fail in Both the initial and the Rerun

F#3 #5 &7 20 w1 w13 w5 a7 #19 #21 #23

Q Filte buids... ’
(D 25 Nov21,2022,12:595M| Stage View
@224 Nov21.2022, 12:49PM,
Q= Nov21.2022, 2:27PM st st 2nd 2nd 3rd —
o= Nest 2052 Bap Preparation B 13t istStage  Stage  Stage  2nd Sage  Stage  3rd Sage  logging  Archive  Comolidated p_“"" e
e O tests Stage  1stGroup  2nd 3rd stage 1t 2nd stage st /Rerun logs Output
[oF=1] Nov21,2022, 219PM Group  Group Group  Group Group. Actions
@20 Nov21,2022 250
Average stage times: 2s 158ms. 218ms 2min 4s. 2 21s 151ms. 1s 1s 155ms. min 2s 2min 49s. 788ms 3s 2s
om MNov21.2022, 123 PM (verage fullru fime: ~3omin 42 e e S s e e e e P e e e et e et
@8 Nov21.2022, R:11PM
b= \st 20 e Nev21 - ® 1s 335ms | 242ms 1s 1s 295 | 125ms | 97ms | 1s | 19ms  750ms 285 619ms 3 2
= D 1259
@6 Nov21,2022. 120 AM
Nov21,2022, 1126 AM @
@ o2 [ @ - PR e = - e e | attens e & .

When Fetch_Log_Upon_Fai | ure is setto YES and the rerun count is set to non-zero. If all
of the test cases pass in the first run, no rerun will be initiated because the cases have
already been passed. The pipeline will be green, and the status will be indicated in blue.

Figure 2-37 All of the Test cases Pass in the Initial Run

var/1ib/jenkins/ocscp_tests/environ.sh
p RERUN_COUNT

4 -2

© Perform Cleanu

Py , I R T PR PR T PR
iter builds...
022 Nov21.2022. 2239M Stage View
=21 Nov21.2022, R:19PM.
@20 Nov21,2022 2a5oM 15t st 2nd 2nd 3rd
o g [ Breatte- st IstStage  Stage  Stage  2nd Sage  Stage  3rd Sage  logging  Amhive  Comolidated
o Tests Stage  IstGrowp  2nd 3rd Stage st 2nd Stage st /Remn logs Output
o] Nov21.2022. 21PM Group  Group Group  Group Group.
Qs Nov21,2022 2:060M
Average stage times: 2 14gms  230ms  2min35s 2 235 1sems s i l49ms 35 oamini2s  816ms 35 2

@z Nou21,2022, 120 AM (Averoge full s (ines T 25) e P e e P e S e e e e e e et Pt
@ Nov21.2022, 1526 AM D

Nor21 | e © 1s 64ms | 155ms 1s 1s 24s | 134ms  9g6ms | 15 | 110ms | 83ims 1s 609ms 2 2
[cEN Nov21.2022. 1122 M s | s
@m Nowis, 2022 134AM

When Fetch_Log_Upon_Fai | ure is setto YES and the rerun count is set to non-zero. If
some of the test cases fail in the initial run and the remaining ones pass in one of the
remaining reruns, then the initial test case execution stages will show as yellow, the
remaining stages as green, and the overall pipeline status as blue.
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Figure 2-38 Test Cases Fail in the Initial Run and the Remaining Ones Pass

Stage Logs (Preparation)

© print Message (ef time 14ms)

© Print Message -- Single/Mu

© Find selected fe:

++ cat fvar/1ib/jerkins/ocscp_tests/environ. sh
++ grep RERUI_COUNT
cut d- F2

2nd
3rd
stStage  1stStage stage Logging
Preparation Stage 15t Post

@2 Nov18.2022 26 AM Tests Stage  1stGroup  2ndGroup  3rd Stage st 2nd Stage /Rerin  logs. Output -
oz Group Group  Group = Actior
@1 Nov1s, 2022, 164M Average stage times: 1s 72ms  303ms  2min4Ss  imin22s  ImnSs  leTms s s asms 575 585 6 3 3

R o e L L T
®#0 Novis, 2022, 709AM 3
@22 LR D © 2 93ms s 13min9s 13min21s 7min18s 14ems s 1s | 128ms | 2mini3s | min3gs | 615ms E Y
@5 Nov18 2022, 1AM, o |
Q2 Nov18.2022 G4 AM
@6 Novig 2022, 620AM WD) ° 15 62ms 134ms 1s 15 2s 121ms | 894ms 1s 123ms | 763ms 455 610ms. 2 3|

N Aom edforall M Aomfesd forfaures

When Fet ch_Log_Upon_Fai | ure is set to YES and the rerun count is set to non-zero. If
some of the test cases fail in the initial run and the remaining ones fail in all the remaining
reruns, the stages of test case execution will be shown in yellow, the remaining stages in
green, and the overall pipeline status in red.

Figure 2-39 Test Cases Fail in the Initial and Remaining Reruns

Stage Logs (Preparation)

2
EE— 7 #1235 #5 &7 # # #13 #1527 #1921 w23
ier builds.

Stage View
@22 Nov21,2022 2:270M
Q=2 Nov21,2022 2:23PM 1t st 2nd 2nd 3rd
G Mozt 2022 D108 o Brcaite- st 1tStage  Stage  Stage  2nd  Stage  Stage  3rd Sage  loggng  Amhve Comolidated e
Larl R Bl e Rl iow Bl it fanell 0 R sae Rl e [l e
@20 Nov21.2022, 15PM Group  Group. Group  Group. Group.
Qe Nov21,2022, 2:130M
Average stage times: 2 132ms 211ms. 2min 4s. 2 21s. 150ms. 1s 1s 154ms 1min 2s. 2min 49s. 798ms. 3s 2s
[E:1 Nov21,2022.1211PM e e e e e
@ Nov21,2022, 2:06PM
@116 Now21.2022, 11:29AM "‘;i‘ © 1s 63ms. 135ms 1s 1s 25s 134ms. 948ms. 1s 177ms. 944ms. 565 843ms. 3s 3s.
@as Nov21,2022, 1126AM -

Whenever any of the multiple Behave processes that are running in the ATS are exited
without completion, the stage in which the process exited and the consolidated output
stage are shown as yellow, and the overall pipeline status will be yellow. Also in the
consolidated output stage, near the respective stage result, the exact run in which the
Behave processes exited without completion will be printed.
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Figure 2-40 Stage View When Behave Process is Incomplete

W Detetempeline

Q Fuilstage View
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Test Result Trend
® HTMLReport ced - Sipped - Fied
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Execute- fststage
15tGrou Stage
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srdstage

tststage tstStage
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2nd dstage 3 Stage
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Logging/  Archive  Consolidated  Decarative
e Rerun logs. utput Post Act
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Group. ®

16 &ms a h 33min B 3 s B 3 B a 2 2 2 7min 132 1 2 20
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Figure 2-41 Consolidated Report for a Group When a Behave Process was
Incomplete

Stage Logs (Consolidated Output)

Average stage ties: 165 2ms - 1 3smin 3 3 2 3 3 3 - 2 x 2 Tmin 135 1 2 25
(Average tul run time: ~3min
® 05

o [0 s s s s s s s s s s s s s s
- [ 16 se: s 19 2 2 u - E 2 s 1 . . 1 s46m: r 5

-]
wo BN © 2 soms s a5 2 2 - 15 15 s - 15 15 15 15 stems 2min 285 min 155

Implementing Application Log

ATS automatically fetches the SUT Debug logs during the rerun cycle if it encounters any
failures and saves them in the same location as the build console logs. The logs are fetched
for the rerun time duration only using the timestamps. If, for some microservices, there are no
log entries in that time duration, it does not capture them. Therefore, the logs are fetched only
for the microservices that have an impact or are associated with the failed test cases.

Location of SUT Logs: /var/|ib/jenkins/.jenkins/jobs/PARTI CULAR- JOB- NAME/ bui | ds/
BUI LD- NUMBER/ dat e-t i mest anp- BUI LD- N. t xt

@ Note

The file name of the SUT log is added as a suffix with the date, timestamp, and build
number (for which the logs are fetched). These logs share the same retention period
as build console logs, set in the ATS configuration. It is recommended to set the
retention period to optimal owing to the Persistent Volume Claim (PVC) storage space
availability.

Network Analytics Automated Testing Suite Guide
F92252-01 August 31, 2025

Copyright © 2022, 2024, Oracle and/or its affiliates. Page 44 of 67



ORACLE Chapter 2
Lightweight Performance

2.11 Lightweight Performance

The Lightweight Performance feature allows you to run performance test cases. In ATS, a new
pipeline known as "<NF>-Performance", where NF stands for Network Function, is introduced,
for example, SLF-Performance.

Figure 2-42 Sample Screen: UDR Home Page

Dashboard

W New ltem Oracle Communications Cloud Native Core
Automated Test Suite
& People

= Build History
Name | Last Success Last Failure Last Duration

o E
H

& My views

@ o6 SLF-HealthCheck /A N/A N/A (%3]
Build Queue -~ @ o SLF-NewFeatures WA N/A N/A bi)
No builds in the queue. oy )

@ o SLF-Performance /A N/A N/A )
Build Executor Status ~ D) o SLF-Regression A A nA )
1 idie oA X

@ 0 UDR-HealthCheck NA NA N/A 3]
2 idle T
it @ ‘Q‘ UDR-NewFeatures /A N/A N/A 3}

@ 0 UDR-Regression N/A A A 1)

lcon: SML

Legend 2 Atom feed for all 2 Atom feed for failures 2 Atom feed for just iatest builds

The <NF>-Performance pipeline verifies from 500 to 1k TPS (Transactions per Second) of
traffic using the http-go tool, a tool used to run the traffic on the backend. It also helps to
monitor the CPU and memory of microservices while running lightweight traffic.

The duration of the traffic run can be configured on the pipeline.

2.11.1 Configure <NF>-Performance Pipeline

Perform the following to configure the performance pipeline:

1. Onthe NF home page, click <NF>-Performance pipeline, and then click Configure.
The General tab appears. The user must wait for the page to load completely.

2. Click the Advanced Project Options tab. Scroll down to reach the Pipeline configuration
section.

Network Analytics Automated Testing Suite Guide
F92252-01 August 31, 2025

Copyright © 2022, 2024, Oracle and/or its affiliates. Page 45 of 67



ORACLE’

Chapter 2
Modifying Login Password

Figure 2-43 Advanced Project Options

. Advanced Project Options
Configure Ject Op
Advanced v
€83 General
/2 Advanced Project Options
2 pipeline Pipeline
Definition
Pipeline script v
Script 7
1+ node N
2
3
a
s
5
7
s
9
10
1
2
13
14 P
15 P
16 2

3. Update the configurations as per your NF requirements and click Save. The Pipeline
<NF>-Performance page appears.

4. Click Build Now. This triggers lightweight traffic for the respective network function. For
more information, see #unique_65.

2.12 Modifying Login Password

You can log in to the ATS application using the default login credentials. The default login
credentials are shared for each NF in the respective chapter of this guide.

Perform the following procedure to modify the default password:

1. Loginto the ATS application using the default login credentials. The home page of the
respective NF appears with its preconfigured pipelines as follows:

Figure 2-44 Sample Screen: NRF Home Page

_Q — @

Dashboard
B New ltem Oracle Communications Cloud Native Core
Automated Test Suite
& People
An
= Build History
s w Name | Last Success Last Failure Last Duration
& My views LA =
@ (o) NRF-NewFeatures /A N/A N/A (*3]
Build Queue A @ O NRF-Performance /A WA N/A 3]
No builds in the queue.
@ (o) NRF-Regression N/A N/A N/A ,;_)
Build Executor Status ~ feon: SML
Legend M Atom feed for all A Atom feed for failures A\ Atom feed for just latest bullds
Idle
Idle
3 i

2. Hover over the user name and click the down arrow.

3. Click Configure.
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Figure 2-45 Configure Option

Dashboard

& New Item

The following page appears:

& People
All
= Build History
1 w

& My views

Build Gueue ~
No bulds in the queue. '

Build Executor Status ~ n: 3 M

[@f X nrfuser S]logout

Oracle Communications Cloud Native Core

Automated Test Suite

Name | Last Success Last Failure

NRF-NewFeatures 4 days 19 hr - #3 All-GEOQ N/A min 55 se ,;_)

NRE-Performance N/A N/A N/A 2

NRE-Regressior 4 days 22 hr - #1 - All-Regressior N/A 23 min (<))
Legend EJA all B Atonr j for fail E) Atom f r just latest

Figure 2-46 Logged-in User Details

4. In the Password section, enter the new password in the Password and Confirm

Password fields.

5. Click Save.

A new password is set for you.

2.13 Parallel Test Execution

Parallel test execution allows you to perform multiple logically grouped tests simultaneously on
the same System Under Test (SUT) to reduce the overall execution time of ATS.

ATS currently runs all its tests in a sequential manner, which is time-consuming. With parallel
test execution, tests can be run concurrently rather than sequentially or one at a time. Test
cases or feature files are now separated into different folders, such as stages and groups, for
concurrent test execution. Different stages, such as stage 1, stage 2, and stage 3, run the test
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cases in a sequential order, and each stage has its own set of groups. Test cases or feature
files available in different groups operate in parallel. When all the groups within one stage have
completed their execution, only then the next stage will start the execution.

Pipeline Stage View

The pipeline stage view appears as follows:

Figure 2-47 Pipeline Stage View

Stage View
1st st 1st 2nd 2nd 3rd .
. . . Declarative:
preparation  PECUte" 1st Stage Stage Stage 2nd Stage Stage 3rd Stage  Logging  Archive  Consolidated o
pal Tests Stage 1st 2nd 3rd Stage 1st 2nd Stage 1st /Rerun logs Output o
Group Group Group Group Group Group ctions
Average stage times: Ss 59ms 1s 31s 2s 26s 1s 999ms 1s 1s 997ms 33s 487ms 2s 6s
(Average full run time: ~54s) ™ — -— - - - — -
roo7 55 a6ms 1s 1s 1 27s

1410

Pipeline Blue Ocean View

Blue Ocean is a Jenkins plugin that provides a better representation of concurrent execution
with stages and groups. The pipeline blue ocean view appears as follows:

Figure 2-48 Pipeline Blue Ocean View

Consolidated

Start Preparation Execute-Tests 1st Stage 2nd Stage 3rd Stage Logging / Rerun Archive logs Output End
(@)
@ @
1st Stage 1st 2nd Stage 1st 3rd Stage 1st A
Group Group Group
1st Stage 2nd 2nd Stage 2nd
Group Group

1st Stage 3rd
Group

Impact on Other Framework Features

The integration of the parallel test framework feature has an impact on the following framework
features. See the following sections for more details:

*  Application Log Collection
« ATS API

«  Managing Final Summary Report, Build Color, and Application Log
e PCAP Log Collection
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2.13.1 ATS GUI Page Changes

This section describes the changes to the ATS GUI page to trigger a build.

Changes in ATS GUI Page to Trigger a Build

The feature name, file name, and test case name are displayed under their stage and group
names.

Figure 2-49 To Trigger a Build

Stage: stage1 Group: group1
* Version_suppog tage name

stagefiagel] Group{group

* PCF_UEPolicy forwardRoute Target_apiRoot

e dummy_outline
Group name e

Stage: stagel Group: group3
* NRF_Registration e SCP_Registration_With_PLMNList
* SMF_forwardRoute_Target_apiRoot * Scp_profile_mateScpinfo_update

Stage: stage2 Group: group1
* Alert_SCPIngressTrafficRateExceededConfiguredLimit

Stage: stage2 Group: group2
* Inter SCP_Routing_Nplusk ¢ Model-C_based_Inter_SCP_Routing

Stage: stage3 Group: group1
® ShiMessagePriority

2.13.2 ATS Console Log Changes

This section describes the changes to the ATS console log. The ATS console log contains logs
of all the stages and groups. For more details, see Downloading or Viewing Individual Group

Logs.
e Atest case's stage and group names are listed in the logger statements for that test case.

Figure 2-50 Logger Statement

2022-12-86 ©9:34:53,762[32m INFO LOG.STEP:5453 [om| [32m10.233.109.13[em

2022-12-06 ©9:34:53,762[32m INFO LOG. STEP:5454 [@m| [32mudmlsvc.scpsve.svc.galaxy[em

2022-12-06 ©9:34:53,893[32m INFO LOG.[stage2.groupl) STEP:5459 [@m| [32m{"url":"/USEast/nudm-uecm/v1/ims]
* When a test case fails, a list of test cases running in parallel gets printed to make the

debugging easier. The name of the test case and the absolute path to the feature file it
belongs to are listed in this list.
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Figure 2-51 Absolute Path of Feature File

2022-12-06 11:27:19,253[32m INFO LOG.stagel.group3.CleanUP:2317 [@m| [32mBelow feature(s)/scenario(s) were found

to be running in parallel at the time of failure:

{ & _
"feature_path": "/var/lib/jenkins/ocscp_tests/features/regression/releaseléfeatures/allfeatures ms

/SCP_Registration_With_ PLMNList.feature",

"scenario_name": "Static configuration to NRF for all nfType"

/Version_support.feature"”,
"scenario_name": "Scenario-1_To test Forward route for notification request UECM AMF Registration messages with

3gpp-Sbi-Target-apiRoot and 3gpp-sbi-routing-binding header bl=nfset, when the apiVersionInUri is set to v2 and the
message is also sent to v2"

}

e The test result summary contains a summary for each group and an overall summary,
along with the details of failing scenarios (stage-groupwise) and the total time taken by any
pipeline execution. For further information, see the Final Summary Report, Build Colour
Changes.

2.13.3 Downloading or Viewing Individual Group Logs

To download individual group logs:

1. On the Jenkins pipeline page, click Open Blue Ocean in the left navigation pane.

Figure 2-52 Jenkins Pipeline Page

_Q @

Dashboard > SCP-Regression

B status Pipeline SCP-Regression

<[> Changes . . .
Oracle Communications Cloud Native Core
O Build with Parameters

Automated Test Suite
€3 Configure

QU Full stage View 2/ Edit description

@ Documentation Disable Project

Test Result Trend

@ HTML Report Passed Skipped Failed I

99
(@ Open Blue Ocean 80

60
/ Rename
40
S Test Results Analyzer 20
3 r
@ Pipeline syntax # 2 #3 #4 #5 # #
Last Successful Artifacts
¢ Build History d v B TESTS-feats i lIfeatures.stage1.group3.SCP_Registration_With_PLMNListxml 520KB  view

2. Click the desired build row on the Blue Ocean page.
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Figure 2-53 Run the Build

Jenkins

@ SCP-Regression Yr &

Pipelines 5)

Activity Branches Pull Requests.

=

@® Run

© Disable

sTaTUS RUN coMMIT  MessAGE DURATION compLeTED
(<] 7 - Started by user scpuser 52m 595 19 hours ago
(<] 6 - Started by user scpuser 1h27m1s 20 hours ago
(<] 5 - Started by user scpuser 41m 24s adayago
(] 4 - Started by user scpuser 215 aday ago
(<] 3 - Replayed #2 am 24s adayago
(] 2 - Started by user scpuser 3m 295 adayago
(] 1 - Started by user scpuser 6m8s adayago

3. The selected build appears. The diagram displays the order in which the different stages,

or groups, are executed.
Figure 2-54 Stage Execution

X SCP-Regression < 7 >

Branch: — @ 52m59s

Commit: — © 20hours ago

Start  Preparation Execute-Tests

—0

1t Stage

15t Stage 15t

15t Stage 2nd

15t Stage 310

2nd Stage / 2nd Stage 1st Group - <1s
| > Stage: stage2 Group: group1 Feature fles division
M > Executing all stage2 - groupl cases — Print Message

2 > Stage: stage2 Group: groupl Run test cases

Pipeline Changes Tests @ Artifacts b

No changes

Started by user scpuser

Consolidated
Output End

Q—e

2nd Stage

2nd Stage 15t
Group.

2nd Stage 20d

3rd Stage Logging / Rerun  Archive logs

3rd Stage 15t

v Rd scp_test:
P > Stage: stage2 Group: group1 Rerun

V2 > Stage: stage2 Group: group1 Report

features — Verify if file exists in workspace

4. Click the desired group to download the logs.

Figure 2-55 Executed Groups

X SCP-Regression < 7

Branch: — @ 52m 595

Commit: — © 19 hours ago

Start Preparation Execute-Tests 1st Stage

Pipeline Changes Tests®  Artifacts O

No changes

Started by user scpuser

Consolidated

3rd Stage Logging / Rerun Archive logs Output End

2nd Smﬁe

15t Stage 15t

1t Stage 2nd

15t Stage ard

Consolidated Output - 35
"] > The below are the consolidated output of all the features that are run — Print Message
| > Stage: stage1 Group: group1 Result
| > Stage: stage1 Group: group2 Result
4 > Stage: stagel Group: group3 Result
7| > Stage: stage2 Group: group1 Result
2| > Stage: stage2 Group: group2 Result

2| > Stage: stage3 Group: group1 Result

> Overall Result

5 I
o
B

3rd Stage 15t
Group.

2nd Stage 2nd

o 5 ‘lugnut‘ X

14m 56s

<1s

19m 555

<1s

@ Restart Consolidated Output [ &
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5. Click the Download icon on the bottom right of the pipeline. The log for the selected group
is downloaded to the local system.

Figure 2-56 Download Logs

X SCP-Regression < 7 Pipeline Changes Tests @ Artifacts 9 o 5 \ Logout. \ X

Branch: — ® 52m59s No changes
Commit: — © 19 hours ago Started by user scpuser

Consolidated
Start  Preparation Execute-Tests 1st Stage 2nd Stage 3rd Stage Logging / Rerun  Archive logs Output End

—0 © © © © O—e
2nd Stage 15t 3rd Stage 15t
Group Group
©

2nd Stage 2nd
Group.

st Stage 15t
Group.

1t Stage 2nd
Group.

15t Stage 3rd
Group.

2nd Stage / 2nd Stage 1st Group - <15 =z
7| > Stage: stage2 Group: group1 Feature files division Download the |
7 > Executingall stage2 - group1 cases — Print Message <1s
7 > Stage: stage2 Group: group1 Run test cases 14m 565
v R4 1, featt Verify if file exists in workspace <1s

19m 555

6. To view the log, click the Display Log icon. The logs are displayed in a new window.

Figure 2-57 Display Logs

X SCP-Regression < 7 > Pipeline  Changes  Tests®  Adifacts & B 5 [losout| X

Branch: — @ 52m59s No changes

Commit: — © 20 hours ago Started by user scpuser

Consolidated
Start  Preparation Execute-Tests 1t Stage 2nd Stage 3rd Stage Logging / Rerun  Archive logs Output End

2nd Stage 15t 3rd Stage 1st
‘Sroun Groun
2nd Stage 20
Grow
15t Stage 3rd
Group
2nd Stage / 2nd Stage 1st Group - <1s ¥
2 > Stage: stage2 Group: group1 Feature files division <1s
| > Exccuting all stage2 - group1 cases — Print Message <1s
WAl > Stage: stage2 Group: group1 Run test cases 14m 565
v Rd j i scp_te: ing.feature Verify if file exists in workspa <1s
B > stage: stage2 Group: group1 Rerun 19m 555
2 > stage: stage2 Group: group Report <1s

Viewing Individual Group Logs without using Blue Ocean
There are two alternate ways to view individual group logs:
e Using Stage View

— On the Jenkins pipeline page, hover the cursor over the group in stage view to view
the logs.

— A pop-up with the label "Logs" will appear. Click on it.

— There will be a new pop-up window.It contains many rows, where each row
corresponds to the execution of one Jenkins step.

— Click on the row labelled Stage: stage_name>."Group: <group_name> Run test
cases to view the log for this group's execution.
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— Click on the row labelled Stage: stage_name>." "group_name> Rerun to display the
re-run logs.

« Using Pipeline Steps Page

— On the Jenkins pipeline page, under the Build History dropdown, click on the desired
build number.

— Click the Pipeline Steps button on the left pane.
— Atable with columns for step, arguments, and status appears.
— Under the Arguments column, find the label for the desired stage and group.

— Click on the step with the label Stage: <stage_name> Group: <group_name> Run
test cases under it or click the Console output icon near the status to view the log for
this group execution.

— To see rerun logs, find the step with the label Stage: <stage_name> Group:
<group_nhame> Rerun under it.

2.14 Parameterization

This feature allows you to provide or adjust values for the input and output parameters needed
for the test cases to be compatible with the SUT configuration. You can update or adjust the
key-value pair values in the gl obal . yan and f eat ur e. yani files for each of the feature
files so that they are compatible with SUT configuration. In addition to the existing custom test
case folders (Cust New Features, Cust Regression, and Cust Performance), this feature
enables folders to accommodate custom data, default product configuration, and custom
configuration. You can maintain multiple versions or copies of the custom data folder to suit
varied or custom SUT configurations. With this feature, the ATS GUI has the option to either
execute test cases with the default product configuration or with a custom configuration.

This feature enables you to perform the following tasks:

» Define parameters and assign or adjust values to make them compatible with SUT
configuration.

« Execute test cases either with default product configurations or custom configurations and
multiple custom configurations to match varied SUT configurations.

e Assign or adjust values for input or output parameters through custom or default
configuration yaml files (key-value pair files).

« Define or adjust the input or output parameters for each feature file with its corresponding
configuration.

*  Create and maintain multiple configuration files to match multiple SUT configurations.
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Figure 2-58 SUT Desigh Summary
ATS ATS Ul will have a option either to execute tests with default
Ulidenkins product configuration or with custom/customer specific
configuration

suT Configuration.yaml files will provide ability te provide and
adjust parameters/values to be compatible with SUT

configuration

Product/Custom configuration (Key-
Value pair Yaml files)

expected inputioutput values via the
parametersivalues provided in the
configuration.yaml (key-value pair) files and
executes the tests

Data files/iFeature files/Stubs

% ATS updates all the feature and datafiles with

In the folder structure:

e The Product Config folder contains default product configuration files (feature-wise yaml
per key-value pair), which are compatible with default product configuration.

* New features, Regression and Performance, Data folder, and Product Config folders are
replicated or copied into custom folders and delivered as part of the ATS package in every
release.

e You can customize custom folders by:
— Removing test cases not needed or as appropriate for your use.
— Adding new test cases as needed or as appropriate for your use.
— Removing or adding data files in the cust_data folder or as appropriate for your use.

— Adjusting the parameters or values in the key-value pair per yaml file in the custom
config folder for test cases to run or pass with a custom configured SUT.

e The product folders are always intact (unchanged) and you can update the Custom folders

e You can maintain multiple copies of Custom Configurations and bring them to use as
needed or as appropriate for the SUT configuration.

Figure 2-59 Folder Structure

Mew features Regression Performance Data folder Praduct Config

Custom Mew features Custom Regression Cust Performance Cust Data folder Cust Config

Cust Config 1

Cust Config 2

Cust Canfig 4

2.14.1 Running Test Cases

Enable

Rename or copy the Cust Config [1/2/3/N] folder to the Cust Config folder in order for ATS to
run the test cases with a specific custom configuration. When the option to run test cases with
custom configuration is chosen, it always points to the Cust Config folder.
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To Run ATS Test Cases

ATS has the option to run test cases with default or custom configuration.

« If custom configuration is selected, then test cases from custom folders are populated on
the ATS Ul, and custom configuration is applied to them through the key-value pair per
yaml file defined or present in the "Cust Config" folder.

e If product configuration is selected, then the test cases from product folders are populated
on the ATS UI, and product configuration is applied to them through key-value pairs per
yaml file defined or present in the Product Config folder.

Figure 2-60 ATS Execution Flow

Product team delivers Test Cases, Data files,
and Configuring files {custom and default)
packed identically in both Product and
Custem folders.

User modifies only the Custom folders.

+ Modifies the yamlkey-value files in Cust Config folder {adjusts the
parameter to match the custom SUT configuration).
» Add/update/delete test cases in the custom folder as required.
» Add/modify/delete data files in the custom dats folder as appropriate.

<L

Test Case Excecution
ATS GUI or Jenkins have the option to
execute test cases with default Product
configuration or Custom configuration.

Custom config Product config

I rod uct'Custom Configuratio I

ATS GUI or Jenkins points to the Custom
folder and populates the test cases from it.

ATS GUI or Jenkins points to the Product
folder and populates the test cases from it.

' |

Update.py.script applies custom configuration Update.pysoipt applies product configuration
as defined or set in yaml orkey-value pair as defined or set in yaml or key-value pair
files located in the Cust Config folder (the files located in the Product Config folder (the

Cust dats or feature file is updated with Product data or festure file is updated with
custom values or parameters). product values or parameters).

Test Case Execution

V2

Test Results
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Figure 2-61 Sample: Configuration_Type

Oracle Communications Cloud Native Core
Automated Test Suite - POLICY

TestSuite

Regression

SUT

PCF 2

Configuration_Type

® Pproduct_Config

Custom_Config

Select_Option
@ All
Single/MultipleFeatures

Features

¢ 0_Add_NFSetIDList ® 1_Bulk_Import_Export

2.15 PCAP Log Collection

PCAP Log Collection allows collecting the NF, SUT, or PCAP logs from the debug tool sidecar
container. This feature can be integrated and delivered as a standalone or along with the
Application Log Collection feature. For information, see Application Log Collection.

PCAP Log Integration

1. The Debug tool should be enabled on SUT Pods while deploying the NF. The name of the
Debug container must be "tools".
For example, in SCP, the debug tool should be enabled for all the SCP microservice pods.

2. Update the following parameters in the values.yaml file, under the resource section, with
ATS minimum resource requirements:

a. CPU:3

b. memory: 3Gi

On the home page, click any new feature or regression pipeline.
In the left navigation pane, click Build with Parameters.

Select YES from the drop-down menu of Fetch_Log_Upon_Failure.

o o » w

If option Log_Type is available, select value PcapLog [Debug Container Should be
Running] for it.

7. Select PcapLog [Debug Container Should be Running] to activate PCAP Log Collection
in ATS-NF.
The following Build with Parameters page appears when only the PCAP logs feature has
been integrated.
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Figure 2-62 PCAP Logs Selection Option

Oracle Communication Automated Test Suite - UDR

TestSuite NewFeatures
SuT UDR-SLF
Select_Option @ Al

O Single/MultipleFeatures

TestCases
¢ ProvGw_SSL_Enabled e SLF Dns_Srv

* SLF_Nrf_Configurable_Api ® SLF Server_Header

Fetch_Log_Upon_Failure

After the build execution is complete, go into the ATS pod, then navigate to below path to
find the pcaplogs:. j enki ns/j obs/ <Pi pel i ne Name>/ bui | ds/ <bui | d nunber >/
For example, . j enki ns/j obs/ SCP- Regr essi on/ bui | ds/ 5/

Pcaplogs is present in zip form. Unzip it to get the log files.

The following Build with Parameters page appears when both application and PCAP logs have
been integrated.

Figure 2-63 Both Application Logs and PCAP Logs Selection

[ s e

Dynamic_Policy_Override * Import_Export_Policy_RestAPl
OverrideDefaultPCCRule * Policy_Action_Bulk_Pccrule_Removal
Policy_Table * CHF_Capacity
Multiple_SM_Multiple_UDR * Nf_Notification_CHF_Load_Change
Nf_Netification_CHF_removed * Nf_Notification_UDR_Load_Change
Nf_Netification_UDR_removed * SM_CHF_Priority
SM_CHF_Update_Notify_SLA_PCCRule * SM_CHF_Update_Motify_SLA_SessicnRule
SM_Policy_Create Dynamic_PCCRule * SM Policy Create PRA

SM_Policy_Create Sess_PCCRule « SM_Policy_Terminate

SM_Policy_Update_Event_Trigger_APP_STA
SM_Policy_Update_Event_Trigger_DEF_QOS_CH
SM_Palicy_Update_Event _Trigger_SUCC_RES_ALLO
SM_Policy_Update_PRA

SM_UDR_Priority
SM_Update_Ev_Trig_SE_AMBR_CH_or_DEF_QOS_CH
SM_Update_Notify_UDR_Data_Changed_Dnn1
SM_Update_Notify_UDR_Subs_Remove
SM_policy_audit

SM_Policy_Update_Event_Trigger APP_STO
SM _Policy_Update_Event Trigger RES_MO_RE

SM _Policy_Update_Event_Trigger_US_RE
SM_UDR_Capacity
SM_Update_Ev_Trig_SE_AMBR_CH_and_DEF_QOS_CH
SM_Update_Notify_UDR_Data_Changed
SM_Update_Notify_UDR_Data_Delete
UDR_notDiscovered_intially

SessionRetry

Spending_Limit_Pending_Counter Spending_Limit_Pending_Counter_forSessionRule
Subscriber_Activity_Logging_PID
Subscriber_Activity_Logging_PID_UdrNotify
XFCC_Verification

Subscriber_Activity_Logging
Subscriber_Activity_Logging_PID_ChfTerminate
Variant2

Fetch Log Upon Failure YES v |

Log_Type [J Applog

[J Pcaplog [Debug Container Should be Running]

Log_Level Not Applicable v

2.15.1 Application Log Collection and Parallel Test Execution Integration

A new stage,"Logging/Rerun”, has been added at the end of the Execute-Tests stage to collect
rerun logs, such as applog and PCAP logs, by running the failed test cases in a sequence.
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Figure 2-64 Logging/Rerun new stage

Stage View

1st 1st 1st 2nd 2nd 3rd o
preparation FECUtE- 1st Stage  Stage  Stage 2nd Stage  Stage 3rd Stage | Logging | Archive  Consolidated D“::"::“’e‘
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Average stage times: 5s 59ms 1s 31s 2s 26s 1s 999ms 1s 1s 997ms 33s 487ms 2s 65
(Average full run time: ~54s) . — - —

Feb 07 56 4 . s . 27s
1410

If the Fet ch_Log_Upon_Fai | ure parameter is set to YES and if any test case fails in the initial
run, then:

* The failed test case reruns and log collection start in the Logging/Rerun stage after the
initial run is completed for all the test cases.

* The logs from the initial execution are collected, but they might be incorrect.

e Evenif the rerun parameter is set to 0, the failed test case reruns in the Logging/Rerun
stage and the log is collected.

e Ifthe Fetch_Log_Upon_Fai | ur e parameter is set to NO and if any test case fails in the
initial run, then the failed test case rerun starts in the same stage after the initial execution
is over for all the test cases in its group.

2.16 Persistent Volume for 5G ATS

The Persistent Volume (PV) feature allows ATS to retain historical build execution data, test
cases, and ATS environment configurations.

ATS Packaging When Using Persistent Volume

e Without the Persistent Volume option: ATS package includes an ATS image with test
cases.

e With Persistent Volume option: ATS package includes the ATS image and test cases
separately. The new test cases are provided between the releases.
To support both with and without Persistent Volume options, test cases and execution job
data are packaged in the ATS image as well as a tar file.

2.16.1 Processing Flow

First Time Deployment

Initially, when you deploy ATS, for example, the PI-A ATS pod, you use PVC-A, which is
provisioned and mounted to the PI-A ATS pod. By default, PVC-A is empty. So, you have to
copy the data (ocslf_tests and jobs folders) from the PI-A tar file to the pod after the pod is up
and running. Then restart the PI-A pod. At this point, you can change the number of build logs
to maintain in the ATS GUI.

Subsequent Deployments

When you deploy ATS for the subsequent time, for example, in a PI-B ATS pod, you use PVC-
B, which is provisioned and mounted to the PI-B ATS pod. By default, the PVC-B is empty, and
you have to copy the data (ocslf_tests and jobs folders) from the PI-B tar file to the pod after
the pod is up and running. At this point, copy all the necessary changes to the PI-B pod from
the PI-A pod and restart the PI-B pod. You can change the number of build logs to maintain in
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the ATS GUI. After updating the number of builds, you can delete the PI-A pod and continue to
retain the PVC-A. If you do not want backward porting, you can delete PVC-A.

2.16.2 Deploying Persistent Volume

Preinstallation Steps

1.

Before deploying Persistent Volume, create a PVC in the same namespace where you
have deployed ATS. You have to provide values for the following parameters to create a
PVC:

e PVC Name

* Namespace

e Storage Class Name
e Size of the PV

Run the following command to create a PVC:

kubect!| apply -f - <<EOF

api Version: vl
ki nd: PersistentVol umed aim
met adat a:
nane: <Pl ease Provide the PVC Name>
nanespace: <Pl ease Provide the nanespace>
annot ati ons:
spec:
st orageC assNanme: <Pl ease Provide the Storage O ass Name>
accesshMbdes:

- ReadWiteOnce
resour ces:
requests:
storage: <Pl ease Provide the size of the PV>
EOF
® Note

It is recommended to suffix the PVC name with the release version to avoid
confusion during subsequent releases. For example: ocats-slf-pvc-1.9.0

The output of the above command with parameters is as follows:

[ cl oud-user @t scne-bastion-1 tenplates]$ kubectl apply -f - <<ECF

>

> api Version: vl

> kind: PersistentVoluned aim

> net adat a:

> nane: ocats-slf-1.9.0-pvc
> nanespace: ocslf

> annot ations;

> spec:

> st orageC assNane: standard
> accesshMbdes:
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> - ReadWiteOnce
> resour ces:

> requests:

> storage: 1G
>

ECF

The persistentvolumeclaim/ocats-slf-1.9.0-pvc is created.

To verify whether PVC is bound to PV and is available for use, run the following command:

kubect| get pvc -n <namespace used for pvc creation>

The output of the above command is as follows:

Figure 2-65 Verifying PVC

[cloud-user@atscne-bastion-1 templates]$ kubectl get pvc -n ocslf

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
ocats-s1f-1.9.0-pvc Bound pvc-lee50daf-2eb7-4289-b541-51c111270513 1Gi RWO standard 8s

policy-pvc-test Bound pvc-d346d5c4-129e-4f13-8bd0-a7b7555e0e2f 1Gi RWO standard 31d
slf-pvc Bound pvc-0b0Obce8c-b856-4e0e-b4d8-0£981250adbd 1Gi RWO standard 12d

Check that the STATUS is Bound and that the rest of the parameters, such as NAME,
CAPACITY, ACCESS MODES, STORAGECLASS, and so on, are the same as specified in
the PVC creation command.

@® Note

Do not proceed further if there is any issue with PVC creation. Contact your
administrator to create a PV.

After creating persistent volume, change the following parameters in the values.yaml file to
deploy persistent volume.

e Set the PVEnabled parameter to "true".

*  Provide the value for the PVClaimName parameter. The PVClaimName value should
be the same as the value used to create a PVC.

Postinstallation Steps

1.

After deploying ATS, copy the <nf_main_folder> and <jenkins jobs> folders from the tar file
to their ATS pod, and then restart the pod as a one-time activity.

a. Run the following command to extract the tar file:

ocat s-<nf _nane>- dat a- <r el ease- nunber >. t gz

@® Note

The ats_data.tar file is the name of the tar file containing <nf_main_folder>
and jobs folders. It can be different for different NFs.
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b. Run the following set of commands to copy the required folders:

kubect!| cp ats_data/jobs <nanespace>/ <pod-name>:/var/lib/
j enki ns/ . jenkins/

kubect!| cp ats_data/<nf_main_fol der> <nanespace>/ <pod- name>:/var/lib/
j enki ns/

c. Run the following command to restart the pods as one-time activity:

kubect| del ete po <pod-nanme> -n <nanespace>

@ Note

Before running the following command, copy the changes done on the new
release pod from the old release pod using the kubect| cp command.
[Applicable in the case of subsequent deployment only]

2.  When the pod is up and running, log in to the ATS GUI and go to your NF specific pipeline.
Click Configure in the left navigation pane. The General tab appears. Configure the
Discard old Builds option. This option allows you to configure the number of builds you
want to retain in the persistent volume.

Figure 2-66 Discard Old Builds

Discard old builds 0
Strategy Log Rotation v
Days to keep builds

if not empty, build records are only kept up to this number of days

Max # of builds to keep 4

if not empty, only up to this number of build records are kept

Advanced...

@® Note

It is recommended to configure this option. If you do not input a value for this
option, the application will take into account all builds, which could be a large
number, and will completely consume the Persistent Volume.

2.16.3 Backward Porting

The following deployment steps apply to the old release of PVC-supported ATS Pod.

Prerequisite: You should have the old PVC that contains the old release of POD data.
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@® Note

This procedure is for backward porting purposes only and should not be considered a
subsequent release of the POD deployment procedure.

The deployment procedure for the old release PVC-supported ATS pod is the same; however,
while deploying the ATS pod, you have to update the values.yaml file with the following:

e Change the PVEnabled parameter to "true".

e Provide the name of the old PVC as the value for parameter PVClaimName.

2.17 Test Results Analyzer

The Test Results Analyzer is a plugin available in ATS to view pipeline test results based on
XML reports. It provides the test results report in a graphical format, which includes
consolidated and detailed stack trace results in case of any failures. It allows you to navigate to
each and every test.

The test result report shows any one of the following statuses for each test case:
» PASSED: If the test case passes.

e FAILED: If the test case fails.

« SKIPPED: If the test case is skipped.

* NI/A: If the test cases are not executed in the current build.

2.17.1 Accessing Test Results Analyzer Feature

To access the test results analyzer feature:

1. From the NF home page, click any new feature pipeline or regression pipeline where you
want to run this plugin.

2. Inthe left navigation pane, click Test Results Analyzer.

Figure 2-67 Test Results Analyzer Option

Dashboard NRF-Regression
» ck to Das i H i
Ik S0 Dastroted Pipeline NRF-Regression
| Status Oracle Communications Cloud Native Core
Automated Test Suite
> Changes
Fedit de: ption
() Build with Parameters
% conngue s -
" Recent Chang
Full Stage View o
B Rename Stage View
No data svadatie. Tis Ppeline has notyst e
@ Pipeline Syntax
Permalinks

¢ Build History d A

» Alom feed for all 3 Alom feed for failures
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When the build completes, the test result report appears. A sample test result report is
shown below:

Figure 2-68 Sample Test Result Report

Chart Package/Class/Testmethod Passed  Transitions. 3 2 1

O | © features.cust_newfeatures.temp1.Binding_Service.Binding_Service 0% 0 N/A N/A N/A
(0%)

O | © features.cust_newfeatures.temp1.Bulk_Import_Export.Bulk_Import_Export 100% 0 SKIPPED | SKIPPED | N/A
(100%)

(m] © features.cust_newfeatures.temp1.Diameter_GW_Error_Handling.Diameter_GW_Error_Handling 0% 0 N/A N/A N/A
(0%)

O | © features.cust_newfeatures.temp1.Dynamic_Policy_Override.Dynamic_Policy_Override.This feature aims to dynamically override the | 100% 0 SKIPPED | SKIPPED | N/A

parameters of pec and session rules during SM Policy Association (100%)

O | © features.cust_newfeatures.temp1.IMS_Emergency_Call.IMS_Emergency_Call 0% 0 N/A N/A N/A
(0%)

(m] © features.cust_newfeatures.temp1.Operators.Operators 0% 0 N/A N/A N/A
(0%)

O | © features.cust_newfeatures.temp.PolicyActionForBulkPccRuleRemoval.Policy_Action_Bulk_Pcerule_Removal 100% 0 SKIPPED | SKIPPED | N/A
(100%)

O | © features.cust_newfeatures.temp1.Policy_Conditions_And_Actions.Policy_Conditions_And_Actions 0% 0 N/A N/A
(0%)

(m] © features.cust_newfeatures.temp1.Policy_Table.Policy_Table 100% 0 SKIPPED
(100%)

(m] © features.cust_newfeatures.tempT.Request_AVP.Request_AVP 0% 0
(0%)

O | @ features.cust_newfeatures.temp1.Sanity.Sanity 0% 0
(0%)

(m] © features.cust_newfeatures.temp1.SessionRetry.SessionRetry.To verify that SM or User-service retry to alternate FQDN if the 0% 0

3. Click any one of the statuses (PASSED, FAILED, SKIPPED) to view the respective feature
detail status report.

@® Note

For N/A status, a detailed status report is not available.

Figure 2-69 Test Result

Test Result : features.cust_newfeatures.temp1.Bulk_Import_Export.Bulk_Import_Export

0 failures (+0)
2 tests (£0)
Took 1min 53 sec.
[#add description
All Tests
Class Duration Fail (diff) Skip  (diff) Pass  (diff) Total  (diff)
This feature is to verify the Bulk Import Export functionality 1 min 53 sec 0 0 2 2

Figure 2-70 Test Result

Test Result :
features.cust_regression.temp1.Condition_Data_For_Session_Rule.Condition_Data_For_Se:
0 failures (£0), 11 skipped (£0)

11 tests (£0)

Took 0 ms.
[Zadd description

All Tests

Duration Fail (diff) Skip (diff) Pass (diff) Total (]

Condition_Data_For_Session_Rule 0Oms 0 " 0 "
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4. Inthe case of a rerun, the test cases that passed in the initial run but were skipped in the
rerun are considered "passed" in the Test Results Analyzer Report. The following
screenshot depicts the scenario:
"Variant2_equal_smPolicySnssaiData,Variant2_exist_smPolicyData,Variant2_exist_smPoli
cyDnnData_dnn" where the test cases passed in the initial run but skipped in the rerun are
considered "passed" in general.

Figure 2-71 Test Results

O © Variant2_UDR 13% 2
(20%)
O Variant2_Multi_Block_In_Different_Position 0% 0
(0%)
(] Variant2_contain_smPolicyData 0% 0
(0%)
(] Variant2_contain_smPolicyDnnData_dnn 0% 0
(0%)
O Variant2_contain_smPolicySnssaiData 0% 0
(0%)
O Variant2_equal_smPolicyDnnData_dnn 0% 0
(0%)
(] Variant2_equal_smPolicySnssaiData 100% 0 PASSED
(100%)
(] Variant2_exist_smPolicyData 100% 0 PASSED
(100%)
O Variant2_exist_smPolicyDnnData_dnn 100% 0 PASSED
(100%)
O Variant2_exist_smPolicySnssaiData 0% 0

(0%)

5. Click PASSED. The following highlighted message means the test case was passed in the
main run but skipped in the rerun.

Figure 2-72 Test Result Info

Passed

features.cust_regression.temp1.Variant2.Variant2.Variant2_UDR.Variant2_equal_smPolicySnssaiData

Standard Output

Passed in Initial Run, hence Skipped here. Please see console logs for more information

@scenario.begin

@Variant2_equal_smPolicySnssaiData

Scenario: Variant2_equal_smPolicySnssaiData

Given Initialize Test Suite ... skipped in ©.888s
Then Waiting for test_suite_to_initialize ... skipped in @.888s
Then Wait 5 ... skipped in 9.8@88s

@scenario.end
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2.18 Support for Test Case Mapping and Count

The Test Case Mapping and Count feature displays the total number of features, test cases, or
scenarios and their mapping to each feature in the ATS GUI.

2.18.1 Access Test Case Mapping and Count Feature

1. Onthe NF home page, click any new feature or regression pipeline where you want to use
this feature.

2. Inthe left navigation pane, click Build with Parameters.

3. Select All from the Select_Option to view the TestCases details mapped to each feature.

Figure 2-73 Test Case Mapping

Pipeline Policy-Regression

Oracle Communications Cloud Native Core
Automated Test Suite - POLICY

= Bindrg Service + Chagng Severs
* Diamessr GV Emor Hanaing + G Loap Lociup

- PO com o + Poilcy CONGNans Ang_ACHons

= Time on DAy + VOLTE Cal Firws

Totsl Festures are: 12 & TestCases sre: 20
Binding Service.

= Binding Service Fix IPvé_Binding

« Binarg Service A iPv_Bndng

- Bindrg Service Fix [uat Stack Bindrg

+ Binding Service_Muitipis_Fx_Sess_iPvi_Bnding

- Binding Service Mtiipie Fa_Sess IPvé Snding

+ Bindrg. Service Mhitipe fx_Sem Bindig

Charging Servers

- Chargng Servers Gk Messige

Diameter GW Errar Handling

= Diam_ G Ermoe_Fu 5065

G Ldap Lovhup

= Gx_Pramaryldap Lookup

- G PrimaryLdap, Lockup, ke oe_in_kiap, with. icsp_omaned
|+ Gx_PrmaryLdan Lockup_ser_ ret_in_bn

Fetch Log Upon_Falure

=L

4. Select Single/MultipleFeatures from the Select_Option to view the the test cases details.
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Figure 2-74 Test Cases Details When Select_Option is Single/MultipleFeatures

Pipeline Policy-Regression

Oracle Communications Cloud Native Core
Automated Test Suite - POLICY

[Betect opscn
A
* SngeMuipeFamses
Faatures

Brang sevce Craning Seers
Dameter GW_Esrar_Handing Ga_Ldap Locks
M5 Emargancy Call ]
et com e Paicy Canaions A Actons
equest AP sawy
Time_Of_Day WELTE Cal Fiows

festCases
Total Test Coses oo : 8

Binding Service

+ @inang Servce Ay PYe Binong

» Bindig Service R IPve_Binding.

 Bindrg Service Ax_Dusd Stack Sindng

« Bindng Servie Mudliple Fx_Sess Py Bnding
+ Bindrg Servics Maiipl e Sess Py Bmding
» BININg ServCe MUNDE Rx Sess BInang

Fetch_Lag Upon Fature
[z ]

2.19 Support for Transport Layer Security

Currently, ATS is accessible through HTTP, which can raise security risks.

With the support of the TLS feature, Jenkins servers have been upgraded to support HTTPS,
ensuring a secure and encrypted connection when accessing the ATS dashboard.

To provide encryption, HTTPS uses an encryption protocol known as Transport Layer Security
(TLS), which is a widely accepted standard protocol that provides authentication, privacy, and
data integrity between two communicating computer applications.

Now, users can access the ATS GUI with the HTTPS protocol instead of the previously used
HTTP protocol.
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Figure 2-75 Access with TLS

¢« C'| @ hitps//100.77.50.249:31311/login?from=%2F O @ ouest

Oracle Communications Cloud Native Core - Automated Test Suite

Welcome to ATS!

Username
Password

Keep me signed in

@® Note

If this feature is not enabled before installation, HTTP will continue to operate.
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Installing ATS for Different Network Analytics

Suite Products

This section describes how to install ATS for different Network Analytics Suite products. It

includes:

e |nstalling ATS for NWDAF

e Installing ATS for OCNADD

3.1 Installing ATS for NWDAF

This section describes the resource requirements and ATS installation procedures for NWDAF:

« Software Requirements

*  Environment Setup

* Resource Requirements

« Downloading the ATS Package

¢ Pushing the Images to Customer Docker Registry

e Configuring ATS

*  Deploying NWDAF ATS in the Kubernetes Cluster

e Verifying ATS Deployment

e Creating and Verifying NWDAF Console Namespaces

3.1.1 Software Requirements

This section describes the software requirements to install ATS for NWDAF. Install the
following software bearing the versions mentioned in the table below:

Table 3-1 Software Requirements

Software Version

Kubernetes 1.20.7,1.21.7,1.22.5,1.24.6,1.25.6, 1.26.5,1.27.5

Helm 3.1.2,35.0, 3.6.3,3.8.0, 3.9.4,
3.10.3,3.12.0,3.12.3

Podman 2.21,3.23,33.1,44.1,4.2.0,4.6.1

Supported CNE versions are: Release 1.9.x,1.10.x, 22.1.x and 23.1.x, 23.2.x, 23.3.x, and

23.4.X.

To verify the CNE version, run the following command:

echo $OCCNE_VERSI ON
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To verify the Helm and Kubernetes versions installed in the CNE, run the following commands:
e Verify Kubernetes version:

kubect| version
e Verify Helm version:

hel n8 version

3.1.2 Environment Setup

This section describes steps to ensure the environment setup facilitates the correct installation
of ATS for NWDAF.

Network Access
The Kubernetes cluster hosts must have network access to the following:

* Local docker image repository, where the OCATS NWDAF images are available.
To verify if the Kubernetes cluster hosts have network access to the local docker image
repository, retrieve any image with tag name to check connectivity by running the following
command:

docker pull <docker-repo>/<i mage- nane>: <i mage-t ag>

Where, docker - repo is the IP address or host name of the repository, i mage- nane is the
docker image name and i mage-t ag is the tag the image used for the NWDAF pod.

e Local helm repository, where the OCATS NWDAF helm charts are available.
To verify if the Kubernetes cluster hosts have network access to the local helm repository,
run the following command:

hel m repo update

Client Machine Requirement
Listed below are the Client Machine requirements for a successful ATS installation for NWDAF:

*  Network access to the Helm repository and Docker image repository.
* Helm repository must be configured on the client.
*  Network access to the Kubernetes cluster.

e The environment settings to run the kubect| and docker commands. The environment
should have privileges to create a namespace in the Kubernetes cluster.

e The Helm client must be installed. The environment should be configured such that the
Helm install command deploys the software in the Kubernetes cluster.

cnDBTier Requirement

NWDAF supports cnDBTier in a vVCNE environment. cnDBTier must be up and active in case of
containerized CNE. For more information, see Oracle Communications cnDBTier Installation,
Upgrade, and Fault Recovery Guide.

Network Analytics Automated Testing Suite Guide

F92252-01

August 31, 2025

Copyright © 2022, 2024, Oracle and/or its affiliates. Page 2 of 23



ORACLE’

Chapter 3
Installing ATS for NWDAF

@ Note
If the environment has cnDBTier 23.2.0 installation, follow the instruction below:

- If cnDBTier 23.2.0 release is installed, set the ndb_allow_copying_alter_table
parameter to 'ON' in the cnDBTier custom values
dbtier_23.2.0_custom_values_23.2.0.yaml file and perform cnDBTier upgrade
before install, upgrade, or any fault recovery procedure is performed for
OCNWDAF. Set the parameter to its default value, 'OFF' once the activity is
completed and perform the cnDBTier upgrade to apply the parameter changes.

» To perform cnDBTier upgrade, see Oracle Communications Cloud Native Core,
cnDBTier Installation, Upgrade, and Fault Recovery Guide.

Oracle Communications Network Analytics Data Director (OCNADD) Requirements

Oracle Communications Network Analytics Data Director (OCNADD) serves as one of the data
sources for the OCNWDAF. If OCNADD is configured as a data source, ensure the following
prerequisites are met before OCNWDAF installation:

« OCNADD is setup and running.
* ACL feed is enabled on OCNADD as the required data source.
* Run OCNWDAF gen_certs script under /scripts/gen_certs.sh.

@ Note

Configure the ACL topic certificate from the OCNADD Kafka Cluster in the OCNWDAF
Kafka Cluster to enable secure data flow between OCNADD and OCNWDAF.

For more information, see Oracle Communications Network Analytics Data Director
Installation, Upgrade, and Fault Recovery Guide and Oracle Communications Networks Data
Analytics Function Installation and Fault Recovery Guide.

Analytics Database

This database is based on MySQL cluster and stores relational and time-series data. The
relational data represents all the objects within the telecommunication network, such as UEs,
slices, cells, NFs, and so on and their relationships with each other. The time-series data
represents all the KPIs, measurements, and event data collected over time and used in
streaming analytics and training ML models.

@ Note

The deployment of the Mysql Innodb cluster is based on the variable dbConfigStatus
present in the values.yaml file under /helmchart.

For more information, see Oracle Communications Network Analytics Data Director
Installation, Upgrade, and Fault Recovery Guide and Oracle Communications Networks Data
Analytics Function Installation and Fault Recovery Guide.
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3.1.3 Resource Requirements
This section describes the ATS resource requirements for NWDAF.

NWDAF Pods Resource Requirements Details

This section describes the resource requirements, which are needed to deploy NWDAF ATS
successfully. The following table describes the total resource usage for:

*  NWDAF Suite

«  NWDAF Notification Consumer Simulator

Table 3-2 NWDAF Pods Resource Requirements Details
e

Microser | vCPUs Memory |Storage |Replicas |Replicas | CPUs Memory | Storage
vice Required | Required | PVC (regular | (ATS Required | Required | PVC
per Pod |per Pod |Required | deploym |deploym |- Total - Total Required
(GB) per Pod |ent) ent) (GB) - Total
(GB) (GB)
ocn-ats- |4 8 0 1 1 4 8 0
nwdaf-
service
ocn-ats- |2 2 0 1 1 2 2 0
nwdaf-
notify-
service

3.1.4 Downloading the ATS Package

Locating and Downloading ATS Images
To locate and download the ATS image from MOS:

Log in to My Oracle Support using the appropriate credentials.

1.
2. Select the Patches & Updates tab.

3. Inthe Patch Search Window, click Product or Family (Advanced).
4

Enter Oracl e Comuni cations C oud Native Core Network Data Anal ytics
Functi on in the Product field.

5. From the Release drop-down, select "Oracle Communications Cloud Native Core
Network Data Analytics Function <release_number>" where, <r el ease_nunber >
indicates the required release number of OCNWDAF.

Click Search. The Patch Advanced Search Results list appears.
Select the required ATS patch from the list. The Patch Details window appears.

Click Download. The File Download window appears.

© © N 9

Click the <p****+++* <release_number>_Tekelec>.zip file to download the OCNWDAF
ATS package file.

10. Extract the release package ZIP file. The package is named as nwdaf-pkg-<marketing-
release-number>.tgz. For example, nwdaf-pkg-24.1.0.0.tgz.
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11. Untar the OCNWDAF package file to the specific directory, tar -xvf nwdaf-pkg-<marketing-
release-number>.tgz. The OCNWDAF directory has the following package structure:

# Root
- images
- tar of images
- sha 256 of inmges
- troubl eshooting/
- nfDataCapt ure. sh
- ocn- nwdaf - hel nChart/
- hel nChart
- tenpl ates
- charts
- val ues. yan
- charts. yan
- nwdaf-pre-installer.tar.gz
- sinmul at or - hel nChart
- tenpl ates
- charts
- val ues. yan
- charts. yan
- nwdaf - ats/
- ocn-at s- nwdaf - t ool
-tenpl ates
- ocnwdaf tests
-data
- kafka topic_tenplate
- perfgo_data
-features
- perfgo
- regression
- quality of service
-steps

Figure 3-1 OCNWDAF Folder Structure

O Mame
~ installer

templates
hd nwdaf-ats.zip
B Chartyaml
v nwdaf-ats
B valuesyaml
v ocn-ats-nwdaf-tool
templates [0 Mame
v ocnwdaf_tests 2 {efe
~ data features
kafka_topic_template steps
perfgo_data A environment.py
v features
> perfgo

quality_of_service
regression

steps
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3.1.5 Pushing the Images to Customer Docker Registry

Follow the procedure described below to push the NWDAF ATS docker images to the docker
repository:

Prerequisites

¢ Oracle Linux 8 environment
«  NWDAF 24.1.0.0.0 package

® Note
The NWDAF deployment package includes:
* Ready-to-use docker images in the images t ar or zi p file.

e Helm charts to help orchestrate Containers in Kubernetes.
The communication between NWDAF service pods is preconfigured in the Helm charts. The
NWDAF ATS uses the following services:

Table 3-3 NWDAF ATS Services
|

Service Name Docker Image Name Image Tag
ocat s- nwdaf ocat s- nwdaf 24.1.0.0.0
ocat s- nwdaf -notify ocat s-nwdaf -notify 24.1.0.0.0

1. Verify the checksums of tarballs mentioned in file Readne. t xt .

2. Run the following command to extract the contents of the tar file:

tar -xvf nwdaf - pkg- <marketing-rel ease- nunber>.tgz

Or

To extract the files, run the command:

unzi p nwdaf - pkg- <mar ket i ng- r el ease- nunber >, zi p

The nwdaf - pkg- <mar ket i ng-r el ease- nunber >. t ar file contains the following
NWDAF ATS images:

¢ ocats-nwdaf-notify
e« ocats-nwdaf

3. Navigate to the folder path ./installer, and extract the zip file. Run the following command:

unzi p nwdaf -ats. zip
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The zip folder contains the following files:

ocn-at s- nwdaf -t 0o
ngni x
tenpl at es
ocnwdaf tests
data
kaf ka_topic_tenplate
perfgo_data
features
per f go
regression
quality_of service
steps

4. Run the following command to push the Docker images to the Docker Repository:

docker load --input <image file_nanme.tar>

Example:
docker load --input images
5. Run the following command to push the NWDAF ATS Docker files to the Docker Registry:

docker tag <image-name>: <i nage-tag> <docker-repo>/ <i mage- name>: <i nage-t ag>
docker push <docker _repo>/ <i mage_name>: <i nage-t ag>

Where, <docker - r epo> indicates the repository where the downloaded images can be
pushed.

6. Run the following command to verify if the images are loaded:

docker images

7. Run the following command to push the Helm charts to the Helm repository:

hel m cm push --force <chart nane>.tgz <hel mrepo>

3.1.6 Configuring ATS

This section describes how to configure ATS for NWDAF.

3.1.6.1 Creating and Verifying NWDAF Console Namespaces

This section explains how to create a new namespace or verify an existing namespace in the
system.

Run the following command to verify if the required namespace exists in the system:

$ kubect| get namespaces
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If the namespace exists, continue with the NWDAF ATS installation. If the required namespace
is not available, create a namespace using the following command:

$ kubect!| create nanespace <required namespace>

For example:

$ kubect| create nanespace ocats- nwdaf

Naming Convention for Namespaces:

The naming convention for namespaces must:

start and end with an alphanumeric character
contain a maximum of "63" characters

contain only alphanumeric characters or '-'

3.1.6.2 Updating values.yaml File

Update the values.yaml file before you deploy NWDAF ATS. To update the values.yaml file:

1.

In the installation package, navigate to *r oot /i nst al | er/ nwdaf - at s/ ocn- at s-
nwdaf - t ool

Edit the values.yaml file.
For example:

vi m val ues. yanl
Update the following parameters in the values.yaml file:
* i mageRegi st ry: Provide the registry where the images are located.

* i nmageVer si on: Verify the value is 24.1.0.0.0.

@® Note

Ensure that the image registry path is correct, and is pointing to the docker registry
where the ATS docker images are located.

3.1.6.3 Deploying NWDAF ATS in the Kubernetes Cluster

To deploy ATS, perform the following steps:

1.

The val ues. yani file is located inside ocn- at s- nwdaf - t ool directory. The
namespace, docker image or tag can be updated in the val ues. yam file.

Run the following command to deploy the NWDAF ATS and its consumers in the same
namespace where NWDAF suite is installed:

helminstall <installation name> <path to the chart directory> -
n $K8_ NAMESPACE

For example:

helminstall ocnwdaf-ats ocn-ats-nwdaf -t ool /

Network Analytics Automated Testing Suite Guide

F92252-01

August 31, 2025

Copyright © 2022, 2024, Oracle and/or its affiliates. Page 8 of 23



ORACLE Chapter 3
Installing ATS for NWDAF

@® Note

Ensure NWDAF ATS is installed in the same namespace where the NWDAF suite
is installed.

3. To perform Helm installation with proxy command, run the following command:

hel minstall <installation name> <path to the chart directory> -

n $K8_NAMESPACE

--set ocat sNwdaf. config. env. JAVA OPTS="\\-Dhttps\\. proxyHost\

\ =<pr oxy_domai n>\\ \\-Dhttps\\. proxyPort\\=<proxy_port>\\ \\-Dhttp\
\. nonProxyHost s\\ =l ocal host\\, 127. 0. 0. 1\\,\\ <no_proxy_host >"

For example:

helminstall ocnwdaf-ats ocn-ats-nwdaf-tool/ --set

ocat sNwdaf . confi g. env. JAVA OPTS="\\-Dhttps\\. proxyHost\\ =ww«

proxy. us.oracle.com\ \\-Dhttps\\.proxyPort\\=80\\ \\-Dhttp\\.nonProxyHost s\
\=l ocal host\\, 127.0. 0. 1\\ ,\\ . oracl e. com\,\\. oracl ecorp\\. conf

@® Note

Provide the ocatsNwdaf.config.env.JAVA_OPTS field in the proxy configuration.
This allows access to the internet to download the required plugins and
components required for a successful ATS installation.

4. Run the following command to verify the ATS deployment status:

kubect| get deploynents -n <nanespace_nane>

3.1.6.4 Verifying ATS Deployment

Run the following command to verify ATS deployment:

hel m status <rel ease_nane>

Once ATS is deployed, run the following commands to check the pod and service deployment:

To check pod deployment, run the command:

kubect| get pod —-n <namespace_name>

To check service deployment, run the command:

kubect| get service -n <nanespace_nane>
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Once the installation (service and pod deployment) is successfully running, track the progress
of the ATS Jenkins preconfiguration process, run the following command:

kubect| exec -it <ats_pod _nane> -- tail -f /var/lib/jenkins/.jenkins/jenkins-
configure.log

For example:

kubect| exec -it ocats-nwdaf - depl oy- 787d4f 5f 84-5vmv5 -- tail -f /var/lib/
j enki ns/.jenkins/jenkins-configure.log

Wait for the preconfiguration process to complete, the following message is displayed:

Jenkins configuration finish successfully

3.2 Installing ATS for OCNADD

The Oracle Communications Network Analytics Data Director (OCNADD) can be installed with
or without TLS (Transport Layer Security) Support feature. To enable TLS feature support, see
Enabling TLS and Enable TLS Support on OCNADD ATS before proceeding with ATS
installation.

Installing ATS for OCNADD

Following are the ATS installation procedures for Oracle Communications Network Analytics
Data Director (OCNADD):

1. Resource Requirements

Downloading the ATS Package

Pushing the Images to Customer Docker Registry

Deploying ATS and Stub in Kubernetes Cluster

2
3
4. Configuring ATS
5
6

Verifying ATS Deployment

3.2.1 Resource Requirements

This section describes the ATS resource requirements for OCNADD.

Overview - Total Number of Resources

The following table describes the overall resource usage in terms of CPUs and memory for the
following:

« OCNADD SUT
« ATS

Table 3-4 OCNADD - Total Number of Resources
- -~ |

Resource Name CPU Memory (GB)
OCNADD SUT Totals 52 308
ATS Totals 10 14
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Table 3-4 (Cont.) OCNADD - Total Number of Resources

- ___________________________________|
Resource Name CPU Memory (GB)

Grand Total OCNADD ATS 62 322

OCNADD Pods Resource Requirement Details
This section describes the resource requirements, which are needed to deploy OCNADD ATS
successfully.

Table 3-5 OCNADD Pods Resource Requirement Details
|

OCNADD Service CPUs Memory | # # CPUs Memory

Require | Require | Replica |Replica | Require | Require

d per d per s s (ATS |d - Total |d - Total

Pod Pod (regular | deploy (GB)

(GB) deploy |ment)
ment)

ocnaddconfiguration 1 1 1 1 1 1
ocnaddalarm 1 1 1 1 1 1
ocnaddadmin 1 1 1 1 1 1
ocnaddhealthmonitoring 1 1 1 1 1 1
ocnadduirouter 1 1 1 1 1 1
ocnaddscpaggregation 2 2 1 1 2 2
ocnaddnrfaggregation 2 2 1 1 2 2
ocnaddseppaggregation 2 2 1 1 2 2
ocnaddadapter 3 4 2 1 3 4
ocnaddkafka 6 64 4 4 24 256
zookeeper 1 2 3 3 3 6
ocnaddgui 2 1 1 1 2 1
ocnaddfilter 3 1 1 3
ocnaddcorrelation 3 24 1 1 3 24
ocnaddredundancyagent 2 3 1 1 3 3
OCNADD SUT Totals 52 CPU | 308 GB

For more information about OCNADD Pods Resource Requirements, see the "Resource
Requirements" section in Oracle Communications Network Analytics Data Director Installation,
Upgrade, and Fault Recovery Guide.

ATS Resource Requirement details for OCNADD

This section describes the ATS resource requirements, which are needed to deploy OCNADD
ATS successfully.

Table 3-6 ATS Resource Requirement Details
|

Microservice CPUs Memory # Replicas | # Replicas | CPUs Memory
Required | Required | (regular (ATS Required - | Required -
per Pod per Pod deployme | deployme | Total Total (GB)

(GB) nt) nt)
ATS Behave 2 1 1 1 2 1
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Microservice CPUs Memory # Replicas | # Replicas | CPUs Memory
Required | Required |(regular (ATS Required - | Required -
per Pod per Pod deployme | deployme | Total Total (GB)

(GB) nt) nt)

OCNADD Producer Stub| 6 12 1 1 6 12

(SCPNRFSEPP)

OCNADD Consumer 2 1 1 1 2 1

Stub

ATS Totals 10 14

3.2.2 Downloading the ATS Package

Locating and Downloading ATS Images

To locate and download the ATS Image from MOS:

g W dh PR

© ®» N 9

Log in to My Oracle Support using the appropriate credentials.
Select the Patches & Updates tab.

In the Patch Search window, click Product or Family (Advanced).
Enter Oracle Communications Network Analytics Data Director in the Product field.

Select Oracle Communications Network Analytics Data Director <release_number> from
the Release drop-down.

Click Search. The Patch Advanced Search Results list appears.
Select the required ATS patch from the list. The Patch Details window appears.
Click Download. The File Download window appears.

Click the <p***+++** <release_number>_Tekelec>.zip file to download the OCNADD ATS
package file.

. Untar the zip file to access all the ATS Images. The

<prrrrridk <release_number>_Tekelec>.zip directory has following files:

ocat s- ocnadd-t ool s- pkg-24.1.0.tgz

ocat s- ocnadd-t ool s- pkg-24. 1. 0- README. t xt

ocat s- ocnadd-t ool s- pkg-24. 1. 0.t gz. sha256

ocat s- ocnadd- cust om confi gt enpl at es-24. 1. 0. zi p

ocat s- ocnadd- cust om confi gt enpl at es- 24. 1. 0- README. t xt

The ocat s- ocnadd-t ool s- pkg- 24. 1. 0- README. t xt file has all the information required for
the package. The ocat s- ocnadd- t ool s- pkg- 24. 1. 0. t gz file has the following images and
charts packaged as tar files:

ocat s- ocnadd-t ool s- pkg-24.1.0.tgz
| |_ _ _ocats-ocnadd-pkg-24.1.0.tgz
| ocat s-ocnadd-24.1.0.tgz (Hel m Charts)

| ocat s-ocnadd-i mage-24. 1. 0. tar (Docker |nmages)
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| 1 __ ___ OCATS- ocnadd- Readne. t xt
[ ocat s- ocnadd- 24. 1. 0. t gz. sha256
| - __ _ _ _ ocat s- ocnadd-i mage- 24. 1. 0. t ar. sha256

|1 - ocat s-ocnadd-data-24.1.0.tgz (ATS test scripts and Jenkins

[ - ____ _ ocat s- ocnadd- dat a- 24. 1. 0. t gz. sha256

| | |_ _ _ocstub-ocnadd-pkg-24.1.0.tgz

[ _____ ocst ub-ocnadd-24.1.0.tgz (Hel m Charts)

l_ _ ___ _ ocst ub-ocnadd-i mage-24. 1. 0. tar (Docker |mages)
l__ _ _ __ OCSTUB- ocnadd- Readne. t xt

|l ocst ub- ocnadd- 24. 1. 0. t gz. sha256

|l ocst ub- ocnadd- i mage- 24. 1. 0. t ar. sha256

In addition to the above images and charts, there is an ocat s- ochadd- cust om
confi gt enpl at es- 24. 1. 0. zi p file in the package file.

ocat s- ocnadd- cust om confi gt enpl at es-24. 1. 0. zi p

| _ _ _ocats-ocnadd-cust omval ues_24.1.0.yanl (Customvalues file for
installation)

| _ _ _ocats_ocnadd_cust om serviceaccount_24.1.0.yam (Tenplate to
create custom service account)

11. Copy the tar file to the CNE, OCI, or Kubernetes cluster where you want to deploy ATS.

3.2.3 Pushing the Images to Customer Docker Registry

Preparing to deploy ATS and Stub Pod in Kubernetes Cluster
To deploy ATS and Stub Pod in Kubernetes Cluster:

1. Run the following command to extract tar file content.

tar -xvf ocats-ocnadd-tool s-pkg-24.1.0.tgz
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The output of this command is:

ocat s- ocnadd- pkg-24.1.0.tgz
ocst ub- ocnadd- pkg-24.1.0.tgz
ocat s- ocnadd- cust om confi gt enpl at es-24. 1. 0. zi p

Run the following command to extract the helm charts and docker images of ATS.

tar -xvf ocats-ocnadd-pkg-24.1.0.tgz

The output of this command is:

ocat s-ocnadd-24.1.0.tgz

ocat s-ocnadd- 24. 1. 0.t gz. sha256

ocat s-ocnadd-data-24.1.0.tgz

ocat s- ocnadd- dat a- 24. 1. 0. t gz. sha256
ocat s-ocnadd-i mage-24.1.0. tar

ocat s-ocnadd-i nage- 24. 1. 0. t ar. sha256
CCATS- ocnadd- Readne. t xt

® Note

The ocat s- ocnadd- Readne. t xt file has all the information required for the
package.

Run the following command to untar the ocstub package.

tar -xvf ocstub-ocnadd-pkg-24.1.0.tgz

The output of this command is:

ocst ub- ocnadd-i mage-24. 1. 0. tar

ocst ub- ocnadd- 24. 1. 0. t gz. sha256

ocst ub- ocnadd- i mage-24. 1. 0.t ar. sha256
ocst ub- ocnadd-24.1.0.tgz

COCSTUB- ocnadd- Readne. t xt
OCSTUB_OCNADD | nstal | ati on_Readne. t xt

Run the following command to extract the content of the custom configuration templates:

unzi p ocats-ocnadd- cust om confi gt enpl ates-24.1.0. zi p

The output of this command is:

ocat s- ocnadd- cust om val ues_24.1.0.yam (Customyam file for depl oynent of

OCATS- CCNADD)
ocat s_ocnadd_cust om servi ceaccount _24.1.0.yam (Customyam file for
service account creation to help the customer if required)
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Run the following commands in your cluster to load the ATS docker image, 'ocat s- ocnadd-
image-24.1.0.tar:

$ podman |oad -i ocats-ocnadd-image-24.1.0.tar

Run the following commands to tag the imported image and push it to the local registry:

$ podman tag docker.iol <i mage-tag> <l ocal _regi stry>/<i mage- name>: <i mage-
tag>
$ podman push <l ocal _regi stry>/<i mage- name>: <i mage-t ag>

Run the following commands in your cluster to load the Stub docker images ocst ub-
ocnadd-image-24.1.0.tar:

$ podman |oad -i ocstub-ocnadd-inage-24.1.0.tar

Run the following commands to tag each imported image and push it to the local registry:

$ podman tag docker.iol <i mage-tag> <l ocal _regi stry>/<i mage- name>: <i mnage-
t ag>
$ podman push <l ocal _regi stry>/<i mage- name>: <i mage-tag>

Update the image name and tag in the ocat s- ocnadd- cust om val ues. yam and
ocnaddsi mul at or/ val ues. yani files of simulator Helm as required. For ocat s- ochadd-
cust om val ues. yani update the ‘image.repository’ with respective | ocal _regi stry.
For ocnaddsi nul at or/ val ues. yam update the 'r epo. REPO HOST PORT' and

‘i ni t Cont ai ners. repo. REPO HOST_PORT' with respective | ocal _registry.

3.2.4 Configuring ATS
3.2.4.1 Enabling Static Port

To enable static port:

e Inthe ocats-ocnadd-custom-values.yaml file under service section, set the
staticNodePortEnabled parameter value to 'true' and staticNodePort parameter
value with valid nodePort.

servi ce:
cust onExt ensi on:
| abels: {}

annot ations: {}
type: LoadBal ancer
port: "8080"
st ati cNodePort Enabl ed: true
stati cNodePort: "32385"
st ati cLoadBal ancer | PEnabl ed: f al se
staticLoadBal ancerl P; "'

@® Note

ATS supports static port. By default, this feature is not enabled.
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@® Note

To enable st ati cLoadBal ancer | P, set the

st ati cLoadBal ancer | PEnabl ed parameter value to 'true' and

st ati cLoadBal ancer | P parameter value with valid LoadBal ancer | P value.
By default, this is set to false.

3.2.4.2 Enabling TLS

To install ATS with TLS support, update the following parameters to "t r ue" in the ocats-
ocnadd-custom-values.yam| file:

e atsQui TLSEnabl ed

e atsConmuni cati onTLSEnabl ed

For example:
at sQui TLSEnabl ed: fal se ## --> updated it with "true'
at sConmuni cati onTLSEnabl ed: fal se ## --> updated it with "true'

3.2.5 Deploying ATS and Stub in Kubernetes Cluster

® Note
It is important to ensure that the ATS and Stub are deployed as follows:

* In Centralized Deployment mode (fresh deployments), the ATS and Stub must
be deployed in the Worker Group namespace.

* In Non-Centralized Deployment mode (when the OCNADD is upgraded from any
older release), the ATS and Stub should be deployed in the default OCNADD
namespace.

*  When OCNADD is deployed as a two-site georedundant deployment, ATS and
Stub should be deployed on both Primary and Secondary sites.

*  OCNADD-ATS suit does not support mTLS, ensure that mTLS is set to "false"
during OCNADD deployment.

For the test cases to run successfully, ensure the intraTLSEnalbled parameter value in the
Jenkins pipeline script is identical to the value in the OCNADD deployment. The Alert Manager
does not support HTTPS connections. When intraTLSEnalbled is set to true, the following Alert
Manager test cases may fail:

e Verify the OCNADD_CONSUMER_ADAPTER_SVC_DOWN alert, this alert is raised when
deployments of OCNADD are broken.

*  Verify the OCNADD_ADMIN_SVC_DOWN alert, this alert is raised when deployments of
OCNADD are broken.

*  Verify the OCNADD_NRF_AGGREGATION_SVC_DOWN alert, this alert is raised when
deployments of OCNADD are broken.

e Verify the OCNADD_SCP_AGGREGATION_SVC_DOWN alert, this alert is raised when
deployments of OCNADD are broken.
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*  Verify the OCNADD_ALARM_SVC_DOWN alert, this alert is raised when deployments of
OCNADD are broken.

e Verify the OCNADD_HEALTH_MONITORING_SVC DOWN alert, this alert is raised when
deployments of OCNADD are broken.

ATS and Stub Support Helm Deployment

Choose the namespace to deploy the ATS and Stub based on the OCNADD deployment
mode, see Note.

If the namespace does not exist, run the following command to create a namespace:

kubect!| create namespace <nanespace_nanme>

® Note
» Itis recommended to use the <r el ease_nane> as ocnadd- si mwhile installing
stubs.

* The ATS deployment with OCNADD does not support the Persistent Volume (PV)
feature. Therefore, the default value of the depl oynment . PVEnabl ed parameter
in ocat s- ocnadd- cust om val ues. yan must not be changed. By default, the
parameter value is set to false.

Deploying ATS:

Run the following command:

helminstall -nane <rel ease_nane> ocats-ocnadd-23.4.0.tgz --nanespace
<namespace_name> -f <val ues-yam -file>

Example:

helminstall -nane ocats ocats-ocnadd-23.4.0.tgz --namespace ocnadd-deploy -f
ocat s- ocnadd- cust om val ues. yam

Deploying Stubs:

@ Note

Before you deploy stubs, update the parameter
oraclenfproducer.REST_BASED_TRAFFIC to true in the ocnaddsimulator/values.yaml!
file. The default value of the parameter is false.

helminstall -nane <rel ease_nane> <ocst ub- ocnadd- chart> --namespace
<nanmespace_nanme>
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@® Note

For more details about installing the stub, refer to the
OCSTUB_OCNADD | nstal | ati on_Readne. t xt file.

Example:

hel minstall -name ocnadd-si m ocnaddsi nul ator --nanespace ocnadd- depl oy

3.2.6 Verifying ATS Deployment

Run the following command to verify ATS deployment.

hel m status <rel ease_nane> -n <nanespace>

Once ATS and Stub are deployed, run the following commands to check the pod and service
deployment:

To check pod deployment:

kubect| get pod -n ocnadd-depl oy

To check service deployment:

kubect| get service -n ocnadd-depl oy

3.2.7 Enable TLS Support on OCNADD ATS

To enable TLS on OCNADD ATS follow the steps listed below:
*  Generate .jks File for the Jenkins Server

» Enable the ATS GUI with HTTPS during Installation

* Installing ATS for OCNADD

Generate .jks File for the Jenkins Server

For Jenkins to support GUI access through HTTPS, a .jks file has to be created. Follow the
steps below to create the .jks file:

1. Generate the Root Certificate (caroot.cer)

If you have CA signed root certificate and key or your own root certificates, use the same
certificates.

If the root certificate (caroot.cer) is not there, follow the steps below to create the certificate
to create self-signed certificates. The root certificate is added to the Trust Store (of the
browser). However, this step is not required for CA signed certificates.

a. Follow any browser's documentation, for example:
* Mozilla Firefox
— Navigate to the Settings and search for Certificate.

— Click View Certificates in the search results.
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— The Certificate Manager window appears on the screen.

— Navigate to the Authorities section and click Import. Upload the caroot
certificate.

— A new window appears on the screen, click Trust Options and then click OK.
— Save the changes and restart the browser.
* Google Chrome
— Navigate to the Settings and search for Security.
— Click Security in the search results.
— Locate Manage Device Certificates and click to select the option.

— The Certificates window appears on the screen. Click Trusted Root
Certification Authorities bar.

— Import the caroot certificate.
— Save the changes and restart the browser.
Use the Root Certificate to sign the Application or ATS certificate.

To generate the key caroot.key, run the command openssl genrsa 2048 >
caroot . key.

Generate the caroot certificate, for example:

[ cl oud-user @t ar 23-bastion-1 edo]$ openssl req -new -x509 -nodes -days
1000 -key caroot.key > caroot. cer

You are about to be asked to enter information that will be incorporated
into your certificate request.

What you are about to enter is what is called a Distinguished Nane or a
DN.

There are quite a few fields but you can | eave some bl ank

For some fields there will be a default value,

If you enter '.', the field will be left blank.

Country Name (2 letter code) [XX:IN

State or Province Name (full nane) []:KA

Locality Nane (eg, city) [Default City]:BLR

Organi zation Name (eg, conpany) [Default Conpany Ltd]: ORACLE

Organi zational Unit Nane (eg, section) []:CGBU

Conmon Nane (eg, your nane or your server's hostnane) []:ocats

Emai | Address []:

[ cl oud- user @t ar 23-bastion-1 edo] $

2. Generate Application or Client Certificate

Follow the steps below to generate an application or client certificate:

a.

Create and edit the ssl.conf file as below:
Inthe [al t _names] section, list the IPs through which the ATS GUI is opened. User
can add multiple IPs such as IP.1, IP.2, and so on.

[ req ]

default _bits = 4096

di stingui shed_name = req_di stingui shed _nane
req_extensions = reg_ext
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[ req_distingui shed_nane ]

count ryNane = Country Name (2 letter code)
countryNane_def aul t = IN

st at eOr Provi nceNane = State or Province Name (full name)
stat eOr Provi nceNane_default = KN

| ocal i t yName = Locality Nane (eg, city)

| ocal i t yName_def aul t = BLR

or gani zat i onName = Organi zation Nane (eg, conpany)
organi zati onNane_def aul t = ORACLE

conmonName = Common Nane (e.g. server FQDN or YOUR
nane)

comonName_max = 64

conmonNare_def aul t = ocats. scpsvc. svc. cluster. | ocal

[ reg_ext ]

keyUsage = critical, digital Signature, keyEnci phernent
ext endedKeyUsage = serverAuth, clientAuth

basi cConstraints = critical, CA FALSE

subject AltName = critical, @lt_nanes

[al t _nanes]

IP.1 =127.0.0.1
IP.2 = 10.75.217.5
IP.3 = 10.75.217.76

DNS. 1 = | ocal host
DNS. 2 = ocats. scpsvc. svc. cluster. | ocal

To access the GUI with DNS ensure that the conmonNane_def aul t value is the same
as the configured DNS name and the format is

<servi ce_nane>. <namespace>. svc. cl uster.| ocal . User can add multiple DNS'es like
DNS.1,DNS.2, and so on.

To support ATS API's, add 127.0.0. 1 as | P. 1.

Create a Certificate Signing Request or CSR file, as follows:

[ cl oud-user @t ar 23-bastion-1 ocats]$ openssl req -config ssl.conf -
newkey rsa: 2048 -days 1000 -nodes -keyout rsa_private_key pkcsl. key >
ssl _rsa_ certificate.csr

I gnoring -days; not generating a certificate

Cenerating a RSA private key

R

You are about to be asked to enter information that will be incorporated
into your certificate request.

VWhat you are about to enter is what is called a Distinguished Nane or a
DN.

There are quite a few fields but you can | eave sone bl ank

For some fields there will be a default value,

[f you enter '.', the field will be left blank.

Country Name (2 letter code) [IN:

State or Province Nanme (full name) [KA]:

Locality Nane (eg, city) [BLR]:
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Organi zation Nane (eg, company) [ ORACLE]:
Common Nane (e.g. server FQDN or YOUR name) [ocats]:
[cl oud- user @t ar23-bastion-1 ocats]$

To view all the components of the file, run the command openssl req -text -
noout -verify -in ssl_rsa certificate. csr. Verify all the configurations in
the file.

Sign the .csr file with the root certificate, as below:

[cl oud- user @t ar23-bastion-1 ocats]$ openssl x509 -extfile ssl.conf -
extensions req_ext -req -in ssl _rsa certificate.csr -days 1000 -CA ../
caroot.cer -CAkey ../caroot.key -set_serial 04 > ssl rsa certificate.crt
Signature ok

subject=C = IN, ST = KA, L = BLR O = ORACLE, CN = ocats

Getting CA Private Key

[ cl oud- user @t ar 23-bastion-1 ocats]$

Verify if the certificate is correctly signed by root certificate, as below:

[cl oud- user @t ar23-bastion-1 ocats]$ openssl verify -CAfile caroot.cer
ssl _rsa_certificate.crt
ssl _rsa_certificate.crt: OK

Save the application certificate and the root certificates for future use.

Add the caroot.cer certificate as a trusted author in the browser.

The generated application or client certificates cannot be provided directly to the Jenkins
server. Follow the steps below:

Generate the .p12 keystore file, run the following command:

[ cl oud- user @t ar23-bastion-1 ocats]$ openssl pkcsl2 -inkey
rsa_private_key_pkcsl.key -in ssl_rsa certificate.crt -export -out
certificate.pl2

Enter Export Password:

Verifying - Enter Export Password:

You will receive a password prompt, note the password provided for future use.

— Convert .p12 file to .jks file, run the following command:

[ cl oud-user @t ar 23-bastion-1 ocats]$ keytool -inportkeystore -
srckeystore ./certificate.pl2 -srcstoretype pkcsl2 -destkeystore
j enki nsserver.jks -deststoretype JKS

Inporting keystore ./certificate.pl2 to jenkinsserver.jks..

Enter destination keystore password:

Re-enter new passwor d:

Enter source keystore password:

Entry for alias 1 successfully inported

[ nport command conpleted: 1 entries successfully inported, 0
entries failed or cancelled

You will receive a password prompt, provide the same password used for
creating .p12 file.
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— Ensure that both p12 and jks files have the same password.

— Provide the generate jenkinserver.jks file to the Jenkins Server.

Enable the ATS GUI with HTTPS during Installation

Follow the procedure below to enable the ATS GUI with HTTPS during installation:

1.

To create the .jks file, see Generate .jks File for the Jenkins Server. You can choose to use
the either a CA signed certificate or a self signed certificate.

Create a Kubernetes secret by using the files created in the Generate .jks File for the
Jenkins Server procedure, run the following command:

kubect| create secret generic ocats-tls-secret --from
file=jenkinsserver.jks --fromfile=ssl _rsa certificate.crt --from
file=rsa_private_key pkcsl.key --fromfile=caroot.cer -n scpsvc

View the K8s secret, for example:

[cl oud- user @t ar23-bastion-1 ~]$ kubect| describe secret ocats-tls-secret -

n scpsvc

Nane: ocats-tls-secret
Narmespace: scpsvce

Label s: <none>

Annot ations: <none>

Type: Opaque

Dat a

caroot. cer: 1147 bytes
ssl _rsa_certificate.crt: 1424 bytes
j enki nsserver. jks: 2357 bytes
rsa_private_key_pkcsl. key: 1675 bytes

After creating the secret, follow the Installing ATS for OCNADD procedure to install the
ATS. Once the installation is successfully completed, proceed to the next step.

The ATS GUI opens with HTTPS protocol. The link to open the GUI appears as https:/
<IP>:<port>.
For example:

Figure 3-2 HTTPS Address

O 8 https://10.75.217.25:30301

In Mozilla Firefox browser, click the Lock symbol in the address bar, the page information
is displayed as below:
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Figure 3-3 Page Information

@ Page Info — https://ocats.scpsve.sve.custerlocal:31715/login?from=%2F

o B &

General Media Permissions  Security

Website Identity
Website: ocats.scpsvc.sve.cluster.local

Owner: This website does not supply ownership information.

Verified by:  ORACLE

Privacy & History

Have | visited this website prior to today? No

Is this website storing information on my computer? Yes, cookies
Have | saved any passwords for this website? No

Connection Encrypted (TLS_AES_256_GCM_SHA384, 256 bit keys, TLS 1.3)

View Certificate

Clear Cookies and Site Data

View Saved Passwords

The page you are viewing was encrypted before being transmitted over the Internet.

Encryption makes it difficult for unauthorized people to view information traveling between computers. It is
therefore unlikely that anyone read this page as it traveled across the network.

Help
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Running Test Cases Using ATS

This section describes how to run test cases using ATS. It includes:
* Running NWDAF Test Cases using ATS
*  Running OCNADD Test Cases using ATS

4.1 Running NWDAF Test Cases using ATS

This section describes how to run Networks Data Analytics Function (NWDAF) test cases
using ATS.

Prerequisites
To run NWDAF test cases, ensure that the following prerequisites are met:

e The ATS version must be compatible with the NWDAF release.
«  The NWDAF and ATS must be deployed in the same namespace.

«  The NWDAF must be deployed using the appropriate val ues. yam file as per the
configuration to be tested.

e Ensure a nodePort or LoadBalancer port is available for "ocats-nwdaf-deploy".
Logging into ATS
Running ATS

Before logging in to ATS, you need to ensure that ATS is deployed successfully using HELM
charts.

For more information on verifying ATS deployment, see Verifying ATS Deployment .

@ Note

To modify default log in password, refer to Modifying Login Password.

Build the Jenkins host IP and load the Jenkins tool, run the following command to obtain the
ocats-nwdaf-deploy service port:

kubect| get svc -n <namespace> | grep ocats-nwdaf - depl oy

To obtain ocn-ats-nwdaf-tool pod IP:

e Obtain the node and pod name, run the following command:

kubect| get pod -o=custom col ums=NODE: . spec. nodeName, NAVE: . et adat a. nane -
n <namespace> | grep ocats-nwdaf - depl oy
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e If an external IP is used, obtain the external Kubernetes node IP. Run the following
command:

kubect! get no -o wide

e Build the IP host as <External Node IP> : <Host IP>
ATS Login

1. Tolog into ATS, open a browser and provide the IP Address and port details as <Worker-
Node-1P>:<Node-Port-of-ATS>.

Figure 4-1 ATS Login

Password

Keep me signed in

To run ATS, enter the login credentials. Click Sign in.
2. Cuztomize Jenkins page appears. Close this page.
3. Jenkins is ready! page appears, click Start Using Jenkins.

4. Dashboard screen displaying the NWDAF preconfigured pipelines appears.

Figure 4-2 Pipelines

N/A NA

© O 0 «

NA N/A
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The NWDAF ATS has three configured pipelines:
*  NWDAF-NewFeatures

*  NWDAF-Performance

*  NWDAF-Regression

Configure NWDAF Pipelines

To run configure a pipeline perform the following steps:

Prerequisites

1.

The user database access includes permission to retrieve, update, and delete information.

The user has logged in to the Jenkins page with admin credentials.

Select the pipeline you want to run the test cases on, click NWDAF-NewFeatures in the
Name column. The following screen appears:

Figure 4-3 Pipeline Configuration

Pipeline NWDAF-Performance
Oracle Communications Cloud Native Core

Automated Test Suite

Stage View

1min 24s

In the above screen:
*  Click Configure to configure the NWDAF pipeline.

«  Click Build History box to view all the previous pipeline executions, and the Console
Output of each execution.

* The Full Stage View represents the previously run pipelines for reference.

* The Test Results Analyzer is the plugin integrated into the OCNWDAF-ATS. This
option can be used to display the build-wise history of all the executions. It will provide
a graphical representation of the past execution together.

Click Configure to configure the environment parameters of the pipeline. User must wait
for the page to load completely. Once the page loads completely, move to the Pipeline
section:

@® Note

Make sure that the following page loads completely before you perform any action
on it. Also, do not modify any configuration other than shown below.
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Figure 4-4 Configure Pipeline

Configure Advanced Project Options

eeeee

% Advanced Project Options

@ ppeine Pipeline

Definition

Use Groovy Sandbox 2

Pipeline Syntax

@ Note

Remove the existing default content of the pipeline script.

3. Depending on the pipeline you want to configure, use the respective script. The following
scripts are available at: / var /| i b/ j enki ns/ ocnwdaf tests/pipeline_scripts:

NewFeatures_Pipeline_script.txt
Regression_Pipeline_script.txt

Performance_Pipeline_script.txt

4. Update the script of the pipeline you want to configure, and update the parameters
according to the ATS and NWDAF environment you want to test.

a.

- b : Use this option to update the namespace according to the current namespace
being used.

- ¢ : Use this option to update the service name of the Ingress gateway according to
the current service name of the Ingress gateway being used.

Run the following command in the NWDAF console to verify the current service name
of the Ingress gateway:

kubect| get svc -n <nanespace_name> | grep ingress

For example:

kubect!| get svc -n mdc-nwdaf-qa | grep ingress

Figure 4-5 Ingress Gateway

Verify if the same name is assigned to "-c = NWDAF api gateway" host field, if not
update to match the current name. Use the option "-c ingress-gateway-service \" .
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-g : Use this option to update the service name of the MESA simulator according to the
current service name of the MESA simulator being used.

Run the following command in the NWDAF console to verify the current service name
of the Mesa simulator:

kubect| get svc -n <namespace_nanme> | grep mesa

For example:

kubect!| get svc -n ndc-nwdaf-qa | grep mesa

Figure 4-6 Mesa Simulator

8686/TCP,9000/TCP

Verify if the same name is assigned to "-g = MESA simulator API" host field, if not
update to match the current name. Use the option "-g mesa-simulator-service \" .

-i : Use this option to update the service name of the NWDAF Configuration APl Host
Service according to the current service name of the NWDAF Configuration API Host
Service being used.

Run the following command in the NWDAF console to verify the current service name
of the NWDAF Configuration APl Host Service:

kubect| get svc -n <nanespace_name> | grep configuration

For example:

kubect!| get svc -n ndc-nwdaf-qga | grep configuration

Figure 4-7 Configuration APl Host Service

ocn-nudaf- -service C 10.233.46. 808@/TCP,9000/TCP

Verify if the same name is assigned to "-i = NWDAF CONFIGURATION API" host field,
if not update to match the current name. Use the option "-i och-nwdaf-configuration-
service \".

5. Update the following parameters according to the database setup:

- : Use this option to update the NWDAF database host name, it can be FQDN or IP
address.
For example:

-q 10.75.245.174 \

-r : Use this option to update the NWDAF database port, it can be Cluster IP or Node
Port.
For example:

-r 32648 \

-F : Use this option to update the InnoDB database host name, it can be FQDN or the
IP address.
For example:
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-F 10.75.245.189 \

« -G : Use this option to update the InnoDB database port, it can be Cluster IP or Node
Port.
For example:

-G 3306 \

6. Update the -s db_user_id, -t db_user_psw, inno_db_user_id, and
inno_db_user_pswvariables with the current data base user credentials, follow the steps
listed below:

a. Provide the userid and password of the database to be encrypted. Navigate to ocats-
nwdaf-deploy pod and run the command:

kubect!| exec -it <pod_name> -n <namespace_nane> bash

For example:

kubect| exec -it ocats-nwdaf - depl oy- 54f 98c447c-16vxq -n ocnwdaf-ns bash
b. From the console, run the following command:

cd /env/lib/python3.9/site-packages/ ocnnwdaf _|ib/db_ngt

c. To update the user id run the following command from the console:

python -¢ "fromdb_connection_ngt inport *;
print(encode_val ues_dat a(' <user>'))"

d. To update the password run the following command from the console:

python -c¢ "from db_connection_ngt inport *;
print (encode_val ues_dat a(' <password>'))"

e. Copy and paste the encrypted user id and password into the pipeline script located in
the bottom of the page.
For example:

Figure 4-8 Sample Output

(env) [jenki
env) [jenki a c - _mgt] onnect ic o - int(el \ ata('testl'))"

_mgt import *; print(encode values_data('t )

¢ “from db_connection_mgt import *; print(encode_y data( ' innotest1'))"

“from db_connection_mgt import *; print{encode_values_data('innotestpsw'))"
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Figure 4-9 Pipeline Script

sh
-a
-b
=iC
-d
-e
-f
-8
-h
-3
-3
Kk
-1
-m
-n
-0
-p
-q
=™

Jvar/lib/jenkins/ocnwdaf_tests/preTestConfig-NewFeatures-NWDAF.sh Y
MWDAF

ocnwdaf-ns \
nudaf-ingress-gateway
308 \
http://ocats-nwdaf-notify:5000 \
http://ocats-nwdaf-notify:50080 \
mesa-simulator \

3080 \
capdc-configuration-manager-service \
3080

g \

9\

nwdaf-capdc-kafka-ui-nodeport-svc Y
3080 \

8\

BN

mysql

3306 \

\

dGVzdDE=
dGVzdHBzdw== }
alW5ub3R1c3Qx

ali5ub3R1c3Rwc3c= \

mysql

3306 \
occne-prometheus-server.occne-infra \
38

/prometheus/api/vl \

@\

45 \

8 \
occne-elastic-elasticsearch-master.occne-infra \
9280 \

yes \

Save the values for later use.

f. Select the Use Groovy Sandbox checkbox.

7. Click Save. Perform the above steps for NWDAF-Regression and NWDAF-Performance
pipelines.

Run the NWDAF ATS test scrips

1. To run the test cases, click Build with Parameters.

2. The TestSuite multi-option page is displayed, ensure the SUT value is NWDAF.
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Figure 4-10 TestSuite Page

Pipeline NWDAF-NewFeatures

This build requires parameters:

3. Torun all scripts available, select All and click Build.

4. To run scripts on a specific feature, select Single/MultipleFeatures option and select the
Feature you want to run the test on and click Build.
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Figure 4-11 Single/Multiple Features

5. To run scripts on a specific test scenario, select MultipleFeatures_MultipleTestCases
option and select the Feature and the TestCases you want to run the test on and click
Build.
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Figure 4-12 Multiple Features and Testcases

6. The Build History menu displays the list of running jobs, select the latest job displayed in
the list.

7. Click the Console Output option for this job. The jobs progress can be visualized in the
log. The job progress also displays results for test cases and pipelines completed.
For example:

Figure 4-13 Sample Output

1 feature passed, @ failed, @ skipped

3 scenarios passed, @ failed, 18 skipped

38 steps passed, @ failed, 162 skipped, @ undefined
Took @m45.569s

[Pipeline] sh
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Figure 4-14 Sample Output

Mo new Custom Features xmls Available

Pipeline passed

Finished: SUCCESS

4.2 Running OCNADD Test Cases using ATS

This section describes how to run Oracle Communications Network Analytics Data Director
(OCNADD) test cases using ATS. It includes:

e Prerequisites
e Logginginto ATS
«  OCNADD-NewFeatures Pipeline

«  OCNADD-NewFeatures Documentation
e Troubleshooting ATS

4.2.1 Prerequisites

To run OCNADD test cases, ensure that the following prerequisites are met:
e The ATS version must be compatible with the OCNADD release.

e The ATS and Stub must be deployed in the namespace based on the OCANDD
deployment mode, see Note.

* For OCANDD deployments in which ACL is enabled, perform the following steps:

® Note
Skip these steps if ACL is not enabled in the OCNADD deployment.

1. Set the Jenkins pipeline variables INTRA_TLS_ENABLED and ACL_ENABLED to
true.

2. Update the ssl.truststore.password, ssl.keystore.password, and ssl.key.password in
ocnadd_tests/data/admin.properties file inside the ATS pod as follows:

a. Access the Kafka pod from the OCNADD worker group or the default group
deployment in which the SCRAM user configuration was added while enabling the
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ACL. Run the following command, in this example kaf ka- br oker - 0 is the Kafka
pod:

kubect| exec -it kafka-broker-0 -n <namespace> -- bash

b. Extract the ssl/ parameters from the Kafka broker environments, run the following
command:

env | grep -i pass

c. Use the truststore and keystore passwords retrieved from the above command
output to update the ocnadd_tests/data/admin.properties file of the ATS pod, run
the following commands:

kubect| exec -it ocats-ocats-ocnadd- xxxx-XxXxx -n <nanespace> - -
bash

$ vi ocnadd_tests/dataladnm n.properties

Sample output:

security. protocol =SASL_SSL
sasl . mechani sm=PLAI N

sasl . j aas. confi g=org. apache. kaf ka. cormon. security. pl ai n. Pl ai nLogi nMo
dul e required username="ocnadd" password="ocnadd";

ssl.truststore.location=/var/securityfiles/keystore/
trustStore.pl2

ssl.truststore. password=<truststore pass>

ssl . keystore.location=/var/securityfiles/keystore/
keyStore. pl2

ssl . keyst ore. passwor d=<keyst ore pass>

ssl . key. passwor d=<keyst ore pass>

® Note

o Before triggering a new pipeline from Jenkins, delete all existing Data Feed and
Filter configurations from the previous execution.

e If ATS and Stub are in OCNADD centralized deployment mode, exclude the
scenario tag NotSupportedForCentralizedDD follow the step below:

— Inthe Jenkins Ul, navigate from FilterWithTags(Yes) to
Scenario_Exclude_Tags, enter NotSupportedForCentralizedDD and click
Submit.

This step avoids failures from the various scenarios that are not supported by
the OCNADD in the centralized deployment mode.
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4.2.2 Logging in to ATS

Before logging in to ATS, you need to ensure that ATS is deployed successfully using HELM
charts as shown below:

[ ocnadd@8s- bastion ~]$ hel mstatus ocats -n ocnadd- depl oy

NAME: ocats

LAST DEPLOYED: Sat Nov 3 03:48:27 2022

NAMESPACE: ocnadd- depl oy

STATUS: depl oyed

REVI SION: 1

TEST SUITE: None

NOTES:

# Copyright 2018 (C, Oracle and/or its affiliates. Al rights reserved.

Thank you for installing ocats-ocnadd.

Your release is nanmed ocats , Rel ease Revision: 1.
To learn nore about the release, try:

$ hel mstatus ocats
$ hel mget ocats

[ ocnadd@8s- bastion ~] $ kubect| get pod -n ocnadd-deploy | grep ocats

ocat s- ocat s- ocnadd- 54f f ddb548- 4j 8cx 1/1 Runni ng 0 9h
[ ocnadd@8s- bastion ~] $ kubect| get svc -n ocnadd-deploy | grep ocats

ocat s- ocat s- ocnadd LoadBal ancer 10. 20. 30. 40 <pendi ng>

8080: 12345/ TCP 9h

For more information on verifying ATS deployment, see Verifying ATS Deployment.

To log in to ATS, open a browser and provide the IP Address and port details as <Worker-
Node-IP>:<Node-Port-of-ATS>.

@ Note

If LoadBalancer IP is provided, then give <LoadBalancer IP>:8080
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Figure 4-15 ATS Login

Oracle Communications Cloud Native Core - Automated Test Suite

Welcome lo ATS!
“ T
Sign in

v

Keep me signed in

Running ATS
To run ATS:

1. Enter the login credentials. Click Sign in. The following screen appears.

Figure 4-16 OCNADD Pre-Configured Pipelines

Dashboard >

+  Newitem Oracle Communications Cloud Native Core
92, Peopl y
e Teope Automated Test Suite
& Build History
Al
82 My Views
Build Queue v s W Name ¢ Last Success Last Failure Last Duration
No builds in the queue. .
© O NADD-NewFeatures N/A N/A N/A >
Build Executor Status v @ O NADD-Performance N/A N/A N/A >
1 ide
© O NADD-Regression N/A N/A N/A >

g

o s ML Iconlegend N Atom feed for all N Atom feed for falures N Atom feed forjustlatest builds

OCNADD ATS has three pre-configured pipelines.

« OCNADD-NewFeatures: This pipeline has all the test cases delivered as part of
OCNADD ATS - 23.4.0.

« OCNADD-Performance: This pipeline is not operational as of now. It is reserved for
future releases of ATS.

« OCNADD-Regression: This pipeline is not operational as of now. It is reserved for
future releases of ATS.

4.2.3 OCNADD-NewFeatures Pipeline

OCNADD-NewFeatures Pipeline

This is a pre-configured pipeline where users can run all the OCNADD new test cases. To
configure its parameters, which is a one time activity, perform the following steps:
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1. Click OCNADD-NewFeatures in the Name column. The following screen appears:

Figure 4-17 Configuring OCNADD-New Features

Dashboard NADD-NewFeatures
B swws Pipeline NADD-NewFeatures
</> Changes L .
Oracle Communications Cloud Native Core
> Build with Parameters
Automated Test Suite
€8} Configure
Q FullStage View P e6t desaiption
2 Rename Disable Project
8 Test Results Analyzer -
° i ’ Stage View
(@ Pipeline Syntax
No data available. This Pipeline has not yet run.
Build History wend v
& Permalinks

No builds

€|

N\ Atom feed forail ™ Atom feed for failures

In the above screen:
e Click Configure to configure OCNADD-New Features.

»  Click Build History box to view all the previous pipeline executions, and the Console
Output of each execution.

* The Stage View represents the previously run pipelines for reference.

e The Test Results Analyzer is the plugin integrated into the OCNADD-ATS. This
option can be used to display the build-wise history of all the tests. It provides a
consolidated graphical representation of all past tests.

2. Click Configure. Once the page loads completely, click the Pipeline tab:

@ Note

Make sure that the Configure page loads completely before you perform any
action on it. Also, do not modify any configuration other than shown below.

The Pipeline section of the configuration page appears as follows:
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Figure 4-18 Pipeline Section

Dashboard NADD-NewFeatures > Configuration

Configure
Pipeline
£33 General
Definiti
/2 Advanced Project Options
Pipeline script v
@ Pipeline
Script
1+ node ( {
2
5
6
:
10
1
1
13
12
15
16
17
=
Use Groovy Sandbx
Pipeline Synta

Remove the existing default content of the pipeline script and copy the following
script content.

The content of the pipeline script is as follows:

node ('built-in"){

Ila = NF b = NAMESPACE c = DB_HOsST d = DB_USER e =
DB_PASSWORD

/1T = ALARM DB_NAME g = HEALTH_MONI TORI NG_DB_NAME h =
CONFI G_DB_NAME

/11 = ALARM APl _ROOT j = HEALTH MONI TORI NG_API _ROOT k =
CONFI G_SVC_API _ROOT

/11 = U ROUTER_API _ROOT m = ADM N_API _ROOT n =
THI RD_PARTY_CONSUMER_API _ROOT

/1o = BACKUP_RESTORE_| MG_PATH p = ALERT_MANAGER URI q=
PROVETHEUS_UR r = | NTRA_TLS_ENABLED

/'1's = RERUN_COUNT t = ACL_ENABLED u = WORKER_GROUP v =
MANAGEMENT _GROUP

/I Description of Variables:

[I'NF : Name of the NF

/ I NAMESPACE : Namespace name

//DB_HOST : DB Host IP

/1 DB _USER : DB User Nane

/1 DB_PASSWORD : DB Password

/1 ALARM DB NAME : Al arm Servi ce DB Nane

/I HEALTH MONI TORI NG DB NAME : Heal th Monitoring Service DB Nane

/1 CONFI G DB_NAME : Configuration Service DB Nane

/1 ALARM APl _ROOT : Alarm Service APl Root

/I HEALTH MONI TORI NG _API _ROOT : Health Monitoring Service APl Root

/1 CONFI G_SVC_API _ROOT : Configuration Service APl Root

[/ U ROUTER_API _ROOT : U Router APl Root
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[/ ADM N_API _ROOT : Adnin Service APl Root

[/ TH RD_PARTY_CONSUMER_API _ROOT : Third Pary Consumer APl Root

[ | BACKUP_RESTORE_| M5 PATH : Repository path for Backup restore inmage
[ ALERT_MANAGER_URI : Alert Manager APl Root

[/ PROVETHEUS_URI : Pronet heus UR

[ I NTRA_TLS_ENABLED : IntraTLS Val ue true/fal se

/I RERUN_COUNT : ReRun Count for Failed Tests

/I ACL_ENABLED : ACL Enabl ed true/false

[T WORKER_GROUP : Worker Group Nanespace nane

/1 MANAGEMENT_GROUP : Managenent G oup Namespace name

Shlll
sh /var/lib/jenkins/ocnadd_tests/preTest Confi g- NewFeat ur es- NADD. sh

NADD \
<ocnadd- namespace> \
<DB_HOST> \
<DB USER> \
<DB_PASSWORD> \
al arm schema \
heal t hdb_schema \
configuration_schema \
ocnaddal ar m <managenent - gr oup- nanespace>. svc. <donai nNanme>: 9099 \
-j ocnaddheal t hroni t ori ng. <managenent - gr oup-
namespace>. svc. <domai nName>: 12591 \
-k ocnaddconfi guration. <managenent - gr oup-
namespace>. svc. <domai nName>: 12590 \
-1 ocnaddbackendr out er. <managenent - gr oup-
namespace>. svc. <donmai nNane>: 8988 \
-m ocnaddadmi nservi ce. <managenent - gr oup-
namespace>. svc. <domai nNane>: 9181 \
-n ocnaddt hi rdpart yconsuner. <wor ker - gr oup-
namespace>. svc. <donmai nNane>: 9094 \
-0 <repo- pat h>/ ocdd. repo/ ocnaddbackupr est ore: <t ag> \
-p occne- kube- prom st ack- kube- al ert manager . occne-
i nfra.svc. <domai nName>: 80/ <cl ust er Name> \
- occne- kube- prom st ack- kube- pronet heus. occne-
i nfra. svc. <domai nNanme>: 80/ <cl ust er Name>/ pr onet heus/ api / v1/ query \
-r true \
-s 2\
-t false \
-u <wor ker - gr oup- nanespace: cl ust er Nane> \
-v <managenent - gr oup- nanespace> \

'
SJKQ DO O O T QD

i f(env.lnclude_Regression && "${Incl ude_Regression}" == "YES"){
sh *""sh /var/lib/jenkins/comron_scripts/merge_jenkinsfile.sh"'
load "/var/lib/jenkins/ocnadd_tests/jenkinsDatal/Jenkinsfile- NADD-
Mer ged"”
}
el sef
load "/var/libljenkins/ocnadd tests/jenkinsDatalJenkinsfile-NADD
NewFeat ur es"

}
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You can modify pipeline script parameters from "-b" to "-q" on the basis of your
deployment environment, click on 'Save' after making the necessary changes.

The description of all the script parameters is as follows:

a: Name of the NF to be tested in the capital (NADD).

b: Namespace in which the NADD is deployed (ocnadd-deploy).
c: DB Host IP provided NADD deployment (10.XX.XX.XX).

d: DB username provided during NADD deployment.

e: DB password provided during NADD deployment.

f. DB Schema Name of ocnaddalarm microservice provided during NADD deployment
(alarm_schema).

g: DB Schema Name of ocnaddhealthmonitoring microservice provided during NADD
deployment (healthdb_schema).

h: DB Schema Name of ochaddconfiguration microservice provided during NADD
deployment (configuration_schema).

i: API root endpoint to reach NADD's ocnaddalarm microservice. (<Worker-Node-
IP>:<Node-Port-of-ocnaddalarm>) or default value

J: API root endpoint to reach NADD's ocnaddhealthmonitoring microservice. (<Worker-
Node-IP>:<Node-Port-of-ocnaddhealthmonitoring>) or default value

k: API root endpoint to reach NADD's ocnaddconfiguration microservice. (<Worker-
Node-IP>:<Node-Port-of-ocnhaddconfiguration>) or default value

I: API root endpoint to reach NADD's ocnaddbackendrouter microservice. (Not used in
the current release, use the default value)

m: API root endpoint to reach NADD's ocnaddadminservice microservice. (Not used in
the current release, use the default value)

n: API root endpoint to reach NADD's ochaddthirdpartyconsumer microservice.
(<Worker-Node-IP>:<Node-Port-of-ocnaddthirdpartyconsumer>) or default value

o: Repository path for ochaddbackuprestore image.
p: API root endpoint to reach alert manager microservice.
q: Prometheus URI

r: Set the IntraTLS value to either "true" or "false" based on user requirement and
OCNADD deployment (either with intraTIS enabled or disabled).

s: Rerun count for failed test cases. The default value is set to '2". It can be set to '0',
'1", or any other value based on user requirements.

t: Set the ACL_ENABLED value to either "true" or "false" based on the OCNADD
deployment (ACL enabled or disabled).

u: Worker group namespace name along with cluster name.

v: Management group namespace name.

® Note

If ATS and Stub are on a OCNADD in non-centralized deployment mode, then u:
<worker-group-namespace:clusterName> and v: <management-group-namespace>
will be in the same namespace.
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Running OCNADD Test Cases

To run OCNADD test cases, perform the following steps:

1. Click the Build with Parameters link available in the left navigation pane of the NADD-
NewFeatures Pipeline screen. The following page appears:

Figure 4-19 Pipeline NADD_NewFeatures

Dashboard > NADD-NewFeatures

B stows Pipeline NADD-NewFeatures
<[> Changes

[>  Build with Parameters

3 Configure
Q, Full Stage View Automated Test Suite - NADD

Oracle Communications Cloud Native Core

B H™MLReport EXECUTION OPTIONS
Yr Favorite

TestSuite sutT Configuration_Type FilterWithTags

& Open Blue Ocean Neweatures NADD Product Config o NO -

2 Rename Include_Regression

FEATURES AND TESTCASES

% TestResults Analyzer

@ Pipetine Syntax

Features Al v

¢ Build History trend ~

m Sy

2. Select Configuration_Type as Product_Config.
3. SetInclude_Regression to 'NO' from the drop-down list.
4. In Select_Option:

* Select All to run all the feature test cases and click the Build button to run the
pipeline.

* Choose Single/MultipleFeatures to run the specific feature test cases and click the
Build button to run the pipeline.

*  Choose MultipleFeature/MultipleTestCases to select multiple features and multiple
test cases within the selected features and click the Build button to run the pipeline.

4.2.4 OCNADD-NewFeatures Documentation

The NADD-NewFeatures pipeline has a HTML report of all the feature files that can be tested
as part of the OCNADD ATS release. Follow the procedure listed below to view all the
OCNADD functionalities:

1. On the Pipeline NADD-NewFeatures page click Documentation in the left navigation
pane. All test cases provided as part of the OCNADD ATS release are displayed on the
screen.
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@® Note

* The Documentation option appears on the screen only if NADD-
NewFeatures pipeline test cases are executed at least once.

» Use the Firefox browser to open the Documentation, other browsers are not
supported.

Figure 4-20 Documentation

My Project

Main Page  Related Pages Q-
Related Pages

Here is a list of all related documentation pages:

AdapterService
AggregationService
AlarmService
ConfigurationService
EgressFilter
HealthMoniteringService
IngressFilter

SystemTest

2. Click any functionality to view its test cases and scenarios for each test case.

3. To exit, click Back to NADD-NewFeatures on the top-left corner of the screen.

4.2.5 Troubleshooting ATS

This section provides troubleshooting procedures for some common ATS test case failures.

Offset Count Mismatch Results in Test Case Failure
Problem

Test cases fail due to the offset count mismatch. Delay in third-party consumers receiving
messages results in this failure.

Sample Error Message

Exanpl e: The test case failed due to offset count of the MAIN topic(which is
186) does not match with off set count of the third-party Consunmer(which is
155)

Then Conpare the offset change in MAIN topic and consumer ... failed in 0.000s
Assertion Failed: The increase in offset counts is not matching, increase in
offset of MAIN: 186 , increase in offset of Consuner : 155

Captured stdout:

{"Location': '"http://ocnaddconfiguration: 12590/ ocnadd- confi gurati on/

configure/v3/ app-oracl e-cipher', 'content-length : "0}

['OCL', '2023-08-13T19:49:49.9447', 'INFO, '1', '---", '"[", 'scheduling-1]",
‘¢, ".o", '.c¢', ".c¢', .0, ".c', '.c¢', ".ConsunerController', :', "|",
CTOTALY, |, 0T, (0, ),

['OCL', '2023-08-13T19:49:49.9447', 'INFO, '1', '---", '"[", 'scheduling-1]",
‘¢, ".o", '.¢', ".c¢', .0, ".c', '.c', ".ConsunerController', ':',

R o e e e e e e
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e T +'
['OCL', '2023-08-13T19:50:14.9527', 'INFO, '1', '---', '[", 'scheduling-1]",
‘¢, ".o", '.¢', ".c¢', .o, ".c', ".c¢', ".ConsunerController', ":', "|",
"*TOTAL*', "|', "155', "(0', )", "|"]

['OCL', '2023-08-13T19:50:14.9527', 'INFO, '1', '---', '[", 'scheduling-1]",
‘¢', .o, ".¢', ".¢', ".0", ".c', ".c', ".ConsunerController', ":',
T, e

AR T R LR P +]
Solution

The test cases which failed due to offset count mismatch, pass when a test case rerun is
performed.

Assertion Failed: Status code:404 did not match with 204
Problem

The test cases fail due to 'Assertion Failed: Status code:404 did not match with 204'. This error
occurs when any previous scenario abruptly fails without executing all the steps of the
scenario.

Sample Error Message

Exanpl e:
Gven delete already existing data feeds ... failed in 0.346s
Assertion Failed: FAILED SUB-STEP. G ven del ete already existing
configurations
Substep info: Assertion Failed: Status code:404 did not match with 204
Traceback (of failed substep):
File "/env/lib64/python3. 9/site-packages/ behave/ nodel . py", line 1329, in run
mat ch. run(runner. cont ext)
File "/env/lib64/python3. 9/site-packages/ behave/ mat chers.py", line 98, in
run
sel f.func(context, *args, **kwargs)
File "/var/lib/jenkins/cncats/ocnftest/ocnadd steps.py", line 1906, in
step_inp
assert False , 'Status code:{} did not match with
204" . format (cont ext . response. st at us_code)

Solution

The test cases which failed due to previous scenario failures, pass when a test case rerun is
performed.

OCNADD Pods Enter a 'Image Pull' Error State
Problem

The OCNADD pods enter a 'Image Pull' error state after a few test cases are executed. This
occurs when a test case appends a suffix to the image name and its execution is incomplete.

Solution

Correct the image name by editing the pods deployment and rerun the test suite.
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