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My Oracle Support

My Oracle Support (https://support.oracle.com) is your initial point of contact for all product
support and training needs. A representative at Customer Access Support can assist you with
My Oracle Support registration.

Call the Customer Access Support main number at 1-800-223-1711 (toll-free in the US), or call
the Oracle Support hotline for your local country from the list at http://www.oracle.com/us/
support/contact/index.html. When calling, make the selections in the sequence shown below
on the Support telephone menu:

* For Technical issues such as creating a new Service Request (SR), select 1.

*  For Non-technical issues such as registration or assistance with My Oracle Support, select
2.

*  For Hardware, Networking and Solaris Operating System Support, select 3.

You are connected to a live agent who can assist you with My Oracle Support registration and
opening a support ticket.

My Oracle Support is available 24 hours a day, 7 days a week, 365 days a year.
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Acronyms

The following table provides information about the acronyms and the terminology used in the

document.

Table Acronyms

Acronym Description

3GPP 3rd Generation Partnership Project

5GC 5G Core Network

5GS 5G System

AF Application Function

API Application Programming Interface

AMF Access and Mobility Management Function

AnLF Analytics Logical Function

CAP4C Converged Analytics Platform for Communication

CNC Cloud Native Core

CNE Oracle Communications Cloud Native Core, Cloud Native
Environment

CSP Communications Service Provider

FE Front End

FQDN Fully Qualified Domain Name

GUI Graphical User Interface

HTTPS Hypertext Transfer Protocol Secure

KPI Key Performance Indicator

HA High Availability

IMSI International Mobile Subscriber Identity

K8s Kubernetes

MDT Mobile Data Terminal

ME Monitoring Events

MICO Mobile Initiated Connection Only

ML Machine Learning

MLOPs Machine Learning Operations

MTLF Model Training Logical Function

Network Slice A logical network that provides specific network capabilities and
network characteristics.

NEF Oracle Communications Cloud Native Core, Network Exposure
Function

NF Network Function

NRF Oracle Communications Cloud Native Core, Network Repository
Function

NSI Network Slice instance. A set of Network Function instances and
the required resources (such as compute, storage and networking
resources) which form a deployed Network Slice.

NSSF Oracle Communications Cloud Native Core, Network Slice Selection
Function

OCNWDAF Oracle Communications Networks Data Analytics Function
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Table (Cont.) Acronyms

Acronym Description

OAM Operations, Administration, and Maintenance
PLMN Public Land Mobile Network

RAN Radio Access Network

REST Representational State Transfer

SBA Service Based Architecture

SBI Service Based Interface

SMF Session Management Function

SNMP Simple Network Management Protocol

SUPI Subscription Permanent Identifier

UDM Unified Data Management

UE User Equipment

UPF User Plane Function

UDR Oracle Communications Cloud Native Core, Unified Data Repository
UDM Unified Data Management

URI Uniform Resource Identifier
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What's New In This Guide

This section introduces the documentation updates for Release 24.1.x in Oracle
Communications Networks Data Analytics Function Troubleshooting Guide.

Release 24.1.0 - F92228-01, April 2024
The following troubleshooting scenarios are added:

e Podsin IPv4 in IPv6 Deployment
* NREF Client Errors
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Introduction

This document provides information about troubleshooting Oracle Communications Network
Data Analytics Function (OCNWDAF).

1.1 Overview

Oracle Communications Network Data Analytics Function (OCNWDAF) is a Network Function
(NF) in the 5G core network of the 5G Network Architecture.

The OCNWDAF enables the operator to collect and analyze the data in the network through an
analytics function. The 5G technology requires prescriptive analytics to drive closed-loop
automation and self-healing networks. In a 5G network, the consumers of data are 5G NFs,
Application Functions (AFs), and Operations, Administration, and Maintenance (OAM) and the
data producers are NFs.

1.2 References

For more information about OCNWDAF, refer to the following documents:

e Oracle Communications Networks Data Analytics Function Installation and Fault Recovery
Guide

e Oracle Communications Networks Data Analytics Function User Guide
e Oracle Communications Networks Data Analytics Function Solution Guide

e Oracle Communications Cloud Native Configuration Console Installation, Upgrade, and
Fault Recovery Guide

e Oracle Communications Cloud Native Environment Installation, Upgrade, and Fault
Recovery Guide.
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Logs

This chapter explains the process to retrieve the logs and status that can be used for effective
troubleshooting.

2.1 Log Levels

Logs register system events along with their date and time of occurrence. They also provide
important details about a chain of events that could have led to an error or problem.

A log level helps in defining the severity level of a log message. For OCNWDAF, the log level
of a microservice can be set to any one of the following valid values:

 TRACE: A log level that describes events, as a step by step execution of code. This can
be ignored during the standard operation, but may be useful during extended debugging
sessions.

« DEBUG: A log level used for events during software debugging when more granular
information is needed.

* INFO: A standard log level indicating that something has happened, an application has
entered a certain state, etc.

WARN: A log level indicates that something unexpected has happened in the application, a
problem, or a situation that might disturb one of the processes. But this does not mean that
the application has failed. The WARN level should be used in situations that are
unexpected, but the code can continue to work.

« ERROR: A log level that should be used when an application hits an issue preventing one
or more functionalities from functioning.

® Note

Log levels are defined in the helm chart and as parameters of the Kubernetes pod,
they can be updated by changing the Kubernetes pod deployment.

Using this information, the logs can be filtered based on the system requirements. For
instance, if you want to filter the critical information about your system from the informational
log messages, set a filter to view messages with only WARN log level in Kibana.

The following table provides log level details that may be helpful to handle different NRF Client
Service debugging issues:

Table 2-1 Log Levels
e _____________________ _____________________ |

Scenarios Pod Logs to be searched Log Level
Registration with NRF nrf-client-service Register completed INFO
Successful successfully /
"nfServiceStatus":"REGI
STERED"
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Table 2-1 (Cont.) Log Levels
|

Chapter 2
Collecting Logs

Scenarios Pod Logs to be searched Log Level

Heartbeat message log | nrf-client-service Update completed INFO
successfully

NRF configurations nrf-client-service NRF client config INFO

reloading reloaded

Check for exiting NF nrf-client-service No registered NF WARN

Instance Entry instance exists

Started Application nrf-client-service Successful application INFO
start

NRF Client Config nrf-client-service Initialize NRF client INFO

Initialized configuration

FQDN/BASEURL/ nrf-client-service response=<503,java.net. | WARN

livenessProbeUrl UnknownHostException

Improper

nudr-drservice liveness | nrf-client-service NFService liveness WARN

probe failure probe failed

Check if Ports nrf-client-service Undertow started on INFO

successfully listening port(s)

Registration with NRF nrf-client-service Register failed ERROR

failed

De registration with NRF | nrf-client-service Deregister completed INFO

successful successfully

De registration with NRF | nrf-client-service Deregister failed ERROR

failed

NF Profile update failed | nrf-client-service Update failed ERROR

2.2 Collecting Logs

This section describes the steps to collect logs from PODs and containers. Perform the

following steps:

1. Run the following command to get the PODs details:

kubect |

-n <namespace_name> get pods

2. Collect the logs from the specific pods or containers:

kubect |

| ogs <podnane> -n <nanespace> -c <contai ner nane>

3. Store the log in a file using the following command:

kubect |

| ogs <podnane> -n <nanespace> > <fil ename>

4. (Optional) You can also use the following commands for the log stream with file redirection
starting with last 100 lines of log:

kubect |
<fil enane>

| ogs <podnane> -n <nanespace> -f --tail
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Collect Logs using Deployment Data Collector Tool

For more information on how to collect the logs, see Oracle Communication Cloud Native Core
Data Collector Guide.

2.3 Collect Logs using Deployment Data Collector Tool

Perform this procedure to start the NF Deployment Data Collector module and generate the
tarballs. If the user does not specify the output storage path, then this module generates the
output in the same directory where the module ran.

nfDataCapture.sh is a script which can be used for collecting all the required logs from NF
deployment for debugging issues. The script collects logs from all microservice PODs of
specified Helm input, Helm deployment details, the status, description of all the Kafka topics,
status.server properties, and description of all the pods, services and events.

Before running the script, ensure the following requirements are met:

* Ensure that you have appropriate privileges to access the system and run kubect| and
hel mcommands.

*  Perform this procedure on the same machine where the OCNWDAF is deployed using
hel mor kubect| .

* Run the chmod +x nfDataCapture.sh command on the tool to provide the executable
permission.

*  Run the following command to start the module:
. I'nf Dat aCapt ure. sh -n| - - k8Nanespace=[ K8 Nanmespace] -Kk|--
kubect | =[ KUBE_SCRI PT_NAME] - h| - - hel me[ HELM SCRI PT_NAME]  -s] - -
si ze=[ SI ZE_ OF_EACH TARBALL] -o0]--tool QutputPath -hel n8=[true|false]
Where:
e« <K8 Nanespace> is the Kubernetes Namespace where OCNWDAF is deployed.
e <KUBE_SCRI PT_NAME> is the Kube script name.
e <HELM SCRI PT_NAME> is the Helm script name.
e <SI ZE OF EACH TARBALL> indicates the size of each tarball.
Example:

. I'nf Dat aCapt ure. sh --k8Nanespace=ocnwdaf - ns

@® Note

» If the size of the tarball and location are not specified, a default sized tarball will be
generated (10M) and the default location of output will be the tool working
directory.

» Kafka Detailed Status is true by default and if we do not want to collect the details
we have to specify the argument f al se in the command.

e By default, Helm2 is used. Use proper argument in command to use Helm3.
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@® Note

If the database is not in same namespace, run the script again for the namespace in
which database is deployed to capture the database related logs.

To verify the generated tars, run the commands:

cd <generat ed-tarbal | - nane>
I's

« Only if the size of the tar generated is greater than "SIZE_OF EACH_TARBALL" specified
in the command (for example, ocnwdaf.debugData.2023.02.28 09.15.01.tar.gz), the tar is
split into multiple tarballs based on the size specified.

* After running the command, tarballs will be created based on size specified in the following
format:
<nanmespace>. debugDat a. <t i nest anp>

Example:

ocnwdaf . debugDat a. 2023. 02. 28 _09. 15. 01

Each tarball can then be combined into one tarball using the following command:
cat <splitted files*> <conbi nedTarBal |l >.tar. gz

cat ocnwdaf. debugDat a. 2023. 02. 28_09. 15. 01* >
ocnwdaf . debugDat a. 2023. 02. 28_09. 15. 01- conbi ned. tar. gz

2.4 Understanding Logs

This chapter explains the logs you need to look into to handle different OCNWDAF debugging
issues.

For more information on how to collect the logs, see Oracle Communication Cloud Native Core
Data Collector Guide.

Log Formats

OCNWDAF supports the following log formats:
- Executor logs
Format:

<datetine> - <level > - <nodul e>. <line> [<thread>] : <nessage>

Where:

— dat eti nme - The date and time of the event.

— level -Helpsin defining the severity level of a log message.
— nodul e - Software component that created the message.

— |ine - Line of the source code where the message happened.

— thread - Name of the thread that is currently running.
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nmessage - Description of the event.

e Controller logs
Format:

<datetinme> <level> <process> --- [<thread>] <l oggername> :

Where:

dat et i ne - The date and time of the event.

| evel - Helps in defining the severity level of a log message.
process - Name of the process that is currently running.

t hr ead - Name of the thread that is currently running.

| ogger nane - The source class name (often abbreviated).

nmessage - Description of the event.
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Debug Tool

The Debug Tool provides third-party troubleshooting tools for debugging the runtime issues for
the lab environment.

Following are the available tools:

e tcpdump
. ip

° netstat

o curl

*  ping

°  nmap

* dig

3.1 Preconfiguration Steps

This section explains the preconfiguration steps for using the debug tool:

@ Note

« For CNE 23.2.0 and later versions, follow Step a of Configuration in CNE.

»  For CNE versions prior to 23.2.0, follow Step b of Configuration in CNE.

1. Configuration in CNE
The following configurations must be performed in the Bastion Host.

a. When OCNWDAF is installed on CNE version 23.2.0 or above:

® Note

* In CNE version 23.2.0 or above, the default CNE 23.2.0 Kyverno policy,
disallow-capabilities, do not allow NET_ADMIN and NET_RAW
capabilities that are required for debug tool.

*  To run Debug tool on CNE 23.2.0 and above, the user must modify the
existing Kyverno policy, disallow-capabilities, as below.

Adding a Namespace to an Empty Resource

i. Run the following command to verify if the current disallow-capabilities cluster
policy has namespace in it.
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Preconfiguration Steps

Example:

$ kubect| get clusterpolicies disallowcapabilities -oyan

Sample output:

api Version: kyverno.io/vl
kind: CusterPolicy

spec:
rul es
-excl ude:
any:
-resources: {}

If there are no namespaces, then patch the policy using the following command to
add <namespace> under resources:

$ kubect! patch clusterpolicy disallowcapabilities --type=json \
-p="[{"op": "add", "path": "/spec/rul es/0/exclude/any/0/
resources", "value": {"namespaces":["<nanespace>"]} }]'

Example:

$ kubect! patch clusterpolicy disallowcapabilities --type=json \
-p="[{"op": "add", "path": "/spec/rules/0/exclude/any/0/
resources", "value": {"namespaces":["ocnwdaf"]} }]'

Sample output:

api Version: kyverno.io/vl
kind: CusterPolicy

spec:
rul es:
- excl ude:
resour Ces:
namespaces:
- ocnwdaf

If in case it is needed to remove the namespace added in the above step, use the
following command:

$ kubect! patch clusterpolicy disallowcapabilities --type=json \
-p="[{"op": "replace", "path": "/spec/rules/0/exclude/any/0/
resources", "value": {} }]'

Sample output:

api Version: kyverno.io/vl
kind: CusterPolicy

Networks Data Analytics Function Troubleshooting Guide

F92228-01

October 24, 2025

Copyright © 2022, 2024, Oracle and/or its affiliates. Page 2 of 17



ORACLE

Chapter 3
Preconfiguration Steps

spec:

rul es:

-excl ude:
any:
-resources: {}

Adding a Namespace to an Existing Namespace List

Run the following command to verify if the current disallow-capabilities cluster
policy has namespaces in it.
Example:

$ kubect| get clusterpolicies disallowcapabilities -oyan

Sample output:

api Version: kyverno.io/vl
kind: CusterPolicy

spec:
rules
- excl ude:
any:
-resources:
namespaces:
- nanespacel
- nanespace2
- nanespace3

If there are namespaces already added, then patch the policy using the following
command to add <namespace> to the existing list:

$ kubect! patch clusterpolicy disallowcapabilities --type=json \
-p="[{"op": "add", "path": "/spec/rul es/0/exclude/any/0/resources/
namespaces/-", "value": "<namespace>" }]'

Example:

$ kubect! patch clusterpolicy disallowcapabilities --type=json \
-p="[{"op": "add", "path": "/spec/rul es/0/exclude/any/0/resources/
nanespaces/-", "value": "ocnwdaf" }]'

Sample output:

api Version: kyverno.io/vl
kind: CusterPolicy

spec:
rul es:
- excl ude:
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resour ces
namespaces:
- nanespacel
- nanespace?
- nanespace3
- ochwdaf

iii. Ifin case it is needed to remove the namespace added in the above step, use the
following command:

$ kubect! patch clusterpolicy disallowcapabilities --type=json \
-p="[{"op": "renove", "path": "/spec/rul es/0/exclude/any/0/
resour ces/ nanespaces/ <i ndex>"}]"

Example:

$ kubect| patch clusterpolicy disallowcapabilities --type=json \
-p="[{"op": "remove", "path": "/spec/rul es/0/exclude/any/0/
resour ces/ namespaces/ 3"}]"

Sample output:

api Version: kyverno.io/vl
kind: CusterPolicy

spec:

rul es
-excl ude:
resour ces
namespaces
- nanespacel
- nanespace?
- nanespace3
@® Note

While removing the namespace, provide the index value for namespace
within the array. The index starts from '0'.

b. When OCNWDAF is installed on CNE version prior to 23.2.0
PodSecurityPolicy (PSP) Creation

Create a PSP by running the following command from the bastion host. The
parameters readOnlyRootFileSystem, allowPrivilegeEscalation, and
allowedCapabilities are required by debug container.
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Other parameters are mandatory for PSP creation and can be customized as
per the CNE environment. The default values are recommended.

$ kubect| apply -f - <<ECF

api Version: policy/vlbetal
ki nd: PodSecurityPolicy
met adat a:

nane: debug-t ool - psp

spec:

readOnl yRoot Fi | esystem fal se
al l owPrivil egeEscal ation: true
al | owedCapabilities:
- NET_ADM N
- NET_RAW
fsG oup:

ranges:

- max: 65535

mn: 1

rul e: Mist RunAs
runAsUser:

rul e: Mist RunAsNonRoot
seLi nux:

rul e: RunAsAny
suppl erment al G- oups:

rul e: RunAsAny
vol unes:
- confighap
- downwar dAPI
- enptyDir
- persistent Vol uned ai m
- projected
- secret

Role Creation

Run the following command to create a role for the PSP:

kubect!| apply -f - <<EOF
api Version: rbac. authori zation. k8s.io/vl
kind: Role
met adat a:

nane: debug-tool-role
namespace: cncc

rul es:
- api G oups:

- policy

resources:

- podsecuritypolicies
verbs

- use
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resour ceNanes:
- debug-t ool - psp
ECF

RoleBinding Creation

Run the following command to associate the service account for the OCNWDAF
namespace with the role created for the PSP:

$ kubect| apply -f - <<ECF
api Version: rbac. authori zation. k8s.io/vl
ki nd: Rol eBi ndi ng
met adat a:
nane: debug-t ool -rol ebi ndi ng
nanespace: ocnwdaf
rol eRef :
api G oup: rbac. authorization.k8s.io
kind: Role
nane: debug-tool-role
subj ects:
- kind: Goup
api G oup: rbac. authorization.k8s.io
name: system serviceaccounts
EOF

2. Configuration in NF specific Helm
Following updates must be performed in custom_values.yaml file.

a.

b.

Log in to the NF server.

Open the custom_values file:
$ vim <custom val ues file>
Under global configuration, add the following:

# Al owed Val ues: DI SABLED, ENABLED
# Preference is to set "resources" request and limt to sane values to
avoi d HPA issues.
extraCont ai ners: DI SABLED
debugTool Cont ai ner MenoryLinit: 4G
ext raCont ai nersVol umesTpl : |
- nane: debug-tools-dir
emptyDir:
medi um Menory
sizeLimt: {{ .Values.global.debugTool Container MenoryLimt |
quote }}
extraCont ai nersTpl : |
- conmand:
- Ibin/sleep
- infinity
i mage: <i mage- nane>: <i mage-tag>
i magePul | Policy: Al ways
name: tools
resour ces:
requests:
epheneral -storage: "512M "
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cpu: "0.5"

mermory: {{ .Val ues. gl obal . debugTool Cont ai ner Menor yLi mi t
quote }}

limts

epheneral -storage: "512M "

cpu: "0.5"

mermory: {{ .Val ues. gl obal . debugTool Cont ai ner Menor yLi mi t
quote }}

securityContext:
all owPrivil egeEscal ation: true
capabilities:
drop:
- ALL
add:
- NET_RAW
- NET_ADM N
runAsUser: <user-id>
vol umeMount s:
- nmount Path: /tnp/tools
nane: debug-tool s-dir

® Note

*  Debug Tool Container comes up with the default user ID - 7000. If you
want to override this default value, use the ‘runAsUser" field, or else, you
can skip the field.

Default value: uid=7000(debugtool) gid=7000(debugtool)
groups=7000(debugtool)

* In case you want to customize the container name, replace the ‘'name’
field in the above values.yaml with the following:

nane: {{ printf "%-tools-%" (include "getprefix" .)
(include "getsuffix" .) | trunc 63 | trinPrefix "-" |
trinmsuffix "-" }}

This will ensure that the container name is prefixed and suffixed with the
necessary values.

d. Under service specific configurations for which debugging is required, add the
following:

# Al owed Val ues: DI SABLED, ENABLED, USE_GLOBAL_VALUE
extraContai ners: USE GLOBAL_VALUE
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@® Note

* Atthe global level, ext raCont ai ner s flag can be used to enable or disable
injecting extra containers globally. This ensures that all the services that
use this global value have extra containers enabled or disabled using a
single flag.

e Atthe service level, extraCont ai ner s flag determines whether to use the
extra container configuration from the global level or enable or disable
injecting extra containers for the specific service.

3.2 Deploy Debug Tool

Following is the procedure to run Debug Tool.

1. Run the following command to retrieve the POD details:

$ kubect| get pods -n <k8s nanmespace>

Example:

$ kubect! get pods -n ocnwdaf
2. Run the following command to enter Debug Tool Container:

$ kubect| exec -it <pod name> -c <debug_contai ner name> -n <nanespace> bash
3. Run the debug tools:

bash -4.2$ <debug_t ool s>

Example:
bash -4.2$ tcpdunp
4. Copy the output files from container to host:

$ kubect! cp -c <debug_contai ner name> <pod name>:<file location in
contai ner> -n <nanespace> <destination | ocation>

3.3 Tools Tested in Debug Container

Following is the list of debugging tools that are tested.

tcpdump

The following table describes the options that are testing using t cpdunp tool.
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Table 3-1 tcpdump
. _____________________________________ |

Options | Description Output Capabilities

Tested

-D Print the list of the network [t cpdunp -D NET_ADMIN,
interfaces available on the NET_RAW
system and on which 1. eth02.
tcpdump can capture 2. nflog (Linux netfilter log (NFLOG) interface)
packets.

3. nfqueue (Linux netfilter queue (NFQUEUE) interface)
4. any (Pseudo-device that captures on all interfaces)
5. lo [Loopback]

-i Listen on interface tcpdump -i ethO NET_ADMIN,
tcpdump: verbose output suppressed, use -v or -vv for full NET_RAW
protocol decodelistening on eth0, link-type EN10MB
(Ethernet), capture size 262144 bytes12:10:37.381199 IP
cncc-core-ingress-gateway- 7ffc49bb7f-2kkhc.46519 >
kubernetes.default.svc.cluster.local.https: Flags [P], seq
1986927241:1986927276, ack 1334332290, win 626,
options [nop,nop,TS val 849591834 ecr 849561833], length
3512:10:37.381952 IP cncc-core-ingress-
gateway-7ffc49bb7f-2kkhc.45868 > kube-dns.kube-
system.svc.cluster.local.domain: 62870+ PTR? 1.0.96.10.in-
addr.arpa. (40)

-w Write the raw packets to file |t cpdunp -w capture. pcap -i ethO NET_ADMIN,
rather than parsing and NET_RAW
printing them out.

-r Read packets from file (which |t cpdunp -r capture. pcap NET_ADMIN,
was created with the -w reading from file /tmp/capture.pcap, link-type EN10MB NET_RAW

option).

(Ethernet)12:13:07.381019 IP cncc-core-ingress-
gateway-7ffc49bb7f-2kkhc.46519 >
kubernetes.default.svc.cluster.local.https: Flags [P], seq
1986927416:1986927451, ack 1334332445, win 626,
options [nop,nop,TS val 849741834 ecr 849711834], length
3512:13:07.381194 IP
kubernetes.default.svc.cluster.local.https > cncc-core-
ingress-gateway-7ffc49bb7f-2kkhc.46519: Flags [P, seq
1:32, ack 35, win 247, options [nop,nop,TS val 849741834
ecr 849741834], length 3112:13:07.381207 IP cncc-core-
ingress-gateway-7ffc49bb7f-2kkhc.46519 >
kubernetes.default.svc.cluster.local.https: Flags [.], ack 32,
win 626, options [nop,nop,TS val 849741834 ecr
849741834], length 0

ip

The following table describes the options that are testing using i p tool.
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Table 3-2 ip
. _____________________________________ |
Options | Description Output Capabilities
Tested
addr show | Look at protocol addresses. |ip addr show -
1: lo: <LOOPBACK,UPLOWER_UP> mtu 65536 qdisc
noqueue state UNKNOWN group defaultlink/loopback
00:00:00:00:00:00 brd 00:00:00:00:00:00inet 127.0.0.1/8
scope host lovalid_|Ift forever preferred_lft forever2:
tunl0@NONE: <NOARP> mtu 1480 qgdisc noop state DOWN
group defaultlink/ipip 0.0.0.0 brd 0.0.0.04: ethO@if190:
<BROADCAST,MULTICAST,UPLOWER_UP> mtu 1440
qdisc noqueue state UP group defaultlink/ether
aa:5a:27:8d:74:6f brd ff:ff:ff:ff:ff.ff link-netnsid Oinet
192.168.219.112/32 scope global ethOvalid_|Ift forever
preferred_|Ift forever
route List routes ip route show -
show default via 169.254.1.1 dev ethO
169.254.1.1 dev ethO scope link
addrlabel | List address labels ip addrl abel 1|ist -
list prefix ::1/128 label 0
prefix ::/96 label 3
prefix ::ffff:0.0.0.0/96 label 4
prefix 2001::/32 label 6
prefix 2001:10::/28 label 7
prefix 3ffe::/16 label 12
prefix 2002::/16 label 2
prefix fec0::/10 label 11
prefix fc00::/7 label 5
prefix ::/0 label 1
netstat
The following table describes the options that are testing using net st at tool.
Table 3-3 netstat
. ______________________________________ |
Options | Description Output Capabilities
Tested
-a Show both listening and non- [netstat -a -

listening (for TCP, this means
established connections)
sockets.

Active Internet connections (servers and established)Proto
Recv-Q Send-Q Local Address Foreign Address Statetcp 0 0
0.0.0.0:tproxy 0.0.0.0:* LISTENtcp 0 0 0.0.0.0:websm
0.0.0.0:* LISTENTtcp 0 O cncc-core-ingress:websm
10-178-254-194.ku:47292 TIME_WAITtcp 0 O cncc-core-
ingress:46519 kubernetes.defaul:https ESTABLISHEDtcp 0 0
cncc-core-ingress:websm 10-178-254-194 . ku:47240
TIME_WAITtcp 0 0 cncc-core-ingress:websm
10-178-254-194 .ku:47347 TIME_WAITudp 0 O
localhost:59351 localhost:ambit-Im ESTABLISHEDACctive
UNIX domain sockets (servers and established)Proto RefCnt
Flags Type State I-Node Pathunix 2 [ ] STREAM
CONNECTED 576064861
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Options Description Output Capabilities
Tested
-l Show only listening sockets. [netstat -| --
Active Internet connections (only servers)Proto Recv-Q
Send-Q Local Address Foreign Address Statetcp 0 0
0.0.0.0:tproxy 0.0.0.0:* LISTENtcp 0 0 0.0.0.0:websm
0.0.0.0:* LISTENActive UNIX domain sockets (only
servers)Proto RefCnt Flags Type State I-Node Path
-S Display summary statistics netstat -s --
for each protocol. 1p:4070 total packets receivedO forwardedO incoming packets
discarded4070 incoming packets delivered4315 requests
sent outlcmp:0 ICMP messages receivedO input ICMP
message failed.ICMP input histogram:2 ICMP messages
sent0 ICMP messages failedICMP output
histogram:destination unreachable: 2
-i Display a table of all network |netstat -i -
interfaces. Kernel Interface tablelface MTU RX-OK RX-ERR RX-DRP
RX-OVR TX-OK TX-ERR TX-DRP TX-OVR FlgethO 1440
4131000435500 0BMRUI0 6553600000000 LRU
curl
The following table describes the options that are testing using cur| tool.
Table 3-4 curl
. _________________________________________________________ |
Options | Description Output Capabilities
Tested
-0 Write output to <file> instead |curl -o file.txt http://abc.comfile.txt -
of stdout.
-X Use the specified HTTP curl -x proxy.com 8080 -0 http://abc.com -
proxy. file.txt
ping
The following table describes the options that are testing using pi ng tool.
Table 3-5 ping
|
Options | Description Output Capabilities
Tested
<ip> Run a ping test to see ping 10.178.254. 194 NET_ADMIN,
whether the target host is NET_RAW
reachable or not.
-C Stop after sending ‘'c’ number |ping -c¢ 5 10. 178. 254. 194 NET_ADMIN,
of ECHO_REQUEST NET_RAW
packets.
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Table 3-5 (Cont.) ping

Options | Description Output Capabilities
Tested

-f (with Flood ping. For every ping -f -i 2 10.178.254. 194 NET_ADMIN,
non zero ECHO_REQUEST sent, a NET_RAW

interval) period "." is printed, while for
every ECHO_REPLY
received a backspace is
printed.

nmap

The following table describes the options that are testing using nmap tool.

Table 3-6 nmap

Options | Description Output Capabilities
Tested
<ip> Scan for Live hosts, nmap 10.178. 254. 194 -

Operating systems, packet
filters and open ports running

on remote hosts. Starting Nmap 6.40 ( http://nmap.org ) at

2020-09-29 05:54 UTCNmap scan report for

10- 178- 254- 194. kuber net es. def aul t . svc. cl ust er
.local (10.178.254.194)Host is up (0.00046s
| at ency). Not shown: 995 cl osed
port sPORT STATE SERVI CE22/tcp open
ssh179/tcp open bgp6666/tcp open
irc6667/tcp open irc30000/tcp open
unknownNmap done: 1 IP address (1 host
up) scanned in 0.04 seconds
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Table 3-6 (Cont.) nmap

Options | Description Output Capabilities
Tested
-V Increase verbosity level nmap -v 10.178. 254,194 -

Starting Nmap 6.40 ( http://nmap.org ) at
2020- 09- 29 05:55 UTC

Initiating Ping Scan at 05:55

Scanni ng 10.178.254.194 [2 ports]

Conpl eted Ping Scan at 05:55, 0.00s el apsed
(1 total hosts)

Initiating Parallel DNS resolution of 1
host. at 05:55

Conpl eted Parall el DNS resolution of 1 host.
at 05:55, 0.00s el apsed

Initiating Connect Scan at 05:55

Scanni ng

10- 178- 254- 194. kuber net es. def aul t . svc. cl ust er
.local (10.178.254.194) [1000 ports]

Di scovered open port 22/tcp on 10.178.254.194
Di scovered open port 30000/tcp on

10.178. 254. 194

Di scovered open port 6667/tcp on

10.178. 254. 194

Di scovered open port 6666/tcp on

10.178. 254. 194

Di scovered open port 179/tcp on

10.178. 254. 194

Conpl eted Connect Scan at 05:55, 0.02s

el apsed (1000 total ports)

Nmap scan report for

10- 178- 254- 194. kuber net es. defaul t . svc. cl ust er
.local (10.178.254.194)

Host is up (0.00039s |atency).

Not shown: 995 cl osed ports

PORT STATE SERVI CE

22/tcp open ssh

179/tcp open bgp

6666/tcp open irc

6667/tcp open irc

30000/t cp open unknown

Read data files from /usr/bin/../share/ nmap
Nmap done: 1 |P address (1 host up) scanned
in 0.04 seconds
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Table 3-6 (Cont.) nmap

Options | Description Output Capabilities
Tested
-iL Scan all the listed IP nmap -iL sanple.txt -
addresses in a file. Sample
file

Starting Nmap 6.40 ( http://nmap.org ) at
2020- 09- 29 05:57 UTC

Nmap scan report for |ocal host (127.0.0.1)
Host is up (0.00036s |atency).

O her addresses for |ocal host (not scanned):
127.0.0.1

Not shown: 998 closed ports

PORT STATE SERVI CE

8081/tcp open bl ackice-icecap

9090/t cp open zeus-admn

Nmap scan report for

10- 178- 254- 194. kuber net es. def aul t . svc. cl ust er
.local (10.178.254.194)

Host is up (0.00040s | atency).
Not shown: 995 cl osed ports
PORT STATE SERVI CE

22/tcp open ssh

179/tcp open bgp

6666/tcp open irc

6667/tcp open irc

30000/t cp open unknown

Nmap done: 2 | P addresses (2 hosts up)
scanned in 0.06 seconds

dig

The following table describes the options that are testing using di g tool.

Table 3-7 dig

Options | Description Output Capabilities
Tested

<ip> It performs DNS lookups and | di g 10.178. 254, 194 -

displays the answers that are | Note: The IP should be reachable from inside the container.
returned from the name
server(s) that were queried.

-X Query DNS Reverse lookup. |dig -x 10.178.254. 194 -

3.4 Debug Tool Configuration Parameters

Following are the parameters used to configure debug tool.
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Table 3-8 CNE Parameters
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Parameter Description

apiVersion APIVersion defines the version schema of this representation
of an object.

kind Kind is a string value representing the REST resource this
object represents.

metadata Standard object's metadata.

metadata.name

Name must be unique within a namespace.

spec

This defines the policy enforced.

spec.allowPrivilegeEscalation

Gates whether or not a user is allowed to set the security
context of a container to allowPrivilegeEscalation=true.

spec.allowedCapabilities

Provides a list of capabilities that are allowed to be added to a
container.

spec.fsGroup

Controls the supplemental group applied to some volumes.
RunAsAny allows any fsGroup ID to be specified.

spec.runAsUser

Controls which user ID the containers are run with.
RunAsAny allows any runAsUser to be specified.

spec.seLinux

RunAsAny allows any seLinuxOptions to be specified.

spec.supplementalGroups

Controls which group IDs containers add. RunAsAny allows
any supplementalGroups to be specified.

spec.volumes

Provides a list of allowed volume types. The allowable values
correspond to the volume sources that are defined when
creating a volume.

Role Creation Parameters

Table 3-9 Role Creation

Parameter Description

apiVersion APIVersion defines the schema version of this representation
of an object.

kind Kind is a string value representing the REST resource this
object represents.

metadata Standard object's metadata.

metadata.name

Name must be unique within a namespace.

metadata.namespace

Namespace defines the space within which each name must
be unique.

rules

Rules holds all the PolicyRules for this Role

apiGroups

APIGroups is the name of the APIGroup that contains the
resources.

rules.resources

Resources is a list of resources this rule applies to.

rules.verbs

Verbs is a list of Verbs that apply to ALL the ResourceKinds
and AttributeRestrictions contained in this rule.

rules.resourceNames

ResourceNames is an optional allowed list of names that the
rule applies to.
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Parameter Description

apiVersion APIVersion defines the version of schema of this
representation of an object.

kind Kind is a string value representing the REST resource this
object represents.

metadata Standard object's metadata.

metadata.name

Name must be unique within a namespace.

metadata.namespace

Namespace defines the space within which each name must
be unique.

roleRef

RoleRef can reference a Role in the current namespace or a
ClusterRole in the global namespace.

roleRef.apiGroup

APIGroup is the group for the resource being referenced

roleRef.kind

Kind is the type of resource being referenced

roleRef.name

Name is the name of resource being referenced

subjects

Subjects holds references to the objects the role applies to.

subjects.kind

Kind of object being referenced. Values defined by this API
group are "User", "Group", and "ServiceAccount".

subjects.apiGroup

APIGroup holds the API group of the referenced subject.

subjects.name

Name of the object being referenced.

Debug Tool Configuration Parameters

Table 3-11 Debug Tool Configuration Parameters

Parameter

Description

extraContainers

Specifies the spawns debug container along with application
container in the pod.

debugToolContainerMemoryLimit

Indicates the memory assigned for the debug tool container.

extraContainersVolumesTpl

Specifies the extra container template for the debug tool
volume.

extraContainersVolumesTpl.name

Indicates the name of the volume for debug tool logs storage.

extraContainersVolumesTpl.emptyDir.m

Indicates the location where enpt yDi r volume is stored.

edium

extraContainersVolumesTpl.emptyDir.siz | Indicates the enpt yDi r volume size.
eLimit

command String array used for container command.
image Docker image name

imagePullPolicy

Image Pull Policy

name

Name of the container

resources

Compute Resources required by this container

resources.limits

Limits describes the maximum amount of compute resources
allowed

resources.requests

Requests describes the minimum amount of compute
resources required

resources.limits.cpu

CPU limits

resources.limits.memory

Memory limits

resources.limits.ephemeral-storage

Ephemeral Storage limits
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Table 3-11 (Cont.) Debug Tool Configuration Parameters

Parameter

Description

resources.requests.cpu

CPU requests

resources.reguests.memory

Memory requests

resources.requests.ephemeral-storage

Ephemeral Storage requests

securityContext

Security options the container should run with.

securityContext.allowPrivilegeEscalation

AllowPrivilegeEscalation controls whether a process can gain
more privileges than its parent process. This directly controls
if the no_new_privs flag will be set on the container process

secuirtyContext.readOnlyRootFilesyste
m

Whether this container has a read-only root filesystem.
Default is false.

securityContext.capabilities

The capabilities to add or drop when running containers.
Defaults to the default set of capabilities granted by the
container runtime.

securityContext.capabilities.drop

Removed capabilities

secuirtyContext.capabilities.add

Added capabilities

securityContext.runAsUser

The UID to run the entry point of the container process.

volumeMounts.mountPath

Indicates the path for volume mount.

volumeMounts.name

Indicates the name of the directory for debug tool logs
storage.
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Troubleshooting OCNWDAF

This chapter provides information to troubleshoot the common errors which can be
encountered during the preinstallation and installation procedures of OCNWDAF.

4.1 Generic Checklist

The following sections provide a generic checklist for troubleshooting tips.

Deployment related tips

Perform the following checks after the deployment:

Are OCNWDAF deployment, pods, and services created?
Are OCNWDAF deployment, pods, and services running and available?

Run the following the command:

# kubect! -n <namespace> get depl oynents, pods, svc

Inspect the output, check the following columns:

— AVAILABLE of deployment

— READY, STATUS, and RESTARTS of a pod

— PORT(S) of service

Check if the microservices can access each other through the REST interface.

Run the following command:

# kubect! -n <nanmespace> exec <pod nane> -- curl <uri>

Application related tips

Run the following command to check the application logs and look for exceptions:

# kubect! -n <namespace> logs -f <pod name>

You can use '-f' to follow the logs or 'grep’ for specific pattern in the log output.

4.2 Deployment Related Issue

This section describes the most common deployment related issues and their resolution steps.

It is recommended to perform the resolution steps provided in this guide. If the issue still
persists, then contact My Oracle Support.

4.2.1 Installation
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Pod Creation Failure

Pod Startup Failure

NRF Reqistration Failure

Install Timeout Error

Resource Creation Failure

Pods Enter Pending State

Incorrect Service Account Creation

Service Nodeport Error

Service Configuration or Parameter Mismatch
Run Only DB Creation Hook

Helm Chart Upgrade

Incorrect Values in Helm Chart

Service Account Creation in Openshift Environment

Stream Transformation or Storage Not Working

Data Director Integration - Certificates Not Working

Pods in IPv4 in IPv6 Deployment

4.2.1.1 Pod Creation Failure

A pod creation can fail due to various reasons. Some of the possible scenarios are as follows:

Verifying Pod Image Correctness

To verify pod image:

Check whether any of the pods is in the ImagePullBackOff state.

Chapter 4
Deployment Related Issue

Check if the image name used for all the pods are correct. Verify the image names and
versions in the OCNWDAF installation file. For more information about the custom value
file, see Oracle Communications Networks Data Analytics Function Installation and Fault

Recovery Guide.

Verifying Resource Allocation Failure

To verify any resource allocation failure:

Verifying Resource Allocation Issues on Webscale Environment

Run the following command to verify whether any pod is in the pending state.
kubect!| describe <nwdaf-drservice pod id> --n <ocnef - namespace>

Verify whether any warning on insufficient CPU exists in the describe output of the
respective pod. If it exists, it means there are insufficient CPUs for the pods to start.

Address this hardware issue.

Webscale environment has openshift container installed. There can be cases where,

Pods does not scale after you run the installation command and the installation fails with
timeout error. In this case, check for preinstall hooks failure. Run the oc get job command
to create the jobs. Describe the job for which the pods are not getting scaled and check if

there are quota limit exceeded errors with CPU or memory.
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* Any of the actual microservice pods do not scale post the hooks completion. In this case,
run the oc get rs command to get the list of replicaset created for the NF deployment.
Then, describe the replicaset for which the pods are not getting scaled and check for
resource quota limit exceeded errors with CPU or memory.

« Installation times-out after all the microservice pods are scaled as expected with the
expected number of replicas. In this case, check for post install hooks failure. Run the oc
get job command to get the post install jobs and do a describe on the job for which the
pods are not getting scaled and check if there are quota limit exceeded errors with CPU
or memory.

* Resource quota exceed beyond limits.

Verifying Resources Assigned to Previous Installation

If a previous installations, uninstall procedure was not successful and the uninstall process was
forced, it is possible that some resources are still assigned to the previous installation. This can
be detected by running the following command:

kubect| -n <nanepsace> descri be pod <podnane>

While searching for events, if you detect messages similar to the following message, it
indicates that there are resources still assigned to the previous installation and should be
purged.

0/ n nodes are avail able: n pods has unbound i medi ate Persi stenVol uneC ai s

4.2.1.2 Pod Startup Failure

Follow the guidelines shared below to debug the pod startup failure liveness check issues:

» If dr-service, diameter-proxy, and diam-gateway services are stuck in the Init state, then
the reason could be that config-server is not yet up. A sample log on these services is as
follows:

"Config Server is Not yet Up, Wait For config server to be up."

To resolve this, you must either check for the reason of config-server not being up or if the
config-server is not required, then disable it.

« If the notify and on-demand migration service is stuck in the Init state, then the reason
could be the dr-service is not yet up. A sample log on these services is as follows:

"DR Service is Not yet Up, Wait For dr service to be up."”

To resolve this, check for failures on dr-service.

4.2.1.3 NRF Registration Failure

The OCNWDAF registration with NRF may fail due to various reasons. Some of the possible
scenarios are as follows:

*  Confirm whether registration was successful from the nrf-client-service pod.

e Check the ocnwdaf-nrf-client-nfmanagement logs. If the log has "OCNWDAF is
Unregistered” then:
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— Check if all the services mentioned under allorudr/slf (depending on OCNWDAF mode)
in the installation file has same spelling as that of service name and are enabled.

— Once all services are up, OCNWDAF must register with NRF.

* Ifyou see a log for SERVICE_UNAVAILABLE(503), check if the primary and secondary
NRF configurations (primaryNrfApiRoot/secondaryNrfApiRoot) are correct and they are UP
and Running.

4.2.1.4 NRF Client Errors

Problem

During registration, when the OCNWDAF wants to subscribe to the NRF, the following errors
appear:

Scenario 1:

In the ocn-nwdaf-subscription pod, the con-nwdaf-subscription log displays the following error
message:

2024-03-20T00: 10: 04, 426 [ nwdaf - subscription] ERROR [main] []

com or acl e. cgbu. nwdaf . subscription. application.nrfregister.|istener. N RegisterOnA
ppl i cati onReady. onApplicationEvent:47 - Error when trying to register the N

424 ;. "{"status":424,"detail":"Failed to resolve '"http' [A(1l), AAAA(28)] after 3
queries ", "cause":"UnknownHost Exception occurred in nrfClient"}"

In the nwdaf-ocnf-nrf-client-nfmanagement, the nwdaf-ocnf-nrf-client-nfmanagement log
displays the following error message:

{"instant":{"epochSecond": 1710898639, "nanoCf Second": 579927543}, "t hread": "pool - 8-
thread-2","l evel ": "WARN', "I ogger Nane": "com oracl e. cgbu. cnc. nrf. tineout. Traci ngReq
uest Moni toring", "message":"Event call failed(Wbd ientRequest[ nethod=PUT,
url=http://http://ocnrf-ingressgateway.ocnrf:80/nnrf-nfmvl/ nf-instances/
fe7d992b- 0541- 4c7d- abh84- c6d70b1b01bl, headers=[ Content- Type:\"application/json;
charset=utf-8\", 3gpp-sbi-target-apiroot:\"http://ocn-nrf-sinulator-

service: 8080\"], body={\"nflnstanceld\":\"fe7d992b-0541- 4c7d- ah84-

c6d70b1b01b1\ ", \ " nf Typel ": \ " NWDAF\ ", \ "nf Stat us\ ":\"REG STERED\ ", \"f qdn\ ": \ " nwdaf -
i ngress- gat eway. oc-

nwdaf . svc. pocemeal ", \ "capacity\":100,\ "l oad\": 0,\"nf Servi ces\":
[{\"servicelnstancel d\":\"739279da-

cf 9e- 4f 7a- 9827- 067f 6f a9dd01\ ", \ "servi ceNane\ ": \ " nnwdaf -

event ssubscription\",\"versions\":

[{\"api VersionlnUri\":\"v1\" \"api Ful | Version\":\"1.0.0\"}],\"schene\":\"http\",\
“nf ServiceStatus\":\"REG STERED\ ", \"fqdn\":\ " nwdaf - i ngr ess- gat eway. oc-

nwdaf . svc. pocemea\ ", \ "i pEndPoi nt s\ ": [{\"port\":80}],\"capacity\":100,\"| oad\": 0},
{\"servicelnstancel d\":\"739279da-

cf 9e- 4f 7a- 9827- 067f 6f a9dd02\ ", \ " ser vi ceNane\ ": \ " nnwdaf -

anal yticsinfol",\"versions\":

[{\"apiVersionlnUri\":\"v1\" \"api Ful | Version\":\"1.0.0\"}],\"scheme\":\"http\",\
“nf ServiceStatus\":\"REG STERED\ ", \"fqdn\":\ " nwdaf - i ngress- gat eway. oc-

nwdaf . svc. pocemeal ", \"i pEndPoi nt s\ ":

[{\"port\":80}],\"capacity\":100,\"l oad\": 0}],\"nwdaf I nfo\": {\"eventlds\":

[\ " ABNORMAL_BEHAVI OUR\ ", \"NSI _LOAD LEVEL\",\"UE_MOBI LI TY\",\"NF_LQAD\ ", \ " NETWORK__
PERFORMANCE\ ", \ " USER_DATA_CONGESTI ON\ ", \ " QOS_SUSTAI NABI LI T\ "], \ " nwdaf Event s\ ":
[\ " ABNORMAL_BEHAVI QUR\ ", \"NSI _LOAD LEVEL\",\"UE_MOBI LI TYW\",\"NF_LQAD\ ", \ " NETWORK _
PERFORMANCE\ ", \ " USER_DATA CONGESTI ON\ ", \ "QOS_SUSTAI NABI LI TYW"]}}, tinmeout=PT10S,
pegMetrics=true]): java.net.UnknownHost Exception: Failed to resolve "http' [A(1),
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AAAA(28)] after 3 queri es

","endO Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f4j . Log4j Logger", "t hr eadl

d":98,"threadPriority":5, "messageTi nestanp": "2024- 03-20T01: 37: 19. 579+0000" }

{"instant":{"epochSecond": 1710898639, "nanoCf Second": 580201298}, "t hread": "pool - 8-

thread-2","l evel ": "ERROR', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. api . NRFC i ent Api "
"message": " UnknownHost Exception occurred : ", "thrown":{"message":"Failed to

resolve 'http' [A(1), AAAA(28)] after 3 queries

name":"j ava. net. UnknownHost Excepti on", "ext endedSt ackTrace":

[{"cl ass":"io.netty.resol ver. dns. DnsResol veCont ext ", "met hod": " fi ni shResol ve", "fil
":"DnsResol veContext.java","line": 1097},

{"cI ass":"io.netty.resol ver.dns. DnsResol veContext", "met hod": "t ryToFi ni shResol ve",
“file":"DnsResol veContext.java","line"; 1044},

{"class":"io.netty.resol ver.dns. DnsResol veContext", "met hod": "query","file": "DnsRe
sol veContext.java","line": 432},

{"class":"io.netty.resol ver. dns. DnsResol veCont ext
“file":"DnsResol veCont ext.java","line": 1015},
{"class":"io.netty.resol ver. dns. DnsResol veCont ext
DnsResol veCont ext . java","line": 66},
{"class":"io.netty.resol ver.dns. DnsResol veCont ext $2", " met hod" :

met hod": "t ryToFi ni shResol ve",

met hod": "access$800", "fil e

operati onConpl et e"

,"file":"DnsResol veContext.java","line": 504},
{"cI ass":"io.netty.util.concurrent.Defaul t Prom se","nethod":"notifyLi stenerQ", "fi
| e":"Defaul tPronise.java","line":590},

{"class":"io.netty.util.concurrent.Defaul t Pronise","method": "notifyListeners0","f
ile":"Defaul t Prom se.java","line": 583},
{"cI ass":"io.netty.util.concurrent. DefaultPronise

met hod": "not i fyLi st ener sNow",

“file":"Defaul tProm se.java","line":559},
{"class":"io.netty.util.concurrent.DefaultPronise","method":"notifyListeners","fi
| e":"Defaul t Pronise.java","line": 492},
{"class":"io.netty.util.concurrent.DefaultPronise","nethod":"setVal ue0","file":"D
efaul t Prom se.java", "line": 636},
{"class":"io.netty.util.concurrent.DefaultPronise","method":"setSuccess0","file":
"Defaul t Prom se.java","line": 625},
{"class":"io.netty.util.concurrent.DefaultPronise","method":"trySuccess","file":"
Def aul t Promi se.java", "line": 105},

{"class":"io.netty.resol ver.dns. DnsQueryContext", "met hod": "trySuccess","file":"Dn
sQueryContext.java","line": 317},
{"class":"io.netty.resol ver.dns. DnsQueryCont ext",
"DnsQueryContext.java","line":309},
{"class":"io.netty.resol ver. dns. DnsNaneResol ver $DnsResponseHandl er ",
nnel Read","file":"DnsNaneResol ver.java","line": 1392},
{"class":"io.netty.channel . Abstract Channel Handl er Cont ext met hod": "i nvokeChanne
Read","file":"Abstract Channel Handl er Cont ext . j ava", "I|ne"'444},
{"class":"io0.netty.channel . Abstract Channel Handl er Cont ext ", " net hod": "i nvokeChanne
Read","file":"Abstract Channel Handl er Cont ext . java", "l ine": 420},
{"class":"io.netty.channel . Abstract Channel Handl er Cont ext ", "net hod": "fi reChannel Re
ad","file":"Abstract Channel Handl er Context.java","line": 412},
{”class”'”io netty. handl er. codec. MessageToMessageDecoder ", "
“file":"MessageToMessageDecoder.java","line": 103},
{"class":"io.netty.channel.Abstract Channel Handl er Cont ext met hod": "i nvokeChanne
Read","file":"Abstract Channel Handl er Cont ext . j ava", "I|ne"'444},
{"class":"io.netty.channel . Abstract Channel Handl er Cont ext", " net hod": "i nvokeChanne
Read", "file":"Abstract Channel Handl er Cont ext . java", "l ine": 420},
{"class":"io.netty.channel . Abstract Channel Handl er Cont ext", "net hod": "fireChannel Re
ad","file":"Abstract Channel Handl er Context.java","line": 412},

met hod": "fini shSuccess","file":

met hod": "cha

met hod": " channel Read",
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{"class":"io.netty.channel . Def aul t Channel Pi pel i ne$HeadCont ext ", " met hod": " channel R
ead","file":"Defaul t Channel Pi peline.java","line": 1410},
{"class":"io.netty.channel . Abstract Channel Handl er Cont ext", "net hod": "i nvokeChannel

Read", "f|Ie":"AbstractChanneIthdleerntext.Java","I|ne":440},
{"class":"io.netty.channel . Abstract Channel Handl er Cont ext", " net hod": "i nvokeChanne
Read","file":"Abstract Channel Handl er Cont ext . java", "l ine": 420},
{"class":"io.netty.channel . Defaul t Channel Pi pel i ne", "nmet hod":"fireChannel Read", "fi
| e": " Defaul t Channel Pi peline.java","line": 919},
{"class":"io.netty.channel.epoll.Epol | Dat agranChannel ", "met hod": " processPacket ", "
file":"Epol | DatagrantChannel .java","line": 662},
{"class":"io.netty.channel.epol|.Epol | Dat agr anChannel ", "net hod": "recvnsg", "file"
"Epol | Dat agr anChannel . java", "line": 697},
{"class":"io.netty.channel.epol|.Epol | Dat agranChannel ", "nmet hod": "access$300", "fi
e":"Epol | Dat agr anChannel . java", "l ine": 56},

{”class”'"io netty. channel . epol | . Epol | Dat agr anChannel $Epol | Dat agr anChannel Unsaf e"
"met hod": "epol | | nReady", "file": "Epol | Dat agr anChannel . java", "l i ne": 536},

{"cIass"'"io.netty.channel.epoII Epol | Event Loop", "net hod": "processReady", "file":"

Epol | Event Loop. j ava", "l ine": 509},

{"class":"io.netty.channel.epoll.Epoll EventLoop", "method":"run","file":"Epol | Even

tLoop.java","line": 407},

{"class":"io.netty.util.concurrent.Singl eThreadEvent Execut or $4", "nmet hod": "run", "f

ile":"Singl eThreadEvent Executor.java","line": 997},

{"class":"io.netty.util.internal.ThreadExecutor Map$2", "method": "run","file":"Thre

adExecut or Map. java","line"; 74},

{"class":"io.netty.util.concurrent.Fast ThreadLocal Runnabl ", "net hod": "run","file"

. "Fast ThreadLocal Runnabl e. j ava", "line": 30},

{"class":"java. Iang Thread", "method":"run","file":"Thread. java","line":842}]},"en

dOf Bat ch": fal se, "1 ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger", "t hreadl d": 98
,"threadPriority":5,"nessageTi mest anp”: "2024- 03- 20T01: 37: 19. 580+0000" }

Solution

The errors are due to an incorrect configuration in the NRF client section of the main
values.yaml (/installer/ocn-nwdaf-helmchart/values.yaml) file. These values are optional, but if
configured, they should be valid as displayed below:

rfclient:
gl obal :
dockerRegistry: *nrfRegistry
# Mysql Host

envMysql Host : *ny SQLHost
envMysqgl Secondar yHost: "'
# Mysql Port
envMysql Port: *nySQ.Port
envMysqgl SecondaryPort: "'
dbEngi ne: *nySQLEngi ne
# NRF ingress gateway (OCNRF) ex:http://ocnrf-ingressgateway.ocnrf ||
NRF sinul ator service ex:ocn-nrf-sinulator-service. ocnwdaf - ns
egressGat ewayHost: <'replace here'>
depl oyment Nrf Cl i ent Ser vi ce:
# NRF ingress gateway port (OCNRF) ex:80 || NRF simulator service
port ex: 8080
envEgressGat ewayPort: <'replace here'>
# NRF ingress gateway (OCNRF) ex: 'http://nwdaf-ingress-gateway. oc-
nwdaf . svc. cluster.local:80" || NRF simulator service ex:http://ocn-nrf-
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si nul at or - servi ce. ocnwdaf - ns: 8080
nf Api Root: <'repl ace here'>

Scenario 2:

In the ocn-nwdaf-subscription pod, the con-nwdaf-subscription log displays the following error
message:

2024- 03- 20T00: 10: 04, 426[ nwdaf - subscri ption] ERROR [main] []

com or acl e. cgbu. nwdaf . subscri ption. application.nrfregister.!|istener. N Register(nA
ppl i cati onReady. onApplicationEvent:47- Error when trying to register the Nr: 424:
"{"status":424,"detail":"Failed to resolve "http' [A(1l), AAAA(28)] after 3queries
", "cause": "UnknownHost Exception occurred in nrfClient"}"

In the nwdaf-ocnf-nrf-client-nfmanagement, the nwdaf-ocnf-nrf-client-nfmanagement log
displays the following error message:

{"instant":{"epochSecond": 1711067541, "nanoC* Second" : 388802001}, "t hread": "pool - 8-
thread-1","l evel ": "WARN'", "I ogger Name": " com or acl e. cgbu. cnc. nrf. api . NRFC i ent Api ",
"message": "Request with URL http://ocn-nrf-sinulator:8080/nnrf-nfnvl/ nf-

i nstances/ f e7d992b- 0541- 4c7d- ab84- c6d70b1b01bl, headers {Content -

Type=[ appl i cation/json; charset=utf-8]} and body

{\"nflnstancel d\":\"fe7d992b- 0541- 4c7d- ah84-

c6d70b1b01b1\ ", \ " nf Type\ ": \"NWDAR\ ", \ "nf Stat us\":\ " REG STERED\ ", \ "f qdn\ " : \ " nwdaf -
i ngress-gat eway. oc-

nwdaf . svc. pocemea\ ", \ "capacity\":100,\ "l oad\": 0,\"nf Servi ces\":
[{\"servicelnstancel d\":\"739279da-

cf 9e- 4f 7a- 9827- 067f 6f a9dd01\ ", \ "servi ceNanme\ ": \ " nnwdaf -

event ssubscription\",\"versions\":

[{\"apiVersionlnUri\":\"v1\" \"api Ful | Version\":\"1.0.0\"}],\"schene\":\"http\",\
“nf ServiceStatus\":\"REG STERED\ ", \ "f qdn\ ":\ " nwdaf - i ngr ess- gat eway. oc-

nwdaf . svc. pocemea\ ", \"i pEndPoi nts\": [{\"port\":80}],\"capacity\":100,\"| oad\": 0},
{\"servicelnstancel d\":\"739279da-

cf 9e- 4f 7a- 9827- 067f 6f a9dd02\ ", \ "servi ceNanme\ ": \ " nnwdaf -

anal yticsinfol",\"versions\":

[{\"api VersionlnUri\":\"v1\" \"api Ful | Version\":\"1.0.0\"}],\"scheme\":\"http\",\
“nf ServiceStatus\":\"REG STERED\ ", \"f qdn\ ":\ " nwdaf - i ngr ess- gat eway. oc-

nwdaf . svc. pocemea\ ", \"i pEndPoi nt s\ ":

[{\"port\":80}],\"capacity\":100,\"l oad\": 0}],\"nwdaf I nfo\": {\"eventlds\":

[\ " ABNORMAL BEHAVI QUR\ ", \"NSI _LOAD LEVEL\",\"UE _MOBI LI TY\" ,\"NF_LOAD\ ", \ " NETWORK _
PERFORMANCE\ ", \ "USER_DATA CONGESTI ON\ ", \ " QOS_SUSTAI NABI LI TY\ "], \ " nwdaf Event s\ ":
[\ " ABNORMAL_BEHAVI OUR\ ", \"NSI _LOAD LEVEL\",\"UE_MOBI LI TY\",\"NF_LQAD\ ", \ " NETWORK_
PERFORMANCE\ ", \ "USER_DATA CONGESTI ON\ ", \ " QOS_SUSTAI NABI LI TY\"]}} encountered
UnknownHost Excepti on", "endCf Bat ch": fal se, "l ogger Fqcn": "or g. apache. | oggi ng. sl f4j . L
0g4j Logger", "threadl d": 92,"threadPriority":5, "messageTi mestanp": "2024- 03-22T00: 32
:21.388+0000"} {"instant":

{"epochSecond": 1711067541, "nanoO Second": 388914615}, "t hread": " pool - 8-
thread-1","level ": "ERROR', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. api . NRFCl i ent Api "
,"message": "Non 2xx Response code received : 424, is a configuredException :

fal se","endOf Bat ch": f al se, "1 ogger Fqcn": "or g. apache. | oggi ng. sl f 4j . Log4j Logger","th
readl d":92,"threadPriority":5, "messageTi nest anp”: " 2024- 03- 22T00: 32: 21. 388+0000" }
{"instant":{"epochSecond": 1711067541, "nanoCf Second": 388967302}, "t hread": "pool - 8-
thread-1","level ": "ERROR', "l ogger Nane": "com or acl e. cgbu. cnc. nrf. api . NRFCl i ent Api "
,"message":" Error Response received from NRF :
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424" "endCf Batch": fal se, "l ogger Fgcn": "org. apache. | oggi ng. sl f4j . Log4j Logger", "thre
adld":92,"threadPriority":5,"nmessageTi mest anp”: "2024- 03- 22T00: 32: 21. 388+0000" }

Solution

The errors are due to an incorrect configuration in the NRF client profile in the NRF client
values.yaml (/installer/helmChart/charts/nrf-client/values.yaml) file. The primaryNrfApiRoot
value does not exist, or if it exists, ensure to update the value to the valid value displayed
below:

@ Note

If the NRF is having any other name space, add it in the values.yaml file. For example:
ocnrf-ingressgateway.ocnrf:80.

# Mcroservice level control if specific mcroservice need to be

di sabl ed
nrf-client:
profile: |-
[appcfg]

pri mar yNr f Api Root =ocn- nrf-si nul at or - servi ce: 8080
secondar yNr f Api Root =

4.2.1.5 Incorrect Service Account Creation

Problem
Pods display an error when appropriate service accounts are not created for the pods.
Error Code or Error Message

Sample error message:

Figure 4-1 Sample Error Message

[cloud-user@occne224-cluster-bastion-1 ~J]$ kubectl describe pod/ocn-nwdaf-db-creation-hook-6rmpx -n ocn-nwdaflj

Events:
Type Reason Age From Message

Normal
mpx to occne224-cluster-k8s-node-6
Normal Pulled 7s (x5 over 37s) kubelet Container image "occne-repo-host:5000/ocnwdaf-pre-install-hoo
k-image:1.1.3" already present on machine
Warning Failed 7s (x5 over 37s) kubelet E : container has runAsNonRoot and image will run as root
pod: "ocn-nwdaf-db-creation-hook-6rmpx ocn-nwdaf(187172d0-e9c0-42b8-a468-305f1224af55)", container: ocnwdafhelmhook

Solution

Ensure the service account creation hook in the parent chart's values.yaml file is enabled and
runs properly.

4.2.1.6 Service Account Creation in Openshift Environment

Problem

While deploying OCNWDAF in an Openshift environment, service account creation can result
in Helm installation issues.
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Add the service account manually in the namespace before deployment, run the following
command to add the service account:

oc adm policy add-scc-to-user anyuid --serviceaccount =<nanespace>-ochwdaf - sa -
n <namespace>

Where,
e oc: OpenShift CLI

e adm Admin

e scc: Security Context Constraint

4.2.1.7 Incorrect Values in Helm Chart

Problem

During Helm chart deployment, if instances of the command parameter <r epl ace here> are
not replaced with values or replaced with incorrect values, services are not deployed.

Error Code or Error Message

Sample error message:

Figure 4-2 Incorrect Values in Helm Chart

vt ionBudget v u 1 H / u Budget
sruptionBudget i p ¢ t

all iceac reik" t "serviceaccounts" in APT group "" in the na

helm install ni

Solution

Uninstall the deployment and verify the values.yaml file in the Helm chart. Search for <r epl ace
her e> instances and provide correct values.

4.2.1.8 Install Timeout Error

Problem
This error occurs when a hook restarts more than five times.
Error Code or Error Message

Sample error message:

Figure 4-3 Sample Error Message

[cloud-user@occne224-cluster-bastion-1 ocn-nwdaf-integration]$ helm install nwdaf . -n ocn-nwdaf
W0404 06:36:57.807317 3930105 warnings.go:70] autoscaling/v2beta2 HorizontalPodAutoscaler 1s deprecated in v1.23+, unava
ilable in v1.26+; use autoscaling/v2 HorizontalPodAutoscaler

W0404 06:36:57.810028 3930105 warnings.go:70] autoscaling/v2beta2 HorizontalPodAutoscaler 1is deprecated in v1.23+, unava
ilable in v1.26+; use autoscaling/v2 HorizontalPodAutoscaler

or: INSTALLATION FAILED: ed pre-install: timed out waiting for the condition
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Solution

Check whether the MySQL host or MySQL port is mentioned correctly in the values.yaml file of
both the parent and the NRF client Helm charts. Verify the pod logs for more information.

Run the following command to verify the logs:

kubect! 1ogs <nane-of - pod/ hook> -n <nanespace>

Enter Pending State

Problem

Pods enter a pending state due to resource shortage in the setup.
Error Code or Error Message

Sample error message:

Figure 4-4 Sample Error Message

[cloud-user@occne224-cluster-bastion-1 helmChart]$ kubectl describe pod/cap4c-model-controller-deploy-7475d79d7f-xkrsw -
n ocn-nwdaf

Events:
Type Reason Age From Message

Warning FailedScheduling 12m
bernetes.io/not-ready: }, that the pod didn't tolerate, 3 node(s) had taint {node-role.kubernetes.io/master: }, that the
pod didn't tolerate, 5 Insufficient cpu.

Warning FailedScheduling 12m (x1 over 12m) default-scheduler 0/9 nodes are available: 1 node(s) had taint {node.ku
bernetes.io/not-ready: }, that the pod didn't tolerate, 3 node(s) had taint {node-role.kubernetes.io/master: }, that the
pod didn't tolerate, 5 Insufficient cpu.

Solution

Free up all unnecessary resources present in the cluster that are consuming a lot of cluster
resources.

4.2.1.10 Resource Creation Failure

Problem
The deployment namespace does not have appropriate permissions to create resources.
Error Code or Error Message

Sample error message:

Figure 4-5 Sample Error Message

[mrlal@lurr7-bastion-1 ocn-nwdaf-integration]$ helm install nwdaf . -n test-del

W0404 06:59:09.349681 3370367 warnings.go:70] autoscaling/v2beta2 HorizontalPodAutoscaler is deprecated in v1.23+, unava
ilable in v1.26+; use autoscaling/v2 HorizontalPodAutoscaler

W0404 06:59:09.352937 3370367 warnings.go:70] autoscaling/v2beta2 HorizontalPodAutoscaler 1is deprecated in v1.23+, unava

1lable in v1.26+; use autoscaling/v2 HorizontalPodAutoscaler
Error: INSTALLATION FAILED: create: failed to create: secrets 1is forbidden: User "mrlal” cannot create resource “secrets
" in API group "" in the namespace "test-del"

Solution
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Create a child namespace for the parent namespace that has appropriate permissions, run the
following command:

kubect| hns create <chil d-nanespace> -n <parent-nanespace>

4.2.1.11 Service Configuration or Parameter Mismatch

Problem

Service configuration or parameter mismatch might result in the service entering a
CrashBackLoop off mode.

Solution

Update the properties in the corresponding services values.yaml file and perform a Helm
install.

4.2.1.12 Service Nodeport Error
Problem
The service nodeport was previously assigned to other services running in the cluster.
Error Code or Error Message

Sample error message:

Figure 4-6 Sample Error Message

[sureik@blurr8-bastion-1 ocn-nwdaf-helmChart]$ helm install sim simulator-helmChart/ -n tantest

: INSTALLATION FAILE e e “"ocn-oam-simulator-service-external” 1is i spec.ports .nodePort: value: 30086:
provided port already allocate
[sur @lurr8-bastion-1 ocn-nwdaf-helmChart]$ helm uninstall sim -n tantest
release "sim" uninstalled

Solution
To resolve this error, edit the values.yaml file and provide a random port number to the service
nodeport.

4.2.1.13 Common Services Gateway Service Name Mismatch

Problem

Suppose the service name of the common services gateway differs from "nwdaf-ingress-
gateway-service" and "nwdaf-egress-gateway-service". This results in errors in the functioning
of the gateways and forwarding of external requests to the respective services.

Solution

*  Run the following command:
kubect| edit service <service-name> -n <nanespace>

- Edit the service names of the common services gateways to "nwdaf-ingress-gateway-
service" for the Ingress Gateway and "nwdaf-egress-gateway-service" for the Egress
Gateway respectively.
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4.2.1.14 Run Only DB Creation Hook

Set the dbConfigStatus flag in values.yaml file under /helmchart directory to dbonly to run only
the DB creation hook. The Helm installation command will not deploy any other resource or
make any other configuration change. Users can use different Helm installation names in the
Helm install command to configure the latest database by updating the scripts ocnwdaf-db-
config.yaml under /helmchart/templates directory and prehookconfig.yaml under /helmchart/
charts/ocn-nwdaf-geo-redundancy-agent/templates directory.

4.2.1.15 Helm Chart Upgrade

Helm upgrade is performed for all deployment changes (for example, updating the image used
in the microservice) that do not require a reinstallation. Run the following command to perform
a Helm upgrade:

hel m upgrade <installation name> <path to the updated chart directory> -
n $K8_NAMESPACE --timeout <timeout>h

® Note
*  Provide the correct installation name on which the installation was performed.

 Thetimout variable is optional. It is based on the speed of image pull from the
nodes of the Bastion. The recommended timeout value is "4 h".

e Helm upgrade must be performed only on the main Helm chart under /helmChart
directory. It must not be performed on the subcharts under /charts directory. To
update any subchart, make changes in the respective subchart and perform Helm
upgrade on the main Helm chart under /heImChart directory.

* To enable DB creation hook or to prepare the dependencies hook, set the
upgradeStatus flag in values.yaml file under /helmChart directory to true before
performing a Helm upgrade. To disable the hooks, set the upgradeStatus flag to
false.

»  Before performing a Helm upgrade on the ocn-nwdaf-communication, nwdaf-
cap4c-zookeper-chart, nwdaf-cap4c-kafka-chart, ocn-nrf-simulator-service, and
nwdaf-cap4c-spring-cloud-config-server-chart services, set the upgradeStatus flag
in values.yaml file under /helmChart directory to true. If there are no changes in
the services, set the upgradeStatus flag to false.

*  Use the prepare dependencies hook for Helm upgrade only when the
upgradeStatus flag for nwdaf-cap4c-kafka-chart and nwdaf-cap4c-spring-cloud-
config-server-chart microservices is set to false. To upgrade these microservices
with the prepare dependencies hook, use the prepare dependencies hook in a
separate Helm upgrade procedure, then perform an upgrade of the microservices.

Listed below are some use cases for performing a Helm upgrade:

e To update the fields such as image name, resources allotted, environment variables, and
so on, make the required changes in the respective subcharts and run the Helm upgrade
command on the updated chart.
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To enable or disable services, set the subcharts enable or disable flag in the centralized
values.yaml file under the /helmchart directory to true or false (as required). The services
with enable flag set to false are terminated.

To reinstall the DB, enable the dbCreationHook upgradeStatus flag in values.yaml file
under /helmChart directory to true. The DB creation hook runs according to the configured
dbConfigStatus flag in the file. For example, if the dbConfigStatus flag is set to nwdafdb,
only the nwdafdb creation hook is run during upgrade.

To reinstall the simulator's DB, as a prerequisite, refresh the main Helm chart DB to avoid
installation failure. The simulation DB hook contains simulation data required by the
OCNWDAF. To prevent the duplication of simulation data, set the dbConfigStatus flag to
noDb while redeploying or upgrading the simulator's Helm chart.

To transfer Spring Cloud config files from nwdaf-pre-installer.tar.gz to the spring-cloud-
config-server microservice, and to create new Kafka topics in the Kafka microservice, use
the prepare dependencies hook by updating prepareDependencyHook upgradeStatus flag
in values.yaml file under /helmChart directory to true. The Kafka pods and Spring Cloud
Config server pods must be in Ready State before enabling upgradeStatus flag in
values.yaml file under /helmChart directory to true.

4.2.1.16 Stream Transformation or Storage Not Working

Problem

Stream transformation or storage is not functioning correctly.

Solution

If stream transformation or storage is not functioning as expected, verify the consumer group
list and lag for each topic as listed below:

1.

To verify if stream storage is not storing data in the database, run the following script to
verify the current number of records:

K8_NAMESPACE=. . .
MYSQL_USER=. . .
MYSQ_PASSWORD=. . .

kubect| -n ${K8_NAMESPACE} exec -it nysqgl-pod -- nysqgl -u ${MYSQL_USER} -p$
{MYSQ PASSWORD} -e "SELECT COUNT(*) FROM cap4c_kafka_i ngestor_db. <repl ace-
wi t h-db>; "

Run the following script and verify the output to see if the topics are configured in Kafka:

K8_NAVESPACE=. . .
KAFKA POD=. . .

kubect| -n ${K8 NAMESPACE} exec -it ${KAFKA POD} -- kafka-consuner-
groups.sh --list --bootstrap-server |ocal host: 9092

Run the following script and verify the output to see if the consumer group is consuming
data from the requested topic:

K8_NAMESPACE=. . .
KAFKA POD=. ..
KAFKA CONSUMER GROUP=. . .
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kubect| -n ${K8 NAMESPACE} exec -it ${KAFKA POD} -- kafka-consuner-
groups. sh --boot strap-server |ocal host: 9092 --describe --group $
{ KAFKA_CONSUMER_GROUP}

Run the following script and verify the output to see if data is produced in the expected
format for the requested topic:

K8_NAVESPACE=. . .

KAFKA POD=. . .

KAFKA TOPI C=. . .

kubect| -n ${K8_NAMESPACE} exec -it ${KAFKA POD} -- kafka-consol e-
consuner. sh --boot strap-server |ocal host: 9092 --topic ${KAFKA TOPIC} --
max- nessages 1

Run the following script and verify the logs of the service which is not consuming the topic:

SERVI CE_POD=. . .

kubect| |ogs ${SERVICE POD} -f

4.2.1.17 Slice Load and Geographical Data

Slice load and Geographical data is used for simulation. The cap4c_configuration_manager
service database tables are populated with slice and cell data for the scripts to run correctly.
This information is used as test data. Verify the tables if you face any issues during installation.

4.2.1.18 Data Director Integration - Certificates Not Working

Problem

The certificates generated by the gen_certs. sh script works only if a correct password is used
and properties such as state, country, locality, organization, and so on are correctly configured.

@® Note

The correct configuration of country, state, locality, organization and other fields are
provided while generating the CA cert. The common name field can be any name
other than the CA's common name.

Solution

Use the OCNADD Kafka certificates and manually create the certificate config map for
OCNWDAF Kafka. Run the following command:

kubect| create cmsecurityfiles --fromfile=<truststore file name> --from
file=<keystore file name> -n <nanespace>

Update the t r ust st or e and keyst or e filenames in the values.yaml file as below:

TRUSTSTORE _LOCATI ON: /var/security/<truststore file name>
KEYSTORE_LOCATI ON: /var/security/<keystore file nane>
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4.2.1.19 Timeout Errors due to Inadequate Resources

Problem

Installation is susceptible timeout errors and potential failure if any of the scenarios listed below
occur:

Insufficient Nodes to Deploy OCNWDAF

Sample command to verify nodes:

[ user - xxxxx@uber net es-cl uster ~]$ kubect!l top node

NAVE CPY( cor es) CPW% MEMORY( byt es) MEMORY%
ga-cluster-k8s-ctrl-1  909m 23% 2859M 86%
ga-cluster-k8s-ctrl-2  248m 6% 2740M 82%
ga-cluster-k8s-ctrl-3  233m 6% 2463M 74%

ga-cl uster-k8s-node-1  1605m 5% 18293M 14%
ga-cluster-k8s-node-2  1717m 5% 30716M 23%

ga-cl uster-k8s-node-3  1277m 4% 14117M 10%

ga-cl uster-k8s-node-4  <unknown> <unknown>  <unknown> <unknown>
ga-cl uster-k8s-node-5  <unknown> <unknown>  <unknown> <unknown>
ga-cl uster-k8s-node-6  <unknown> <unknown>  <unknown> <unknown>

Insufficient PVC

Sample command to verify PVC:

[ user - xxxxx@ubernet es-cl uster ~]$ kubect| describe pod/ nwdaf - nysql -i nnodb-
cluster-1

Nane: nwdaf - nysql -i nnodb-cl uster-1

Priority: 0

Node: ga-cl ust er-k8s-node- 6/ 192. 168. 200. 80

Start Tine: Tue, 12 Dec 2023 00:17:19 +0000

Label s: app. kuber net es. i o/ conponent =dat abase

Events:
Type Reason Age From Message
Warning Fail edSchedul i ng 5mi0s defaul t - schedul er 0/9

nodes are available: 9 pod has unbound i mredi ate Persi stent Vol unred ai ns.

Insufficient Storage

Sample command to verify storage:

[ user - xxxxx@ubernetes-cluster ~]$ df -h

Fil esystem Size Used Avail Use% Munted on
devt npf s 32G 0 32G 0%/dev

t npfs 32G 168K 32G 1%/dev/shm

tnpfs 32G 3.1G 29G 10%/run

t npfs 32G 0 32G 0%/sys/fs/cgroup
[ dev/ mapper/vg_main-1v_root 96G  90G 7G 95%/

/ dev/vdal 495M 126M 370M 26% / boot

t npfs 6.3G 1.9M 6.3G 1%/ run/user/ 1001
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Timeout errors or installation failures are observed when there is a shortages of resources.

Sample Error Message

[ user-xxxxx@ubernetes-cluster ~]$ kubectl |ogs pod/cap4c-db-creation-hook-
XXXXX

E1211 17:17:49. 626634 7 mentache. go: 238] couldn't get current server
APl group list: Get "https://10.233.0.1:443/api ?ti meout=32s": dial tcp
10.233. 0. 1: 443: i/o0 timeout

E1211 17:18:19.628212 7 mentache. go: 238] couldn't get current server
APl group list: Get "https://10.233.0.1:443/api ?ti meout=32s": dial tcp
10.233. 0. 1: 443: i/o0 timeout

E1211 17:18:49. 629644 7 mentache. go: 238] couldn't get current server
APl group list: Get "https://10.233.0.1:443/api ?ti meout=32s": dial tcp
10.233. 0. 1: 443: i/o0 timeout

E1211 17:19:19.630741 7 mentache. go: 238] couldn't get current server
APl group list: Get "https://10.233.0.1:443/api ?ti meout=32s": dial tcp
10.233. 0. 1: 443: i/o0 timeout

Unabl e to connect to the server: dial tcp 10.233.0.1:443: i/o tineout

When there is no connection between the OCNWDAF services and pods, the following error
message is observed:

Sample Error Message

[ user - xxxxx@ubernet es-cl uster ~]$ kubectl [ogs pod/ nwdaf - mysql -i nnodb-
cluster-1 -c initconf

2023-12-11 17:24:59: Info: nmysglsh  Ver 8.1.0-comercial for Linux on x86_64
- for WSQ 8.1.0 (M/SQ. Enterprise Server - Commercial) - build 11806512 -
conmmt _id aa072a78647c¢21a540e40b8bdd04420e6ef be677

2023-12-11 17:24:59: Info: Using credential store helper: /usr/bin/nysql-
secret-store-login-path

2023-12-11 17:24:59: Info: Loading startup files..

2023-12-11 17:24:59: Info: Loading plugins..

total 0

2023-12-11T17:27: 13 - [WARNING [urllib3.connectionpool] Retrying
(Retry(total =2, connect=None, read=None, redirect=None, status=None)) after
connection broken by ' NewConnectionError (' <urllib3.connection. HTTPSConnecti on
obj ect at Ox7f1df49260d0>; Failed to establish a new connection: [Errno 110]
Connection timed out')': /api/vl/ namespaces/ ocnwdaf - ga/ pods/ nwdaf - mysql -

i nnodb-cluster-1

Errors are also observed when there is no communication between MySQL InnoDB cluster
components.

Solution

For a successful installation and operation ensure that the minimum and recommended CPU,
memory, and storage requirements are met. For information on the resource requirements, see
Oracle Communications Networks Data Analytics Function Installation and Fault Recovery
Guide.
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4.2.1.20 Pods in IPv4 in IPv6 Deployment

Problem

Pods are incorrectly deployed in IPv4 format in an IPv6 deployment.

Solution

In the values.yaml file under the /helmchart directory, verify if the following parameter values
are as listed below and update them accordingly:

Verify the value of the parameter db/nUse and ensure the value is cndb.
Verify the value of the parameter innodbDeploy and ensure the value is false.
Verify the value of the parameter jpv6Mode and ensure the value is true.

Ensure the ipFamilies has only "IPv6" value in list for SingleStack, and "IPv6" is the first
value in the list for RequireDualStack or PreferDualStack.

4.2.2 Postinstallation

4.2.2.1 Helm Test Error Scenario

Following are the error scenarios that may be identified using Helm test.

1.

2.

3.

Run the following command to get the Helm Test pod name:

kubect!| get pods -n <depl oyment - namespace>

When a Helm test is performed, a new Helm test pod is created. Check for the Helm Test
pod that is in an error state.

Get the logs using the following command:

kubect! 1|ogs <podname> -n <namespace>

Example:

kubect!| |ogs <helmtest pod> -n ocnwdaf

For further assistance, collect the logs and contact MOS.

4.2.2.2 Uninstall Helm Chart

Perform the following steps to uninstall the Helm chart:

1.

Run the following command to delete all jobs running in the cluster:

kubect!| delete jobs --all -n <namespace>

Run the following command to delete resources like pods, deployments, services, and so
on running in the cluster:

kubect| delete all --all -n <nanespace>
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3. Run the following Helm uninstall command:

hel m uni nstal | <rel ease-nane> -n <namespace>

4.2.2.3 Purge Kafka Topics for New Installation

If in a previous OCNWDAF installation, Kafka topics contained messages, the topics should be
retained in the new installation but not the messages. Follow the procedure below to prevent
purge of Kafka topics:

1. Connect to Kafka pod in your Kubernetes environment, run the command:
kubect| -n <nanespace> exec -it <podnane> -- bash

2. Change directory, move to the directory that contains the binary files:
cd kafka_2.13-3.1.0/bin/

3. Obtain the list of topics, run the command:
kaf ka-topi cs.sh --list --bootstrap-server |ocal host: 9092

4. Delete each topic (repeat this step for each topic):

kaf ka-t opi cs. sh --boot strap-server |ocal host: 9092 --delete --topic
<t opi chame>

On completion of this procedure, the Kafka topics exist, but the messages do not exist.

® Note

After every installation is recommended to purge the topics before uninstalling them.

4.3 Database Related Issues

This section describes the most common database related issues and their resolution steps. It
is recommended to perform the resolution steps provided in this guide. If the issue still persists,
then contact My Oracle Support.

4.3.1 Debugging MySQL DB Errors

If you are facing issues related to subscription creation, follow the procedure below to login to
MySQL DB:

@® Note

Once the MySQL cluster is created, the cndbtier_install container generates the
password and stores it in the occne-mysqlndb-root-secret secret.

1. Retrieve the MySQL root password from occne-mysqindb-root-secret secret.
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Run the command:

$ kubect! -n occne-cndbtier get secret occne-nysqgl ndb-root-secret -o
j sonpat h="{. dat a}"' map[ nysqgl _root password: TnV4dEdl bkNuZQ==]

Decode the encoded output received as an output of the previous step to get the actual
password:

$ echo TnW4dEdl bkNuZQ== | base64 --decode
Next GenCne

Login to MySQL pod, run the command:

$ kubect! -n occnepsa exec -it ndbnysgl d-0 -- bash

® Note

Default container name is: nysql ndbcl ust er.
Run the command kubect| descri be pod/ ndbnmysgl d-0 -n occnepsato
see all the containers in this pod.

Login using MySQL client as the root user, run the command:

$ nysgl -h 127.0.0.1 -uroot -p

Enter current root password for MySQL root user obtained from step 2.
To debug each microservice, perform the following steps:

*  For the ocn-nwdaf-subscription service, run the following SQL commands:

use <dbNane>;

use nwdaf _subscription;

select * from nwdaf _subscription;

select * fromanf_ue_event _subscription
select * fromsnf_ue_event _subscription

*  For the ocn-nrf-simulator service, run the following SQL commands:

use <dbName>;
use nrf;
select * fromprofile;

e For the ocn-smf-simulator service, run the following SQL commands:

use <dbName>;
use nrf;
select * fromsnf_event subscription;
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*  For the ocn-amf-simulator service, run the following SQL commands:

use <dbName>;
use nrf;
select * fromanf_event subscription;

« For the ocn-nwdaf-data-collection service, run the following SQL commands:

use <dbNane>;

use nwdaf data_col | ection;

select * fromanf_event _notification_report_list;
select * fromanf_ue_event _report;

select * fromcap4c_ue_notification;

select * fromslice_|load |evel notification;
select * fromsnf_event _notification_report_list;
select * fromsnf_ue_event _report;

select * fromue_nobility_notification;

* For the ocn-nwdaf-configuration-service service, run the following SQL commands:

use <dbName>;

use nwdaf configuration_service;
select * fromslice;

select * fromtracking are;

select * fromslice_tracking area;
select * fromcell;

4.3.2 Unable to Create Resources

Problem

Some errors may be observed during the first deployment of OCNWDAF with the MySQL
Innodb cluster. The observed errors are listed below:

Error: | NSTALLATION FAILED: failed to install CRD crds/crd.yam:

cust onr esour cedefinitions. api extensions. k8s.io is forbidden: User "user-xXxxx
cannot create resource "custonresourcedefinitions” in APl group

"api extensions. k8s.i0" at the cluster scope

Error: | NSTALLATI ON FAI LED: cl usterkopfpeerings.zal ando.org is forbidden: User
"user-xxxxx" cannot create resource "clusterkopfpeerings" in APl group
"zal ando. org" at the cluster scope

Error: | NSTALLATI ON FAILED: cl usterrol ebindings. rbac. authorization.k8s.io is
forbidden: User "user-xxxxx" cannot create resource "clusterrolebindings" in APl
group "rbac. authorization.k8s.io0" at the cluster scope

Error: |NSTALLATI ON FAILED: clusterroles.rbac.authorization.k8s.io is forbidden:
User "user-xxxxx" cannot create resource "clusterroles" in APl group
"rbac. authorization.k8s.io" at the cluster scope

Solution
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Ensure that the user has requisite permissions to create the resources. Run the following
command to verify the existing user permissions:

kubect| describe clusterrol e user-xxxxx-ns-adm n-cl uster

For example:

[ user-xxxxx@ubernetes-cluster ~]$ kubect| describe clusterrol e user-xxxxx-ns-
admi n-cl uster

Nare: user - xxxxx-adm n-cl ust er
Label s: <none>
Annot ations: <none>
Pol i cyRul e:
Resour ces Non- Resource URLs Resource Names Verbs

cl ust er kopf peeri ngs. * (] [] [*]
cl ust errol ebi ndi ngs. * [] [] [*]
clusterrol es. * [l [] [*]
cust ont esour cedef i ni ti ons. * [] [] [*]
kopf peeri ng. * [l [] [*]
nut at i ngwebhookconfigurations.*  [] [] [*]
val i dati ngwebhookconfi gurations.* [] [] [*]
* * [] [] [

list use]

If the user does not have sufficient permissions, update the permissions as displayed in the
above example.

4.3.3 Cluster Pod Forbidden during MySQL Innodb Deployment

Problem

Some errors may be observed during the first deployment of OCNWDAF with the MySQL
Innodb cluster. The observed errors are listed below:

[user-xxxxx@ubernet es-cluster ~]$ kubect| describe stateful set.apps/nysql-
i nnodb- cl ust er

Events:
Type Reason Age From
Message
Nor nal Successful Create 40s stat ef ul set-control | er

create O aimdatadir-nysql-innodb-cluster-0 Pod nysql -innodb-cluster-0 in
St at eful Set nysql -i nnodb-cl uster success

Warning FailedCreate 20s (x13 over 40s) statefulset-controller
create Pod nysql-innodb-cluster-0 in Stateful Set nysql-innodb-cluster failed
error: pods "nysql-innodb-cluster-0" is forbidden: PodSecurityPolicy: unable
to adnmit pod: [spec.initContainers[Q].securityContext.runAsUser: Invalid
value: 0: running with the root U D is forbidden
spec.initContainers[0].securityContext.capabilities.add: Invalid val ue:
"CHOM": capability may not be added
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spec.initContainers[0].securityContext.capabilities.add: Invalid val ue:
"FOMNNER': capability may not be added]

Solution

The cl ust er r ol ebi ndi ng must use the context at the syst em aut hent i cat ed level
instead of the Namespace level. For more information, see Oracle Communications Networks
Data Analytics Function Installation and Fault Recovery Guide.

[ user- xxxxx@ubernet es-cluster ~]$ kubect! edit clusterrolebinding user-Xxxxx-
ns- adni n-cl ust er-rol e- bi ndi ng

- api Goup: rbac.authorization.k8s.io
kind: G oup
name: USEr - XXXXX-Ns

- api G oup: rbac.authorization.k8s.io
kind: G oup
nane: system aut henticated

4.3.4 Cluster Pods in Terminating State

Problem

When Helm installation fails and the OCNWDAF is uninstalled, the pods remain in a
"Terminating" state.

Run the following command:

kubect!| get all

Sample output:

[ user - xxxxx@uber net es-cl uster ~]$ kubect| get al

nwdaf-ns  pod/ nwdaf - i nnodb- cl uster-0 0/2 Termi nating 0
128m

nwdaf-ns  pod/ nwdaf - i nnodb-cl uster-1 0/2 Termi nating 0
128m

nwdaf-ns  pod/ nwdaf - i nnodb- cl uster-2 0/2 Termi nating 0
128m

Solution
Delete and patch the pods in "Terminating" state.

For example:

kubect!| del ete pods nwdaf-nysql -i nnodb-cluster-0 --grace-period=0 --force
kubect!| del ete pods nwdaf-nysql -i nnodb-cluster-1 --grace-period=0 --force
kubect| del ete pods nwdaf-nysql -i nnodb-cluster-2 --grace-period=0 --force

kubect!| patch pod nwdaf - mysql -i nnodb-cluster-0 -p '{"metadata":
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{"finalizers":null}}
kubect| patch pod nwdaf - mysqgl -i nnodb-cluster-1 -p '{"metadata":
{"finalizers":null}}
kubect| patch pod nwdaf - mysqgl -i nnodb-cluster-2 -p '{"metadata":
{"finalizers":null}}

4.3.5 Manually Delete Custom Resource Definition (CRD) of Innodb Cluster

Problem

When the OCNWDAF is deleted using the no-hooks option, the following error is observed:

hel m go: 84: [debug] failed innodbclusters. nysql.oracle.com"nwdaf - mysql -
i nnodb-cluster" already exists
| NSTALLATI ON FAI LED

Run the following command to verify if the Innodb cluster still exists:

[ user - xxxxx@ubernetes-cluster ~]$ kubectl get innodbcl uster

NANVE STATUS ONLINE I NSTANCES RQUTERS AGE
nwdaf - nysql -i nnodb-cluster OFFLINE O 3 1 20h
Solution

Ensure that the CRD of the Innodb cluster is deleted manually, run the following command:

[ user-xxxxx@ubernetes-cluster ~]$ kubectl get innodbcluster nwdaf-nysql -
i nnodb-cluster -o yam > del ete-innodb-cluster.yan

Replace the finalizers with an empty list, edit as displayed below:

vi del et e-innodb-cl usteryamn

api Version: nysql.oracle.confv2
ki nd: 1 nnoDBC ust er
et adat a:
annot ati ons:
hel m sh/ hook: pre-install

nmysql . oracl e. con nysql - operator-version: 8.1.0-2.1.0

creationTi nestanp: "2023-11-13T15: 53: 442"

finalizers: []

generation: 1

nane: nwdaf - nysql -i nnodb- cl ust er

namespace: USer - XXXXX

resourceVersion: "61716523"

uid: c69778c7-c866-4aab- a393- c94c5¢6b3b25
spec:

baseServerld: 1000

i magePul | Pol i cy: |fNotPresent

version: 8.1.0
st at us:
cluster:
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| ast ProbeTi me: "2023-11-13T16: 10: 362"
onlinel nstances: 3
status: ONLINE

createTime: "2023-11-13T15: 54: 527"
kopf :

progress: {}

Remove the CRD Innodb cluster and run the following command:

[ user - xxxxx@ubernetes-cluster ~]$ kubect|l apply -f delete-innodb-cluster.yan

Retry the OCNWDAF installation procedure. For the installation procedure, see Oracle
Communications Networks Data Analytics Function Installation and Fault Recovery Guide.

4.4 Apache Kafka Related Issues

To debug issues related to Apache Kafka pipelines (such as, unable to read messages from
the pipeline or write messages to the pipeline) perform the following steps:

1.

Get the Kafka pods, run the command:

kubect! -n <nanespace> get pods -o wide | grep "kafka"
Select any pod and access the pod using the command:

kubect| -n <nanespace> exec -it kafka-sts-0 -- bash
Move to the directory containing the binary files, run the command:

cd kafka_2.13-3. 1.0/ bin/

Obtain the list of topics, run the command:

kaf ka-t opi cs.sh --1ist --bootstrap-server |ocal host:9092

For each topic, run the following command:

kaf ka- consol e-consuner. sh --bootstrap-server 127.0.0.1:9092 --topic
<t opi c- name>

4.5 CAP4C Related Issues

CAP4C comprises of the following services:

cap4c-model-controller
cap4c-model-executor
cap4c-kafka-ingestor
cap4c-api-gateway
cap4c-configuration-manager

cap4c-stream-analytics
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e cap4c-stream-transformer

* nwdaf-cap4c-reporting-service

* nwdaf-cap4c-scheduler-service

To obtain more information on the service pods, follow the steps listed below:

1. Each of these services is deployed as pod in Kubernetes. To find the status of the pods in
Kubernetes run the following command:

$ kubect| get pods -n <namespace>

Sample output:

NANVE READY  STATUS
RESTARTS  AGE

cap4c-nmodel -control | er-depl oy- 779chdcf 8f - w2pf h 1/1 Runni ng
0 4d8h

cap4c- nmodel - execut or - depl oy-f 9¢96db54-t t nhd 1/1 Runni ng
0 4d5h

cap4c-streamanal yti cs-depl oy- 744878569- 5xr 2w 1/1 Runni ng
0 4d8h

2. To verify the pod information, print the detail of each pod to:

$ kubect| describe pod cap4c- nodel - control |l er-depl oy- 779chdcf 8f -w2pfh -n
<nanespace>

Sample output:

Name: cap4c- model - control | er - depl oy- 779cbdcf 8f - w2pf h
Narmespace: per f or mance- ns

Priority: 0

Node: sunst reaker - k8s- node- 2/ 192. 168. 200. 197

Start Tine: Fri, 26 Aug 2022 15:31:39 +0000
Label s: app=cap4c- nodel - control | er
pod-t enpl at e- hash=779chdcf 8f

Annot ations: cni.projectcalico.org/containerlD:
480cab81a828184ccf 6f abf 7ec7cf b68920624f 48d57148f 6d93db4512bc5335

cni . projectcalico.org/podl P: 10.233.76. 134/ 32

cni . projectcalico.org/podl Ps: 10.233.76. 134/ 32
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kubernetes.io/ psp: restricted
secconp. security. al pha. kubernetes.io/pod: runtinme/default
St at us: Runni ng

List the service configuration for the pods, run the command:

$ kubect| get svc -n <namespace>

Sample output:

NAMVE TYPE CLUSTER- | P EXTERNAL- | P

PORT('S) ACE cap4c- execut or Clusterl P  10.233.5.218
<none>

8888: 32767/ TCP 4d8h

4.6 Service Related Issues

This section describes the most common service related issues and their resolution steps. It is
recommended to perform the resolution steps provided in this guide. If the issue still persists,
then contact My Oracle Support.

4.6.1 Errors from Microservices

The OCNWDAF microservices are listed below:

ocn-nwdaf-analytics
ocn-nwdaf-mtlf-service
ocn-nwdaf-subscription-service
ocn-amf-simulator-service
ocn-smf-simulator-service
ocn-nrf-simulator-service
ocn-oam-simulator-service
mesa-simulator
cap4c-model-controller
cap4c-model-executor
cap4c-stream-analytics
cap4c-kafka-ingestor
nwdaf-cap4c-reporting-service
nwdaf-cap4c-kafka
nwdaf-cap4c-scheduler-service
nwdaf-cap4c-spring-cloud-config-server
nwdaf-portal

nwdaf-portal-service
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nwdaf-cap4c-redis
nwdaf-cap4c-zookeeper
nwdaf-cap4c-initial-setup-script
ocats-nwdaf

ocats-nwdaf-notify
ocats-nwdaf-notify-nginx
nf-test
ocn-nwdaf-geo-redundacy-agent
ocingress_gateway
ocegress_gateway
oc-config-server

oc-app-info

oc-perf-info

nrf-client

ocn-nwdaf-data-collection-controller

cap4c-configuration-manager-service

cap4c-stream-transformer
nwdaf-cap4c-nginx

cap4c-api-gateway

Chapter 4
Service Related Issues

To debug microservice related errors, obtain the logs in the pods that are facing issues, run the

following commands for each microservice:

1.

2.

To obtain the pod information, run the following command:

kubect| get pods -n <naneSpace> -0 wide

To obtain the log information for the pods, run the following command:

kubect!| 1|ogs <podName> -n <nameSpace>

Sample commands:
kubect| | ogs ocn-nwdaf-subscri ption-84f8b74cc7-d71 k9 -n

per f or mance- ns

kubect!| |ogs ocn-nwdaf - dat a-col | ecti on-57b948989c-xs7dqg -n

per f or mance- ns

kubect| | ogs ocn-anf-sinul at or-584ccbh8f d4- pcdn6 -n perfornance-ns
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This chapter includes information about the following alerts:

« Application Level Alerts

e System Level Alerts

5.1 Application Level Alerts

This section lists the application level alerts.

OCN_NWDAF_ANALYTICS_NOT_RUNNING

Table 5-1 OCN_NWDAF_ANALYTICS_NOT_RUNNING

Field Details
Description The microservice is not available or not reachable.
Cause Microservice ocn-nwdaf-analytics is down.

OCN_NWDAF_COMMUNICATION_NOT_RUNNING

Table 5-2 OCN_NWDAF_COMMUNICATION_NOT_RUNNING

Field Details
Description The microservice is not available or not reachable.
Cause Microservice ocn-nwdaf-communication is down.

OCN_NWDAF_CONFIGURATION_SERVICE_NOT_RUNNING

Table 5-3 OCN_NWDAF_CONFIGURATION_SERVICE_NOT_RUNNING

Field Details

Description The microservice is not available or not reachable.

Cause Microservice ocn-nwdaf-configuration-service is
down.

OCN_NWDAF_DATA_COLLECTION_NOT_RUNNING

Table 5-4 OCN_NWDAF_DATA_COLLECTION_NOT_RUNNING

Field Details
Description The microservice is not available or not reachable.
Cause Microservice ocn-nwdaf-data-collection is down.
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OCN_NWDAF_GATEWAY_NOT_RUNNING

Table 5-5 OCN_NWDAF_GATEWAY_NOT_RUNNING

Field Details
Description The microservice is not available or not reachable.
Cause Microservice ocn-nwdaf-gateway is down.

OCN_NWDAF_MTLF_NOT_RUNNING

Table 5-6 OCN_NWDAF_MTLF_NOT_RUNNING

Field Details
Description The microservice is not available or not reachable.
Cause Microservice ocn-nwdaf-mtlf is down.

OCN_NWDAF_SUBSCRIPTION_NOT_RUNNING

Table 5-7 OCN_NWDAF_SUBSCRIPTION_NOT_RUNNING

Field Details
Description The microservice is not available or not reachable.
Cause Microservice ocn-nwdaf-subscription is down.

HIGH_ABNORMAL_BEHAVIOUR_REQUEST_RATE

Table 5-8 HIGH_ABNORMAL_BEHAVIOUR_REQUEST_RATE

Field Details

Description The number of requests received per second is
high.

Cause Traffic is high, above 1000 requests per second.

URI Endpoint nnwdaf - anal yti csi nf o/ vl/anal ytics?
event - i d=ABNORMAL_BEHAVI QUR

Affected Functions ABNORMAL_BEHAVIOUR

HIGH_UE_MOBILITY_REQUEST_ RATE

Table 5-9 HIGH_UE_MOBILITY_REQUEST_RATE

Field Details

Description The number of requests received per second is
high.

Cause Traffic is high, above 1000 requests per second.

URI Endpoint nnwdaf - anal yti csi nfo/ vl/anal ytics?
event -i d=UE_MOBI LI TY

Affected Functions UE_MOBILITY
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HIGH_EVENT_SUBSCRIPTION_REQUEST_RATE

Table 5-10 HIGH_EVENT_SUBSCRIPTION_REQUEST RATE

Field Details

Description The number of requests received per second is
high.

Cause Traffic is high, above 1000 requests per second.

URI Endpoint nnwdaf - event ssubscri ption/vl/

subscriptions

Affected Functions

UE_MOBILITY, SLICE_LOAD_LEVEL,
ABNORMAL_BEHAVIOUR

HIGH_ABNORMAL_BEHAVIOUR_REQUEST |

FAILURE_RATE

Table 5-11 HIGH_ABNORMAL_BEHAVIOUR_REQUEST_FAILURE_RATE

Field Details

Description The number of requests failing per second is high.

Cause The request failing rate is more than the 70%.

URI Endpoint nnwdaf - anal yti csi nf o/ vl/anal ytics?
event - i d=ABNORMAL_BEHAVI QUR

Affected Functions ABNORMAL_BEHAVIOUR

HIGH_UE_MOBILITY_REQUEST_ FAILURE_RATE

Table 5-12 HIGH_ABNORMAL_BEHAVIOUR_REQUEST_FAILURE_RATE

Field Details

Description The number of requests failing per second is high.

Cause The request failing rate is more than the 70%.

URI Endpoint nnwdaf - anal yti csi nf o/ vl/anal ytics?
event -i d=UE_MOBI LI TY

Affected Functions UE_MOBILITY

HIGH_EVENT_SUBSCRIPTION_REQUEST_FAILURE_RATE

Table 5-13 HIGH_EVENT_SUBSCRIPTION_REQUEST_FAILURE_RATE

Field Details

Description The number of requests failing per second is high.
Cause The request failing rate is more than the 70%.
URI Endpoint nnwdaf - event ssubscri ption/v1l/

subscriptions

Affected Functions

UE_MOBILITY, SLICE_LOAD_LEVEL,
ABNORMAL_BEHAVIOUR
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This section lists the system level alerts.

Chapter 5
System Level Alerts

OCN_NWDAF_ANALYTICS_HIGH_CPU_LOAD

Table 5-14 OCN_NWDAF_ANALYTICS_HIGH_CPU_LOAD

Field

Details

Description

CPU load is high at the pod where the
microservice is running.

Affected Functions

All

Cause

CPU load is more than 80% of the allocated
resources.

OCN_NWDAF_COMMUNICATION_HIGH_CPU_LOAD

Table 5-15 OCN_NWDAF_COMMUNICATION_HIGH_CPU_LOAD
e

Field

Details

Description

CPU load is high at the pod where the
microservice is running.

Affected Functions

All

Cause

CPU load is more than 80% of the allocated
resources.

OCN_NWDAF_CONFIGURATION_SERVICE_HIGH_CPU_LOAD

Table 5-16 OCN_NWDAF_CONFIGURATION_SERVICE_HIGH_CPU_LOAD

Field

Details

Description

CPU load is high at the pod where the
microservice is running.

Affected Functions

All

Cause

CPU load is more than 80% of the allocated
resources.

OCN_NWDAF_DATA_COLLECTION_HIGH_CPU_LOAD

Table 5-17 OCN_NWDAF_DATA_COLLECTION_HIGH_CPU_LOAD
e

Field

Details

Description

CPU load is high at the pod where the
microservice is running.

Affected Functions

All

Cause

CPU load is more than 80% of the allocated
resources.
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OCN_NWDAF_GATEWAY_HIGH_CPU_LOAD

Table 5-18 OCN_NWDAF_GATEWAY_HIGH_CPU_LOAD
|

Field Details

Description CPU load is high at the pod where the
microservice is running.

Affected Functions All

Cause CPU load is more than 80% of the allocated
resources.

OCN_NWDAF_MTLF_HIGH_CPU_LOAD

Table 5-19 OCN_NWDAF_MTLF_HIGH_CPU_LOAD
e

Field Details

Description CPU load is high at the pod where the
microservice is running.

Affected Functions All

Cause CPU load is more than 80% of the allocated
resources.

OCN_NWDAF_SUBSCRIPTION_HIGH_CPU_LOAD

Table 5-20 OCN_NWDAF_SUBSCRIPTION_HIGH_CPU_LOAD
|

Field Details

Description CPU load is high at the pod where the
microservice is running.

Affected Functions All

Cause CPU load is more than 80% of the allocated
resources.

OCN_NWDAF_ANALYTICS_HIGH_JVM_HEAP_MEMORY_USAGE

Table 5-21 OCN_NWDAF_ANALYTICS_HIGH_JVM_HEAP_MEMORY_USAGE
e

Field Details

Description The average of the memory heap usage is high.
Affected Functions All

Cause The heap memory usage is more than the 80%.

OCN_NWDAF_COMMUNICATION_HIGH_JVM_HEAP_MEMORY_USAGE

Table 5-22 OCN_NWDAF_COMMUNICATION_HIGH_JVM_HEAP_MEMORY_USAGE

|
Field Details

Description The average of the memory heap usage is high.
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Table 5-22 (Cont.)
OCN_NWDAF_COMMUNICATION_HIGH_JVM_HEAP_MEMORY_USAGE

Field Details
Affected Functions All
Cause The heap memory usage is more than the 80%.

OCN_NWDAF_CONFIGURATION_SERVICE_HIGH_JVM_HEAP_MEMORY_USAGE

Table 5-23 OCN_NWDAF_CONFIGURATION_SERVICE_HIGH_JVM_HEAP_MEMORY_U
SAGE

Field Details

Description The average of the memory heap usage is high.
Affected Functions All

Cause The heap memory usage is more than the 80%.

OCN_NWDAF_DATA_COLLECTION_HIGH_JVM_HEAP_MEMORY_USAGE

Table 5-24 OCN_NWDAF_DATA_COLLECTION_HIGH_JVM_HEAP_MEMORY_USAGE
e

Field Details

Description The average of the memory heap usage is high.
Affected Functions All

Cause The heap memory usage is more than the 80%.

OCN_NWDAF_GATEWAY_HIGH_JVM_HEAP_MEMORY_USAGE

Table 5-25 OCN_NWDAF_GATEWAY_HIGH_JVM_HEAP_MEMORY_USAGE
|

Field Details

Description The average of the memory heap usage is high.
Affected Functions All

Cause The heap memory usage is more than the 80%.

OCN_NWDAF_MTLF_HIGH_JVM_HEAP_MEMORY_USAGE

Table 5-26 OCN_NWDAF_MTLF_HIGH_JVM_HEAP_MEMORY_USAGE
|

Field Details

Description The average of the memory heap usage is high.
Affected Functions All

Cause The heap memory usage is more than the 80%.
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OCN_NWDAF_SUBSCRIPTION_HIGH_JVM_HEAP_MEMORY_USAGE

Table 5-27 OCN_NWDAF_SUBSCRIPTION_HIGH_JVM_HEAP_MEMORY_USAGE
|

Field Details

Description The average of the memory heap usage is high.
Affected Functions All

Cause The heap memory usage is more than the 80%.
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