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Preface

This guide provides an overview of Oracle Traffic Director, and describes how to create, administer, monitor, and troubleshoot Oracle Traffic Director instances.


Audience

This guide is intended for users who are responsible for installing, configuring, administering, monitoring, and troubleshooting web-tier components such as web servers, reverse proxy servers, and load balancers.

It is assumed that readers of this guide are familiar with the following:

	
Using web browsers


	
Working in a terminal window


	
Executing operating system commands on UNIX-like platforms




In addition, a basic understanding HTTP and SSL/TSL protocols is desirable, though not mandatory.





Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle Accessibility Program website at http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc.


Access to Oracle Support

Oracle customers that have purchased support have access to electronic support through My Oracle Support. For information, visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=info or visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs if you are hearing impaired.





Related Documents

For more information, see the following documents, which are available on the Oracle Technology Network:

	
Oracle Traffic Director Release Notes


	
Oracle Traffic Director Installation Guide


	
Oracle Traffic Director Command-Line Reference


	
Oracle Traffic Director Configuration Files Reference


	
Oracle Virtual Assembly Builder User's Guide


	
Oracle Exalogic Elastic Cloud Documentation








Conventions

The following text conventions are used in this document:


	Convention	Meaning
	boldface	Boldface type indicates graphical user interface elements associated with an action, or terms defined in text or the glossary.
	italic	Italic type indicates book titles, emphasis, or placeholder variables for which you supply particular values.
	monospace	Monospace type indicates commands within a paragraph, URLs, code in examples, text that appears on the screen, or text that you enter.











Part I



Getting Started

Part I contains the following chapters:

	
Chapter 1, "Getting Started with Oracle Traffic Director" provides an overview of Oracle Traffic Director and its features, explains the related terminology, describes the administrative framework of the product.


	
Chapter 2, "Managing the Administration Server" describes how to create, start, access, and manage the Oracle Traffic Director administration server.


	
Chapter 3, "Managing Administration Nodes" describes how to create, start, and manage administration nodes on which you can deploy Oracle Traffic Director instances.
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1 Getting Started with Oracle Traffic Director

[bookmark: TDADG103]
Oracle Traffic Director is a fast, reliable, and scalable layer-7 software load balancer. You can set up Oracle Traffic Director to serve as the reliable entry point for all HTTP, HTTPS and TCP traffic to application servers and web servers in the back end. Oracle Traffic Director distributes the requests that it receives from clients to servers in the back end based on the specified load-balancing method, routes the requests based on specified rules, caches frequently accessed data, prioritizes traffic, and controls the quality of service.

The architecture of Oracle Traffic Director enables it to handle large volumes of application traffic with low latency. The product is optimized for use in Oracle Exalogic Elastic Cloud and Oracle SuperCluster. It can communicate with servers in the back end over Exalogic's InfiniBand fabric. For more information about Exalogic, see the Oracle Exalogic Elastic Cloud documentation, http://docs.oracle.com/cd/E18476_01/index.htm. Oracle Traffic Director is also certified with various Fusion Middleware products.

Oracle Traffic Director is easy to install, configure, and use. It includes a simple, wizard-driven graphical interface as well as a robust command-line interface to help you administer Oracle Traffic Director instances.

On engineered systems platforms, you can set up pairs of Oracle Traffic Director instances and leverage its built-in High Availability capability to setup either Active-Passive or Active-Active failover. As the volume of traffic to your network grows, you can easily scale the environment by reconfiguring Oracle Traffic Director with additional back-end servers to which it can route requests.

Depending on the needs of your IT environment, you can configure Oracle Traffic Director to apply multiple, complex rules when distributing requests to the back-end servers and when forwarding responses to clients.

This chapter provides information to help you understand and get started with Oracle Traffic Director. It contains the following sections:


	
What's New in this Release?



	
Features of Oracle Traffic Director



	
Typical Network Topology



	
Oracle Traffic Director Terminology



	
Oracle Traffic Director Deployment Scenarios



	
Administration Framework of Oracle Traffic Director



	
Overview of Administration Tasks



	
Setting Up a Simple Load Balancer Using Oracle Traffic Director









What's New in this Release?





1.1 What's New in this Release?

The following are the new features in Oracle Traffic Director 11.1.1.9.0:

	
Support for external health check executables

Oracle Traffic Director now supports a generic health check hook-up mechanism, so that customers can write their own health check programs/scripts to monitor the health of specific origin servers. An external executable is especially useful for a protocol-level health check monitor for the origin servers.

For more information, see Section 14.3.1, "Using an External Health-Check Executable to Check the Health of a Server" in Chapter 14, "Configuring Oracle Traffic Director for High Availability".


	
Oracle Traffic Director on Oracle Linux Server 6

Oracle Traffic Director can now be installed on Oracle Linux Server release 6. For more information, see Oracle Traffic Director Installation Guide.


	
Support for custom maintenance page when origin servers offline

Oracle Traffic Director now allows you to serve a custom server pool maintenance response code, and HTML page, when all the back-end servers are detected offline. Providing this type of message is better than having a gateway time-out, or creating other resources to host static content.

For more information, see Chapter 6, "Configuring a Custom Maintenance Page" in Chapter 6, "Managing Origin-Server Pools".


	
Support for TLS 1.1 and TLS 1.2

Oracle Traffic Director now supports TLS 1.1 and TLS 1.2. This supports the WLS Managed Service use case, where Oracle Traffic Director provides the Load Balancer as a Service role, and acts as the primary SSL termination end point.

For more information, see Chapter 11, "Configuring SSL/TLS Ciphers for a Listener" in Chapter 11, "Managing Security".


	
HTTP forward proxy support in origin server pools

Oracle Traffic Director now supports an HTTP forward proxy server to be optionally associated with an origin server pool so that all member origin servers of the pool are communicated with via the configured HTTP forward proxy server. This feature supports an environment where access to intended origin servers are restricted through corporate proxy servers.

For more information, see Specifying an HTTP Forward Proxy Server in Chapter 6, "Managing Origin-Server Pools" and the create-origin-server-pool command in Oracle Traffic Director CLI Reference.


	
High-availability (HA) changes and support for multiple admin users for JaaS

Oracle Traffic Director includes several changes to high-availability (HA) functionality, including removal of a subnetwork restriction wherein the VIP as well as both the primary and the backup nodes have to belong to the same subnet; and, in the keep-alive or persistent connection handling subsystem added support for unicast transmission.


	
Monitoring enhancements

Oracle Traffic Director includes new monitored attributes for the instance, connection queue, virtual server, and origin server; changes to monitoring of the TCP proxy for SNMP; and a new failover monitoring that contains the statistics of each VIP in the server instance.

For more information, see Appendix A, "Metrics Tracked by Oracle Traffic Director".


	
Enabling POST keep-alive by default

Oracle Traffic Director now enables POST keep-alive by default (a default of true for always-use-keep-alive) if the origin is Oracle WebLogic Server (WLS).


	
Solaris IPoIB high availability (HA) support

Oracle Traffic Director can now be configured to provide high availability for IP over InfiniBand (IPoIB) on Solaris. There is no longer a restriction that Oracle Traffic Director must be installed in a global zone to provide high availability for Solaris.


	
Oracle Traffic Director now monitors the status of origin servers, and displays the status in the origin servers page in the user interface. Oracle Traffic Director can also show status for dynamically discovered origin servers if available and enabled.
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1.2 Features of Oracle Traffic Director

Oracle Traffic Director provides the following features:

	
Advanced methods for load distribution

You can configure Oracle Traffic Director to distribute client requests to servers in the back end by using one of the following methods:

	
Round robin


	
Least connection count


	
Least response time


	
Weighted round robin


	
Weighted least connection count


	
IP hash (this distribution method sticks requests to origin servers based on a hash derived from the client IP address)





	
Flexible routing and load control on back-end servers

	
Request-based routing

Oracle Traffic Director can be configured to route HTTP/S requests to specific servers in the back end based on information in the request URI: pattern, query string, domain, source and destination IP addresses, and so on.


	
Content-based routing

Oracle Traffic Director can be configured to route HTTP/S requests to specific servers in the back end based on contents within a request. This way, web service requests such as XML or JSON can be easily routed to specific origin servers based on specific elements within the body content. Content-based routing is enabled by default.


	
Request rate acceleration

Administrators can configure the rate at which Oracle Traffic Director increases the load (number of requests) for specific servers in the back end. By using this feature, administrators can allow a server that has just been added to the pool, or has restarted, to perform startup tasks such as loading data and allocating system resources.


	
Connection limiting

Oracle Traffic Director can be configured to limit the number of concurrent connections to a server in the back end. When the configured connection limit for a server is reached, further requests that require new connections are not sent to that server.





	
Controlling the request load and quality of service

	
Request rate limiting

Oracle Traffic Director can be set up to limit the rate of incoming requests from specific clients and for specific types of requests. This feature enables administrators to optimize the utilization of the available bandwidth, guarantee a certain level of quality of service, and prevent denial-of-service (DoS) attacks.


	
Quality of service tuning

To ensure equitable utilization of the available network resources for incoming requests, you can configure Oracle Traffic Director virtual servers to limit the maximum number of concurrent connections to clients and the maximum speed at which data can be transferred to clients.





	
Support for WebSocket connections

Oracle Traffic Director handles WebSocket connections by default. WebSocket connections are long-lived and allow support for live content, games in real-time, video chatting, and so on. In addition, Oracle Traffic Director can be configured to ensure that only those clients that strictly adhere to R FC 6455 are allowed. For more information, see the section Section 8.4, "Configuring Routes" and the Oracle Traffic Director Command-Line Reference.


	
Integration with Oracle Fusion Middleware

	
Oracle Traffic Director is designed to recognize and handle headers that are part of requests to, and responses from, Oracle WebLogic Server managed servers in the back end.


	
When an Oracle Traffic Director instance is configured to distribute client requests to clustered Oracle WebLogic Server managed servers, Oracle Traffic Director automatically detects changes in the cluster—such as the removal or addition of managed servers, and considers such changes while routing requests.


	
Patches that Oracle delivers for the Oracle Traffic Director software can be applied by using OPatch, a Java-based utility, which is the standard method for applying patches to Oracle Fusion Middleware products.





	
Easy-to-use administration interfaces

Administrators can use either a graphical user interface or a command-line interface to administer Oracle Traffic Director instances.


	
Security

Oracle Traffic Director enables and enhances security for your IT infrastructure in the following ways:

	
Reverse proxy

By serving as an intermediary between clients outside the network and servers in the back end, Oracle Traffic Director masks the names of servers in the back end and provides a single point at which you can track access to critical data and applications hosted by multiple servers in the back end.


	
Support for SSL 3.0 and TLS 1.0, 1.1, and 1.2

To secure data during transmission and to ensure that only authorized users access the servers in the back end, you can configure SSL/TLS-enabled HTTP and TCP listeners for Oracle Traffic Director instances.

You can either use digital certificates issued by commercial CAs such as VeriSign or generate RSA- and Elliptic Curve Cryptography (ECC)-type self-signed certificates with key sizes of up to 4096 bits by using the administration console or the CLI.


	
Web Application Firewall

A Web application firewall enables you to apply a set of rules to an HTTP request, which are useful for preventing common attacks such as Cross-site Scripting (XSS) and SQL Injection. The Web Application Firewall module for Oracle Traffic Director supports open source ModSecurity 2.6.


	
HTTP Forward Proxy Support in Origin Server Pools

In an environment where access to intended origin servers are restricted through corporate proxy servers, you can optionally associate an HTTP forward proxy server with an origin server pool so that all member origin servers (of said pool) are communicated with via the configured HTTP forward proxy server.





	
High availability

Oracle Traffic Director provides high availability for your enterprise applications and services through the following mechanisms:

	
Health checks for the back end

If a server in the back end is no longer available or is fully loaded, Oracle Traffic Director detects this situation automatically through periodic health checks and stops sending client requests to that server. When the failed server becomes available again, Oracle Traffic Director detects this automatically and resumes sending requests to the server.


	
Backup servers in the back end

When setting up server pools for an Oracle Traffic Director instance, you can designate a few servers in the back end as backup servers. Oracle Traffic Director sends requests to the backup servers only when none of the primary servers is available. This feature ensures continued availability even when some servers in the back end fail.


	
Failover for load balancing

Two Oracle Traffic Director instances can be deployed in an active-passive or active-active configuration. If the primary Oracle Traffic Director instance fails, the backup instance takes over.


	
Dynamic reconfiguration

Most configuration changes to Oracle Traffic Director instances can be deployed dynamically, without restarting the instances and without affecting requests that are being processed.





	
Monitoring statistics

Administrators can monitor a wide range of statistics pertaining to the performance of Oracle Traffic Director instances through several methods: the administration console, the command-line interface, and a report in XML format.


	
High performance

	
SSL/TLS offloading

Oracle Traffic Director can be configured as the SSL/TLS termination point for HTTP/S and TCP requests. This reduces the processing of overhead on the servers in the back end.


	
Content caching

Oracle Traffic Director can be configured to cache (in its process memory) content that it receives from origin servers. By caching content, Oracle Traffic Director helps reduce the load on servers in the back end and helps improve performance for clients.


	
HTTP compression

Administrators can configure Oracle Traffic Director instances to compress the data received from servers in the back end and forward the compressed content to the requesting clients. This feature improves the response time for clients connected on slow connections.





	
Virtualization-enabled solution

Oracle Traffic Director can be deployed as a virtual appliance on cloud and virtual platforms.

After deploying Oracle Traffic Director as a physical application, you can create a virtual appliance from an Oracle Traffic Director instance or create an assembly containing multiple such appliances. You can then deploy the appliance or assembly on the Oracle Virtual Machine hypervisor. To enable such a deployment, Oracle provides an Oracle Traffic Director plug-in as part of Oracle Virtual Assembly Builder, a tool that you can use to build virtual appliances and assemblies from physical applications.

For more information about creating and deploying virtual assemblies containing Oracle Traffic Director instances, see the Oracle Virtual Assembly Builder User's Guide.


	
TCP load balancing

With TCP load balancing, Oracle Traffic Director accepts client connections and routes the requests to a pool of servers running TCP-based protocols.
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1.3 Typical Network Topology

The network topology that you create for Oracle Traffic Director varies depending on your business requirements such as the number of back-end applications for which you want to use Oracle Traffic Director to balance requests, IT requirements such as security, and the features of Oracle Traffic Director that you want to use.

In the simplest implementation, you can have a single Oracle Traffic Director instance running on a dedicated compute node distributing client requests to a pool of servers in the back end.

To ensure that the node on which an Oracle Traffic Director instance runs does not become the single point of failure in the topology, you can have two homogenous Oracle Traffic Director instances running on different nodes forming an active-passive failover pair.

Figure 1-1 shows a typical Oracle Traffic Director network topology for a high-availability use case in an active-passive mode.


Figure 1-1 Oracle Traffic Director Network Topology: Active-Passive Failover Mode

[image: Description of Figure 1-1 follows]






The topology shown in Figure 1-1 consists of two Oracle Traffic Director instances—otd_1 and otd_2—forming an active-passive failover group and providing a single virtual IP address for client requests. When the active instance (otd_1 in this example) receives a request, it determines the server pool to which the request should be sent and forwards the request to one of the servers in the pool based on the load distribution method defined for that pool.

Note that Figure 1-1 shows only two server pools in the back end, but you can configure Oracle Traffic Director to route requests to servers in multiple pools.

In the active-passive setup described here, one node in the failover group is redundant at any point in time. To improve resource utilization, you can configure the two Oracle Traffic Director instances in active-active mode with two virtual IP addresses. Each instance caters to requests received on one virtual IP address and backs up the other instance.

For more information about configuring Oracle Traffic Director instances in failover groups, see Section 14.2, "Creating and Managing Failover Groups."
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1.4 Oracle Traffic Director Terminology

An Oracle Traffic Director configuration is a collection of elements that define the run-time behavior of an Oracle Traffic Director instance. An Oracle Traffic Director configuration contains information about various elements of an Oracle Traffic Director instance such as listeners, origin servers, failover groups, and logs.

The following table describes the terms used in this document when describing administrative tasks for Oracle Traffic Director.


	Term	Description
	Configuration	A collection of configurable elements (metadata) that determine the run-time behavior of an Oracle Traffic Director instance.
A typical configuration contains definitions for the listeners (IP address and port combinations) on which Oracle Traffic Director should listen for requests and information about the servers in the back end to which the requests should be sent. Oracle Traffic Director reads the configuration when an Oracle Traffic Director instance starts and while processing client requests.


	Instance	An Oracle Traffic Director server that is instantiated from a configuration and deployed on an administration node.
	Failover group	Two Oracle Traffic Director instances grouped by a virtual IP address (VIP), to provide high availability in active-passive mode. Requests are received at the VIP and routed to the Oracle Traffic Director instance that is designated as the primary instance. If the primary instance is not reachable, requests are routed to the backup instance.
For active-active failover, two failover groups are required, each with a unique VIP, but both consisting of the same nodes with the primary and backup roles reversed. Each instance in the failover group is designated as the primary instance for one VIP and the backup for the other VIP.


	Administration server	A specially configured Oracle Traffic Director instance that hosts the administration console and command-line interfaces, using which you can create and manage Oracle Traffic Director configurations, deploy instances on administration nodes, and manage the lifecycle of these instances. Note that you can deploy instances of Oracle Traffic Director configuration on the administration server. In this sense, the administration server can function as an administration node as well.
	Administration node	A specially configured Oracle Traffic director instance that is registered with the remote administration server. The administration node running on a host acts as the agent of the remote administration server and assists the administration server in managing the instances running on the host.
Note that, on a given node, you can deploy only one instance of a configuration.


	INSTANCE_HOME	A directory of your choice, on the administration server or an administration node, in which the configuration data and binary files pertaining to Oracle Traffic Director instances are stored.
	ORACLE_HOME	A directory of your choice in which you install the Oracle Traffic Director binaries.
	Administration console	A web-based graphical interface on the administration server that you can use to create, deploy, and manage Oracle Traffic Director instances.
	Client	Any agent—a browser or an application, for example—that sends HTTP, HTTPS and TCP requests to Oracle Traffic Director instances.
	Origin server	A server in the back end, to which Oracle Traffic Director forwards the HTTP, HTTPS and TCP requests that it receives from clients, and from which it receives responses to client requests.
Origin servers can be application servers like Oracle WebLogic Server managed servers, web servers, and so on.


	Origin-server pool	A collection of origin servers that host the same application or service that you can load-balance by using Oracle Traffic Director.
Oracle Traffic Director distributes client requests to servers in the origin-server pool based on the load-distribution method that is specified for the pool.

Oracle Traffic Director can communicate with the origin servers in the origin-server pool directly, or through a configured HTTP forward proxy server.


	Virtual server	A virtual entity within an Oracle Traffic Director server instance that provides a unique IP address (or host name) and port combination through which Oracle Traffic Director can serve requests for one or more domains.
An Oracle Traffic Director instance on a node can contain multiple virtual servers. Administrators can configure settings such as the maximum number of incoming connections specifically for each virtual server. They can also customize how each virtual server handles requests.
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1.5 Oracle Traffic Director Deployment Scenarios

Oracle Traffic Director can be used either as a physical application or as a virtual appliance.

	
Physical application

You can install Oracle Traffic Director on an Oracle Linux 5.6 or Oracle Linux 6 system and run one or more instances of the product to distribute client requests to servers in the back end.

For information about installing Oracle Traffic Director as a physical application, see the Oracle Traffic Director Installation Guide.


	
Appliance running on a virtual platform

After deploying Oracle Traffic Director as a physical application, you can create a virtual appliance from an Oracle Traffic Director instance or create an assembly containing multiple such appliances. You can then deploy the appliance or assembly on the Oracle Virtual Machine hypervisor. To enable such a deployment, Oracle provides an Oracle Traffic Director plug-in as part of Oracle Virtual Assembly Builder, a tool that you can use to build virtual appliances and assemblies from physical applications.

For more information about creating and deploying virtual assemblies containing Oracle Traffic Director instances, see the Oracle Virtual Assembly Builder User's Guide.
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1.6 Administration Framework of Oracle Traffic Director

You can perform various administrative tasks—enabling a feature of Oracle Traffic Director, adjusting how the feature works, and instructing Oracle Traffic Director to handle requests and responses in specific ways—by using the administration interfaces provided by the administration server.

The following subsections describe the administration framework in detail:

	
Section 1.6.1, "Overview of the Administration Framework"


	
Section 1.6.2, "Administration Server"


	
Section 1.6.3, "Administration Node"


	
Section 1.6.4, "Administration Interfaces"


	
Section 1.6.5, "Configuration Store"


	
Section 1.6.6, "Instance Configuration Files"






1.6.1 Overview of the Administration Framework

The settings that you define for Oracle Traffic Director instances are stored as configurations in a configuration store on the administration server. You can instantiate a configuration by deploying it as instances on one or more administration nodes.

Figure 1-2 depicts the administration framework of Oracle Traffic Director.


Figure 1-2 Administration Framework of Oracle Traffic Director

[image: Description of Figure 1-2 follows]






Figure 1-2 shows an administration server running on one machine, hosting the command-line interface and administration console applications. The administration interfaces are used to create three configurations—pub.example.com, app.example.com, and adm.example.com, which are stored in the configuration store of the administration server.

	
The adm.example.com configuration is deployed as an instance on one administration node.


	
The app.example.com configuration is deployed as an instance on two administration nodes.


	
The pub.example.com configuration is deployed as an instance on two administration nodes, with a high-availability heartbeat between the two nodes.









1.6.2 Administration Server

You can perform all of the administrative tasks for Oracle Traffic Director through the administration server, which is a specially configured Oracle Traffic Director instance.

The Oracle Traffic Director administration server is not created automatically when you install the product. You should create the administration server as described in Section 2.1, "Creating the Administration Server.".






1.6.3 Administration Node

An administration node is a physical host on which you can create Oracle Traffic Director instances.

To make a host an administration node, you should do the following:

	
Install Oracle Traffic Director on the host, or mount a remote installation of Oracle Traffic Director on a local directory on the host.


	
Register the host with the administration server by running the configure-server command. This command designates the host as an Oracle Traffic Director administration node and registers the administration node with a remote administration server.




You can now create instances of Oracle Traffic Director configurations on the administration node. Note that on an administration node, you can create only one instance of a particular configuration.

For more information about creating administration nodes and managing them, see Section 3, "Managing Administration Nodes."






1.6.4 Administration Interfaces

The administration server of Oracle Traffic Director provides the following interfaces through which you can create, modify, and manage Oracle Traffic Director instances:

	
Command-line interface

Oracle Traffic Director provides a command-line interface (CLI) that supports a wide range of administrative operations. The syntax of the command-line interface is easy to understand and use. While you use the interface, you can look up help for specific commands and options. For information about accessing the CLI, see Section 2.3.1, "Accessing the Command-Line Interface."


	
Administration console

The administration console is an web-based graphical interface consisting of a set of screens and wizards that you can use to create, monitor, and manage Oracle Traffic Director instances. For information about accessing the administration console, see Section 2.3.2, "Accessing the Administration Console."









1.6.5 Configuration Store

All of the configurable elements of an Oracle Traffic Director instance are stored as a configuration, which is a set of files created in a configuration store in the following directory:


INSTANCE_HOME/admin-server/config-store/config_name/config


config_name is the name that you specified for the configuration while creating it.

The files in the configuration store are meant for internal use by Oracle Traffic Director. They can be created, updated, and deleted only through the administration interfaces—administration console and command-line interface.




	
Caution:

The files in the configuration store are updated automatically when you edit a configuration by using either the administration console or the CLI.
DO NOT edit the files in the configuration store manually.














1.6.6 Instance Configuration Files

When you create instances of an Oracle Traffic Director configuration, the configuration files that represent the configuration are copied from the administration server to the INSTANCE_HOME/net-config_name/config directory on each of the administration nodes.

Oracle Traffic Director uses the configuration files in the INSTANCE_HOME/net-config_name/config directory when the instance starts and while it processes requests from clients.

For information about the content and structure of the configuration files, see the Oracle Traffic Director Configuration Files Reference.
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1.7 Overview of Administration Tasks

Figure 1-3 shows the typical order of tasks that you should perform to create and manage Oracle Traffic Director instances.


Figure 1-3 Oracle Traffic Director Administration Workflow

[image: Description of Figure 1-3 follows]









	
Note:

As the administrator of Oracle Traffic Director, you might perform several additional tasks such as managing security, tuning for performance, and troubleshooting problems. These tasks are not shown in the flowchart because they are not necessarily performed at definite points in a fixed sequence. All of these additional tasks are described in other chapters of this document.







	
Install the product

You can install Oracle Traffic Director on Oracle Linux 5.6+ or Oracle Linux 6 on an x86_64 system, by using an interactive graphical wizard or in silent mode.

For more information, see the Oracle Traffic Director Installation Guide.


	
Create the administration server

After installing the product, you should create an administration server instance of Oracle Traffic Director. The administration server is a specially configured Oracle Traffic Director virtual server that you can use to administer Oracle Traffic Director instances.

For more information, see "Creating the Administration Server Instance" in the Oracle Traffic Director Installation Guide.


	
Manage the administration server

At times, you might want to stop the administration server and restart it, or change settings such as the administrator user name and password.

For more information, see Chapter 2, "Managing the Administration Server."


	
Access the administration console and command-line interface

You can use the administration console and command-line interface of Oracle Traffic Director to create, modify, and monitor Oracle Traffic Director instances.

For information about accessing the administration console and command-line interface, see Section 2.3, "Accessing the Administration Interfaces."


	
Create and manage administration nodes

Administration nodes are physical hosts on which you can create Oracle Traffic Director instances.

For information about managing administration nodes, see Chapter 3, "Managing Administration Nodes."


	
Create and manage configurations

After creating the administration nodes, create configurations that define your Oracle Traffic Director instances. A configuration is a collection of metadata that you can use to instantiate Oracle Traffic Director. Oracle Traffic Director reads the configuration when a server instance starts and while processing client requests.

For information about managing configurations, see Chapter 4, "Managing Configurations."


	
Create and manage instances

After creating a configuration, you can create Oracle Traffic Director server instances by deploying the configuration on one or more hosts. You can view the current state of each instance, start or stop it, reconfigure it to reflect configuration changes, and so on.

For information about managing instances, see Chapter 5, "Managing Instances."


	
Define and manage origin-server pools

For an Oracle Traffic Director instance to distribute client requests, you should define one or more origin-server pools or in the back end. For each origin-server pool, you can define the load-distribution method that Oracle Traffic Director should use to distribute requests. In addition, for each origin server in a pool, you can define how Oracle Traffic Director should control the request load.

For more information, see Chapter 6, "Managing Origin-Server Pools" and Chapter 7, "Managing Origin Servers."


	
Create and manage virtual servers and listeners

An Oracle Traffic Director instance running on a node contains one or more virtual servers. Each virtual server provides one or more listeners for receiving requests from clients. For each virtual server, you can configure parameters such as the origin-server pool to which the virtual server should route requests, the quality of service settings, request limits, caching rules, and log preferences.

For more information, see Chapter 8, "Managing Virtual Servers" and Chapter 10, "Managing Listeners."


	
Manage security

Oracle Traffic Director, by virtue of its external-facing position in a typical network, plays a critical role in protecting data and applications in the back end against attacks and unauthorized access from outside the network. In addition, the security and integrity of data traversing through Oracle Traffic Director to the rest of the network needs to be guaranteed.

For more information, see Chapter 11, "Managing Security."


	
Manage Logs

Oracle Traffic Director records data about server events such as configuration changes, instances being started and stopped, errors while processing requests, and so on in log files. You can use the logs to troubleshoot errors and to tune the system for improved performance.

For more information, see Chapter 12, "Managing Logs."


	
Monitor statistics

The state and performance of Oracle Traffic Director instances are influenced by several factors: configuration settings, volume of incoming requests, health of origin servers, nature of data passing through the instances, and so on. As the administrator, you can view metrics for all of these factors through the command-line interface and administration console, and extract the statistics in the form of XML files for detailed analysis. You can also adjust the granularity at which Oracle Traffic Director collects statistics.

For more information, see Chapter 13, "Monitoring Oracle Traffic Director Instances."


	
Set up Oracle Traffic Director instances for high availability

In the event that an Oracle Traffic Director instance or the node on which it runs fails, you need to ensure that the load-balancing service that the instance provides continues to be available uninterrupted. You can achieve this goal by configuring a backup Oracle Traffic Director instance that can take over processing of requests when the primary instance fails.

For more information, see Chapter 14, "Configuring Oracle Traffic Director for High Availability."


	
Tune for performance

Based on your analysis of performance statistics and to respond to changes in the request load profile, you might want to adjust the request processing parameters of Oracle Traffic Director to maintain or improve the performance. Oracle Traffic Director provides a range of performance-tuning controls and knobs that you can use to limit the size and volume of individual requests, control timeout settings, configure thread pool settings, SSL/TLS caching behavior, and so on.

For more information, see Chapter 15, "Tuning Oracle Traffic Director for Performance."


	
Diagnose and troubleshoot problems

Despite the best possible precautions, you might occasionally run into problems when installing, configuring, and monitoring Oracle Traffic Director instances. You can diagnose and solve some of these problems based on the information available in error messages and logs. For complex problems, you would need to gather certain data that Oracle support personnel can use to understand, reproduce, and diagnose the problem.

For more information, see Chapter 16, "Diagnosing and Troubleshooting Problems."
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1.8 Setting Up a Simple Load Balancer Using Oracle Traffic Director

This section describes how you can set up a load-balanced service using Oracle Traffic Director with the minimum necessary configuration. The purpose of this section is to reinforce and illustrate the concepts discussed earlier in this chapter and to prepare you for the configuration tasks described in the remaining chapters.

This section contains the following topics:

	
Section 1.8.1, "Example Topology"


	
Section 1.8.2, "Creating the Load Balancer for the Example Topology"


	
Section 1.8.3, "Verifying the Load-Balancing Behavior of the Oracle Traffic Director Instance"






1.8.1 Example Topology

In this example, we will create a single instance of Oracle Traffic Director that will receive HTTP requests and distribute them to two origin servers in the back end, both serving identical content.

Figure 1-4 shows the example topology.


Figure 1-4 Oracle Traffic Director Deployment Example

[image: Description of Figure 1-4 follows]






The example topology is based on the following configuration:

	
Administration server host and port: bin.example.com:8989


	
Administration node host and port: apps.example.com:8900


	
Virtual server host and port to receive requests from clients: hr-apps.example.com:1905


	
Host and port of origin servers (web servers in this example):

	
hr-1.example.com:80


	
hr-2.example.com:80




In the real world, both origin servers would serve identical content. But for this example, to be able to see load balancing in action, we will set up the index.html page to which the DocumentRoot directive of the web servers points, to show slightly different content, as follows:

	
For hr-1.example.com:80: "Page served from origin-server 1"


	
For hr-2.example.com:80: "Page served from origin-server 2"





	
Load-balancing method: Round robin









1.8.2 Creating the Load Balancer for the Example Topology

This section describes how to set up the topology described in Section 1.8.1, "Example Topology."

	
Install Oracle Traffic Director on the hosts bin.example.com and apps.example.com, as described in the Oracle Traffic Director Installation Guide.


	
On bin.example.com create the administration server instance by using the configure-server CLI command.


> $ORACLE_HOME/bin/tadm configure-server --port=8989 --user=admin
 --instance-home=/production/otd/

This command will create an Administration Server. The password that is
 provided will be required to access the Administration Server.
Enter admin-user-password>
Enter admin-user-password again>
OTD-70214 The Administration Server has been configured successfully.
The server can be started by executing: /production/otd/admin-server/bin/startserv
The Administration Console can be accessed at https://bin.example.com:8989 using user name 'admin'.


	
Start the administration server.


> /production/otd/admin-server/bin/startserv

Oracle Traffic Director 11.1.1.7.0 B01/14/2013 09:08
[NOTIFICATION:1] [OTD-80118] Using [Java HotSpot(TM) 64-Bit Server VM, Version 1.6.0_29] from [Sun Microsystems Inc.]
[NOTIFICATION:1] [OTD-80000] Loading web module in virtual server [admin-server] at [/admin]
[NOTIFICATION:1] [OTD-80000] Loading web module in virtual server [admin-server] at [/jmxconnector]
[NOTIFICATION:1] [OTD-10358] admin-ssl-port: https://bin.example.com:8989 ready to accept requests
[NOTIFICATION:1] [OTD-10487] successful server startup


	
On the apps.example.com host, run the configure-server command to register the host with the remote administration server as an administration node.


> $ORACLE_HOME/bin/tadm configure-server --user=admin --port=8989
 --host=bin.example.com --admin-node --node-port=8900
 --instance-home=/home/otd-instances

This command will create an Administration Node and register it with the remote Administration Server: https://bin.example.com:8989.
Enter admin-user-password>
OTD-70215 The Administration Node has been configured successfully.
The node can be started by executing: /home/otd-instances/admin-server/bin/startserv


	
Start the administration node.


> /home/otd-instances/admin-server/bin/startserv

Oracle Traffic Director 11.1.1.7.0 B01/14/2013 09:08
[NOTIFICATION:1] [OTD-80118] Using [Java HotSpot(TM) 64-Bit Server VM, Version 1.6.0_29] from [Sun Microsystems Inc.]
[NOTIFICATION:1] [OTD-80000] Loading web module in virtual server [admin-server] at [/jmxconnector]
[NOTIFICATION:1] [OTD-10358] admin-ssl-port: https://apps.example.com:8900 ready to accept requests
[NOTIFICATION:1] [OTD-10487] successful server startup


	
On the administration server (bin.example.com), create a configuration named hr-config, by using the create-config CLI command.


> $ORACLE_HOME/bin/tadm create-config --user=admin --port=8989
 --listener-port=1905 --server-name=hr-apps.example.com
 --origin-server=hr-1.example.com:80,hr-2.example.com:80 hr-config

Enter admin-user-password>
OTD-70201 Command 'create-config' ran successfully. 


	
Create an instance of the configuration hr-config on the administration node apps.example.com, by running the create-instance CLI command from the administration server.


> $ORACLE_HOME/bin/tadm create-instance --user=admin --port=8989
 --config=hr-config apps.example.com

Enter admin-user-password>
OTD-70201 Command 'create-instance' ran successfully.


	
Start the Oracle Traffic Director instance that you just created on apps.example.com, by running the start-instance CLI command from the administration server.


> $ORACLE_HOME/bin/tadm start-instance --config=hr-config

CLI204 Successfully started the server instance.







	
Note:

The steps in this procedure use only the CLI, but you can perform step 6 onward by using the administration console as well.







We have now successfully created an Oracle Traffic Director configuration, instantiated it on an administration node, and started the instance.






1.8.3 Verifying the Load-Balancing Behavior of the Oracle Traffic Director Instance

The Oracle Traffic Director instance that we created and started earlier is now listening for HTTP requests at the URL http://hr-apps.example.com:1905.

This section describes how you can verify the load-balancing behavior of the Oracle Traffic Director instance by using your browser.




	
Note:

	
Make sure that the web servers hr-1.example.com:80 and hr-2.example.com:80 are running.


	
If necessary, update the /etc/hosts file on the host from which you are going to access the Oracle Traffic Director virtual server, to make sure that the browser can resolve hr-apps.example.com to the correct IP address.












	
Enter the URL http://hr-apps.example.com:1905 in your browser.

A page with the following text is displayed:

"Page served from origin-server 1"

This indicates that the Oracle Traffic Director instance running on the apps.example.com administration node received the HTTP request that you sent from the browser, and forwarded it to the origin server hr-1.example.com:80.


	
Send another HTTP request to http://hr-apps.example.com:1905 by refreshing the browser window.

A page with the following text is displayed:

"Page served from origin-server 2"

This indicates that Oracle Traffic Director sent the second request to the origin server hr-2.example.com:80


	
Send a third HTTP request to http://hr-apps.example.com:1905 by refreshing the browser window again.

A page with the following text is displayed:

"Page served from origin-server 1"

This indicates that Oracle Traffic Director used the simple round-robin load-distribution method to send the third HTTP request to the origin server hr-1.example.com:80.
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2 Managing the Administration Server
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The administration server is a specially configured Oracle Traffic Director virtual server that you can use to create, monitor, and manage Oracle Traffic Director instances.

For information about the role of the administration server in the administrative framework of Oracle Traffic Director, see Section 1.6, "Administration Framework of Oracle Traffic Director."

This chapter describes how to create, remove, start, stop, and restart the administration server; and how to configure its settings. It also describes how to access the administration interfaces of Oracle Traffic Directorthe administration console and the command-line interface.

This chapter contains the following sections:


	
Creating the Administration Server



	
Starting the Administration Server



	
Accessing the Administration Interfaces



	
Stopping and Restarting the Administration Server



	
Viewing Administration Server Settings



	
Changing Administration Server Settings



	
Removing the Administration Server Instance









Creating the Administration Server





2.1 Creating the Administration Server

The Oracle Traffic Director administration server provides the interfaces that you can use to perform all of the administrative tasks for Oracle Traffic Director.

To create the administration server, do the following:

	
Run the configure-server CLI command as shown in the following example:


> $ORACLE_HOME/bin/tadm configure-server --port=8989 --user=admin
 --instance-home=/production/otd/


ORACLE_HOME is the directory in which you installed Oracle Traffic Director.




	
Note:

The user name can contain a maximum of 100 characters and must not contain spaces.







The following message and prompt are displayed.


This command will create the administration server.
The password that is provided will be required to access the administration server.
Enter admin-user-password>


	
Enter the administrator password.

You will later use this password to log in to the Oracle Traffic Director administration console.

A prompt to enter the password again is displayed.


Enter admin-user-password again>


	
Confirm the administrator password by entering it again.




The files and resources pertaining to the administration server (configuration artifacts, executable commands, and so on) are located in the admin-server subdirectory within the instance-home directory specified with the configure-server command.

For each of the Oracle Traffic Director configurations that you subsequently instantiate on the host that contains the administration server, a directory named net-config_name is created within the instance-home directory, as shown in the following example:


/production/otd
   admin-server
   net-test
   net-soa
   net-adf


For more information about the configure-server command, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.
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2.2 Starting the Administration Server

To be able to use the administration interfaces—administration console and command-line interface, the administration server should be running.

To start the administration server, run the following command:


> $INSTANCE_HOME/admin-server/bin/startserv


INSTANCE_HOME is the directory that contains all the Oracle Traffic Director instances, including the administration server instance. This is the directory that you specified with the instance-home option while creating the administration server by using the configure-server command.

The startserv command starts the administration server using the port that you specified while creating the administration server.

Wait for the successful server startup message to be displayed, as shown in the following example:


Oracle Traffic Director 11.1.1.7.0 B01/14/2013 09:08
[NOTIFICATION:1] [OTD-80118] Using [Java HotSpot(TM) 64-Bit Server VM, Version 1.6.0_29] from [Sun Microsystems Inc.]
[NOTIFICATION:1] [OTD-80000] Loading web module in virtual server [admin-server] at [/admin]
[NOTIFICATION:1] [OTD-80000] Loading web module in virtual server [admin-server] at [/jmxconnector]
[NOTIFICATION:1] [OTD-10358] admin-ssl-port: https://bin.example.com:8989 ready to accept requests
[NOTIFICATION:1] [OTD-10487] successful server startup


You can now use the administration interfaces of Oracle Traffic Director—administration console and command-line interface—to configure and manage Oracle Traffic Director instances.

To use the administration console and the command-line interface, you should log in by using the user name and password that you specified while creating the administration server. For more information, see Section 2.3, "Accessing the Administration Interfaces."
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2.3 Accessing the Administration Interfaces

This section contains the following topics:

	
Accessing the Command-Line Interface


	
Accessing the Administration Console







	
Note:

To be able to use the administration interfaces, the administration server should be running. For information about starting the administration server, see Section 2.2, "Starting the Administration Server."









2.3.1 Accessing the Command-Line Interface

You can access the command-line interface (CLI) of Oracle Traffic Director by running the tadm command from the ORACLE_HOME/bin directory, as follows:


./tadm [subcommand] --user=admin_user --host=adminserver_host [--password-file=path_to_file] --port=adminserver_port


The CLI uses password-based authentication to allow access to the administration server. If you do not specify the --password-file option, a prompt to enter the administrator user password is displayed. After you enter the password, the specified subcommand is executed.

The tadm command supports a comprehensive set of subcommands that you can use to create, view, update, and manage settings for all of the features of Oracle Traffic Director. If you run the tadm command without specifying the subcommand, you enter the shell mode of the CLI. In the shell mode, the options to connect to the administration server—user, host, port, and password—have already been specified; so you can run individual subcommands without specifying the connection options each time.

You can view help for a subcommand by running the subcommand with the --help option.

For more information about using the CLI, including the usage modes (standalone, shell, and file), the subcommands that the tadm command supports, and the options for each subcommand, see the Oracle Traffic Director Command-Line Reference.






2.3.2 Accessing the Administration Console

The administration console is a browser-based graphical interface that enables you create, configure, and monitor Oracle Traffic Director instances.

For information about the web browser versions that are supported for the Oracle Traffic Director administration console, see the Oracle Fusion Middleware Supported System Configurations at: http://www.oracle.com/technetwork/middleware/ias/downloads/fusion-certification-100350.html.

To access the administration console, do the following:

	
Go to the administration console URL.

The URL for the administration console depends on the host name and the port number that you specified while creating the administration server, as described in "Creating the Administration Server Instance" in the Oracle Traffic Director Installation Guide.

For example, if you created the administration server with port 1895 on the admin.example.com host, the URL for the administration console would be the following:


https://admin.example.com:8989





	
Note:

Communication with the administration server takes place over SSL. If you try to use the http:// schema in the URL to access the administration console, you are redirected automatically to the https:// URL.







The SSL-enabled administration server uses a self-signed digital certificate rather than one issued by a trusted certificate authority. So, the first time you attempt to access the administration console, an invalid security certificate message is displayed.


	
Proceed to the log-in page of the administration console by choosing to trust the certificate.

The steps to be performed to trust a certificate vary depending on the browser you use. For example, in Mozilla Firefox 4.0, click on the I Understand the Risks link on the error page, then click the Add Exception button, and finally, on the resulting page, click the Confirm Security Exception button.

The log-in page of the Oracle Traffic Director administration console is displayed.


Figure 2-1 Oracle Traffic Director Administration-Console Log-In Page

[image: Description of Figure 2-1 follows]






	
Enter the administrator user name and password that you specified while creating the administration server.

The home page of the administration-console is displayed.


Figure 2-2 Oracle Traffic Director Administration-Console Home Page

[image: Description of Figure 2-2 follows]








You can now create Oracle Traffic Director configurations and deploy them as instances on administration nodes. For more information, see Chapter 4, "Managing Configurations."




	
Note:

If the administration-console browser session remains idle for 30 minutes, you will be logged out and the log-in page will be displayed.












Stopping and Restarting the Administration Server





2.4 Stopping and Restarting the Administration Server

At times, you might want to create the administration server instance afresh with new settings. Before attempting to re-create the administration server, you should stop the running administration server as described in this section. In some situations, such as when you change the administrator password or the administrator server port, for the changes to take effect, you should restart the administration server as described in this section.

You can stop and restart the administration server by using either the administration console or the CLI.




	
Note:

If you stop the administration server, the administration console will not be available again until you restart the administration server.








Stopping and Restarting the Administration Server Using the Administration Console

To stop or restart the administration server by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Nodes button near the upper left corner of the page.

A list of available nodes is displayed.


	
From the list of nodes, select Administration Server.


	
In the Common Tasks pane, click Restart or Stop.

A dialog box is displayed prompting you to confirm restarting or stopping the administration server. Click OK.




If you clicked Restart, then, after the administration server restarts, the log-in page of the administration console is displayed.

If you clicked Stop, then, after the administration server stops, a dialog box is displayed indicating that the browser is unable to communicate with the administration server. Start the administration server as described in Section 2.2, "Starting the Administration Server." Then, click the Reload button in the dialog box to bring up the log-in page of the administration console.


Stopping the Administration Server Using the CLI

To stop the administration server, run the stop-admin command:


> $ORACLE_HOME/bin/tadm stop-admin --user=admin_server_user --port=admin_server_port node_host


node_host is the name or IP address of the host on which the administration server instance is deployed.

At the prompt, enter the administration user password.

After the administration server shuts down, the following message is displayed:


OTD-70201 Command 'stop-admin' ran successfully.





	
Note:

Stopping the administration server has no effect on the state of Oracle Traffic Director instances.








Restarting the Administration Server Using the CLI

To restart the administration server by using the CLI, run the following command:


> $ORACLE_HOME/bin/tadm restart-admin --user=admin_server_user --port=admin_server_port node_host


node_host is the name or IP address of the host on which the administration server instance is deployed.

At the prompt, enter the administration user password.

After the administration server restarts, the following message is displayed:


OTD-70201 Command 'restart-admin' ran successfully.





	
Note:

Alternatively, you can use the following commands to stop and restart the administration server:

> $INSTANCE_HOME/admin-server/bin/stopserv

> $INSTANCE_HOME/admin-server/bin/restart












Viewing Administration Server Settings





2.5 Viewing Administration Server Settings

You can view the settings of the administration server by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Viewing the Administration Server Settings Using the Administration Console

To view the current properties of the administration server by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Nodes button that is situated near the upper left corner of the page.

A list of available nodes is displayed.




	
Note:

The Nodes button is available only after you have created at least one new configuration.








	
From the list of nodes, select Administration Server.

The General Settings page is displayed. You can view the authentication settings by clicking Authentication in the navigation pane.





Viewing the Administration Server Settings Using the CLI

To view the current properties of the administration server by using the CLI, run the following command:


tadm> get-admin-prop


The current properties of the administration server are displayed as shown in the following example:


instance-home=/production/otd
java-home=/production/otd/jdk
admin-node=false
server-version=Oracle Traffic Director 11.1.1.7.0 B01/14/2013 09:08
admin-user=admin
server-user=joe
ssl-port=8989
log-file=../logs/server.log
log-level=NOTIFICATION:1
access-log-file=../logs/access.log
host=adm.example.com
description=This is the Administration Server node


These are the properties that you specified, or were set by default, when you created the administration server by using the configure-server CLI command.




Changing Administration Server Settings





2.6 Changing Administration Server Settings

You can change the administration server settings by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Changing the Administration Server Settings Using the Administration Console

To change the properties of the administration server by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Nodes button that is situated near the upper left corner of the page.

A list of available nodes is displayed.


	
From the list of nodes, select Administration Server.

The General Settings page is displayed. On this page you can do the following:

	
Change the SSL port number on which the administration server communicates.


	
Change the path to the JDK that the administration server process should use.


	
Change the locations of the access and server logs, and the server log level.


	
Change the user ID with which the administration server runs. Note that you can change the user ID only when the administration server is running as the root user and if there are no instances running on the administration server.




You can also set and configure a pin for the internal token for the administration server's certificates database, and change and configure the authentication mode for the administration server. For more information, see Section 11.1, "Securing Access to the Administration Server."


	
Specify the parameters that you want to change, and then click Save.

A message is displayed in the Console Messages pane indicating that the updated settings are saved.


	
Restart the administration server by clicking Restart in the Common Tasks pane.





Changing the Administration Server Settings Using the CLI

To change the settings of the administrator server by using the CLI, run the following command:


tadm> set-admin-prop (property=value)+


You can specify one or more property=value pairs separated by spaces, as shown in the following example:


tadm> set-admin-prop ssl-port=8900 log-level=WARNING:1


For information about the properties that you can set by using the set-admin-prop command, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.




	
Note:

For the changes to take effect, you must restart the administration server.










Removing the Administration Server Instance





2.7 Removing the Administration Server Instance

To remove the administration server instance, run the following command from the shell prompt of the administration server host:




	
Caution:

If you remove the administration server instance, the administration console and the CLI will no longer be available, any Oracle Traffic Director instances that are deployed on the administration server host will be removed, and you can no longer manage Oracle Traffic Director instances deployed on administration nodes.








$ORACLE_HOME/bin/tadm unconfigure-server --instance-home=absolute_path


After the administration server instance is removed, the following message is displayed:


OTD-70201 Command 'unconfigure-server' ran successfully










Managing Administration Nodes
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After installing Oracle Traffic Director and creating the administration server on a particular host, you can create Oracle Traffic Director server instances on the same host. However, typically, you might want to deploy Oracle Traffic Director server instances on other hosts that are remote from the host on which the administration server runs. For example, to ensure high availability of the Oracle Traffic Director service, you can deploy instances of a configuration on two distinct hosts.

When you want to create Oracle Traffic Director server instances on hosts other than that on which you created the administration server, you must first designate those other hosts as administration nodes and register them with the administration server.

This chapter describes the procedure to create administration nodes and to start, stop, restart, and remove them.

This chapter contains the following sections:


	
Creating an Administration Node



	
Viewing a List of Administration Nodes



	
Starting an Administration Node



	
Changing the Properties of an Administration Node



	
Stopping and Restarting an Administration Node



	
Removing an Administration Node









Creating an Administration Node





3.1 Creating an Administration Node

To create an administration node, make sure that the administration server is running, and then run the configure-server command from the shell prompt of the host that you want to designate as the administration node.

For example, to designate an.example.com as an Oracle Traffic Director administration node that is registered with the administration server on the host adm.example.com, do the following:

	
Run the configure-server command from the an.example.com system.


$ORACLE_HOME/bin/tadm configure-server --user=admin --host=adm.example.com
 --port=8989 --admin-node --node-host=an.example.com --node-port=8900
 --instance-home=/home/otd/instances


	
ORACLE_HOME is the path to the directory or mount point containing the Oracle Traffic Director installation on the node that you want to designate as the administration node.


	
The --instance-home option specifies the directory in which the instance directories should be created on the node.


	
The --admin-node option specifies that the specified host should be configured as an administration node.




The following message is displayed.


This command will create an administration node and register it with the remote administration server: https://adm.example.com:8989.
Enter admin-user-password>


	
Enter the password for the administration server user.

The configure-server command attempts to connect to the remote administration server by using the specified administration server host, port, user, and password.




	
Note:

If the administration server is not reachable, the following error message is displayed.

OTD-70104 Unable to communicate with the administration server:
 Unable to connect to admin-server. Please check if the server is
 up and running and that the host and port provided are correct.


Start the administration server and run the configure-server command again.









If this is the first time that the host on which you are creating the administration node is attempting to connect to the administration server, the server certificate of the administration server is displayed.


	
Enter y to trust the certificate.

The following message is displayed:


OTD-70215 The administration node has been configured successfully.The node can be started by executing: /home/otd/instances/admin-server/bin/startserv




For more information about configure-server, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.

For information about starting the administration node, see Section 3.3, "Starting an Administration Node."

After you start the administration node, you can create instances of Oracle Traffic Director configurations on the administration node. Note that on each administration node, you can create only one instance of a configuration.




Viewing a List of Administration Nodes





3.2 Viewing a List of Administration Nodes

You can view a list of the administration nodes by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Viewing a List of Administration Nodes Using the Administration Console

To view a list of the available administration nodes by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Nodes button near the upper left corner of the page.

The administration server and the administration nodes that are registered with it are displayed as shown in Figure 3-1. For each node, the names of the configurations that have been instantiated on the node are also displayed.


Figure 3-1 List of Administration Nodes

[image: Description of Figure 3-1 follows]








To view the settings of an administration node in detail, click on the node.


Viewing a List of Administration Nodes Using the CLI

To view a list of the administration nodes, run the list-nodes command, as shown in the following example:


tadm> list-nodes --verbose --all
node-name         node-port  node-online  node-description
----------------------------------------------------------------
adm.example.com    8989       true         "This is the Administration Server node"
an.example.com     8900       false        -              




Starting an Administration Node





3.3 Starting an Administration Node

For the administration server to communicate with a remote administration node, the node must be running.

To start an administration node, run the following command on the node host:


$INSTANCE_HOME/admin-server/bin/startserv


The following messages are displayed:


Oracle Traffic Director 11.1.1.7.0 B01/14/2013 09:08
[NOTIFICATION:1] [OTD-80118] Using [Java HotSpot(TM) 64-Bit Server VM, Version 1.6.0_29] from [Sun Microsystems Inc.]
[NOTIFICATION:1] [OTD-80000] Loading web module in virtual server [admin-server] at [/jmxconnector]
[NOTIFICATION:1] [OTD-10358] admin-ssl-port: https://an.example.com:8900 ready to accept requests
[NOTIFICATION:1] [OTD-10487] successful server startup




Changing the Properties of an Administration Node





3.4 Changing the Properties of an Administration Node

You can change the properties of an administration node by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Changing the Properties of an Administration Node Using the Administration Console

To change the properties of an administration node by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Nodes button that is situated near the upper left corner of the page.

A list of available nodes is displayed.


	
From the list of nodes, select the node for which you want to change properties.

The General Settings page is displayed.


	
Specify the parameters that you want to change, and then click Save.

A message is displayed in the Console Messages pane indicating that the updated settings are saved.


	
Restart the administration server by clicking Restart in the Common Tasks pane.





Changing the Properties of an Administration Node Using the CLI

To change the properties of an administration node by using the CLI, run the following command:


tadm> set-admin-prop --node=node_name (property=value)+


You can specify one or more property=value pairs separated by spaces, as shown in the following example:


tadm> set-admin-prop --node=apps.example.com ssl-port=8900 log-level=warning


For information about the properties that you can set by using the set-admin-prop command, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.




	
Note:

For the changes to take effect, you should restart the administration node as described in Section 3.5, "Stopping and Restarting an Administration Node."










Stopping and Restarting an Administration Node





3.5 Stopping and Restarting an Administration Node

You can stop and restart administration nodes by using either the administration console, CLI commands, or shell commands.




	
Note:

For information about stopping and restarting the administration server, see Section 2.4, "Stopping and Restarting the Administration Server."








Stopping and Restarting an Administration Node Using the Administration Console

To stop or restart an administration node by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Nodes button near the upper left corner of the page.

The administration server and all of the administration nodes that are registered with it are displayed.


	
From the list of nodes, select the node that you want to stop or restart.


	
In the Common Tasks pane, select Restart or Stop, as required.





Stopping and Restarting an Administration Node Using the CLI

	
To stop an administration node, run the following command:


tadm> stop-admin node_host


The following message is displayed:


OTD-70201 Command 'stop-admin' ran successfully.


	
To restart an administration node, run the following command:


tadm> restart-admin node_host


The following message is displayed:


OTD-70201 Command 'restart-admin' ran successfully.




For more information about the stop-admin and restart-admin commands, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.


Stopping and Restarting an Administration Node Using Shell Commands

	
To stop an administration node from the shell, run the following command:


$INSTANCE_HOME/admin-server/bin/stopserv


The following message is displayed:


server has been shutdown


	
To restart an administration node from the shell, run the following command:


$INSTANCE_HOME/admin-server/bin/restart







Removing an Administration Node





3.6 Removing an Administration Node

To remove an administration node, do the following:

	
From the administration server host, run the remove-node command with the --force option.


tadm> remove-node --force node_host


If Oracle Traffic Director instances exist on the node, the remove-node command fails, unless you specify the --force option.


	
On the administration node host, run the unconfigure-server command, as shown in the following example:


$ORACLE_HOME/bin/tadm unconfigure-server --instance-home=home/otd/instances


This command stops and removes all instances of Oracle Traffic Director that are currently deployed on the administration node, and stops the administration node process on the host. You can no longer create Oracle Traffic Director instances on that host until you designate it again as an administration node.




For more information about the CLI commands mentioned in this section, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.
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Part II



Basic Administration

Part II contains the following chapters:

	
Chapter 4, "Managing Configurations" describes how to create and manage configurations, which are collections of metadata that determine the runtime behavior of Oracle Traffic Director instances.


	
Chapter 5, "Managing Instances" describes how to create and manage Oracle Traffic Director instances.


	
Chapter 6, "Managing Origin-Server Pools" describes how to create and manage pools of servers in the back end, to which Oracle Traffic Director instances can route client requests.


	
Chapter 7, "Managing Origin Servers" describes how to add and manage servers in origin-server pools.


	
Chapter 8, "Managing Virtual Servers" describes how to create and manage virtual servers to process client request, and how to create and manage route rules.


	
Chapter 9, "Managing TCP Proxies" describes how to create and manage TCP proxies to handle TCP requests.


	
Chapter 10, "Managing Listeners" describes how to create and manage HTTP listeners for virtual servers and TCP listeners for TCP proxies.











Managing Configurations
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The first step toward creating a load-balanced service with Oracle Traffic Director is to create a configuration, which is a collection of metadata defining the run-time characteristics of an Oracle Traffic Director server. After creating a configuration, you can use it to create instances of Oracle Traffic Director servers on one or more administration nodes.







	
Note:

For the definitions of the Oracle Traffic Director terminologyconfiguration, administration node, and instance, see Section 1.4, "Oracle Traffic Director Terminology." For information about the relationship between configurations, administration nodes, and instances, see Figure 1-3 in Chapter 1, "Getting Started with Oracle Traffic Director."










This chapter contains the following topics:


	
Creating a Configuration



	
Viewing a List of Configurations



	
Deploying a Configuration



	
Modifying a Configuration



	
Synchronizing Configurations Between the Administration Server and Nodes



	
Copying a Configuration



	
Deleting a Configuration



	
Viewing a List of Configuration Backups



	
Restoring a Configuration from a Backup









Creating a Configuration





4.1 Creating a Configuration

You can create configurations by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Before You Begin

Before you begin creating a configuration, decide the following:

	
A unique name for the configuration. Choose the name carefully; after creating a configuration, you cannot change its name.


	
The user ID with which the Oracle Traffic Director instances of the configuration should run.




	
Note:

The server user that you specify for a configuration must meet the following requirements:
	
When the administration server is running as root, the server user of a configuration must either be root or belong to the same group as the user that installed Oracle Traffic Director.


	
When the administration server is running as a non-root user, the server user of a configuration must be the same as the administration server's server user.




Note that the nodes to which a configuration is deployed must be homogenous in terms of the user accounts and groups configured on those systems.










	
A unique listener host:port combination for the default virtual server that you will create as part of the configuration.


	
host:port addresses of the servers in the origin-server pool that you will create as part of the configuration.


	
(optional) Host names of the administration nodes on which you want to create instances of the configuration.




	
Note:

While creating a configuration by using the New Configuration wizard, you can choose to also instantiate the configuration on one or more administration nodes. The wizard enables you to do this by displaying the host names of the administration nodes that are registered with the administration server.











Creating a Configuration Using the Administration Console

To create a configuration by using the administration console, do the following tasks:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
In the Common Tasks pane, click New Configuration.

The New Configuration wizard starts.


Figure 4-1 New Configuration Wizard

[image: Description of Figure 4-1 follows]






	
Follow the on-screen prompts to complete creation of the configuration by using the details—listener port, origin-server addresses, and so on—that you decided earlier.

After the configuration is created, the Results screen of the New Configuration wizard displays a message confirming successful creation of the configuration. If you chose to create instances of the configuration, then a message confirming successful creation of the instances is also displayed.


	
Click Close on the Results screen.

In the New Configuration wizard, if you chose not to create an instance of the configuration, the message Undeployed Configuration is displayed, indicating that the configuration that you just created is yet to be deployed.





Creating a Configuration Using the CLI

To create a configuration, run the create-config command.

For example, the following command creates a configuration named soa.example.com with the virtual server and port soa-app.example.com:1905 and two origin servers, soa-1.example.com:80 and soa-2.example.com:80.


tadm> create-config --listener-port=1905 --server-name=soa-app.example.com
 --origin-server=soa-1.example.com:80,soa-2.example.com:80 soa.example.com


For more information about create-config, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.




Viewing a List of Configurations





4.2 Viewing a List of Configurations

At any time, you can view a list of the available configurations by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Viewing a List of Configurations Using the Administration Console

To view a list of the available configurations by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available Configurations is displayed, as shown in Figure 4-2.


Figure 4-2 List of Configurations

[image: Description of Figure 4-2 follows]








You can view the properties of a configuration by clicking on its name.


Viewing a List of Configurations Using the CLI

To view a list of the available configurations, run the list-configs command, as shown in the following example:


tadm> list-configs --verbose --all
config-name      deployment-status
---------------------------------
soa  deploy-pending
adm  undeployed
dev  deployed
org  instance-modified



Deployment Statuses

A configuration can be in one of the following statuses:

	
Deployed: One or more instances of the configuration exist. All of the instances have the updated configuration settings.


	
Deployment pending: One or more instances of the configuration exist. But the instances do not have the latest configuration settings.


	
Undeployed: No instances exist for the configuration.


	
Instance modified: The settings of one or more instances of the configuration have been manually modified.







Deploying a Configuration





4.3 Deploying a Configuration

You deploy a configuration to either create an instance of it on an administration node or update a previously created instance with new configuration settings. When you deploy a configuration, the running instances are reconfigured to reflect the configuration changes.




	
Note:

Certain configuration changes cannot be applied dynamically without restarting the instances. For the configuration changes that require instances to be restarted, the administration interfaces—CLI and administration console—display a prompt to restart the instances.







You can deploy a configuration by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Deploying a Configuration Using the Administration Console

To deploy a configuration by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration that you want to deploy.

If there is no instance yet of the configuration that you selected to deploy, the message Undeployed Configuration is displayed at the top of the main pane. For the procedure to create one or more instances of an undeployed configuration, see Section 5.1, "Creating Oracle Traffic Director Instances."

If instances of the configuration exist, but do not have the latest configuration settings, the message Deployment Pending is displayed at the top of the main pane. To update the instances with the latest configuration settings, do the following:

	
Click Deploy Changes.

A prompt to confirm deployment is displayed.


	
Click Deploy.

A message is displayed confirming that the updated configuration was successfully deployed.


	
Click Close.








Deploying a Configuration Using the CLI

To deploy a configuration, run the deploy-config command.

For example, the following command updates all instances of the configuration soa.example.com with the latest configuration settings.


tadm> deploy-config soa.example.com
OTD-70201 Command 'deploy-config' ran successfully.


For more information about deploy-config, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.

After deploying an updated configuration, for the changes to take effect, you should restart the instance.




	
Note:

For some parameters, you can reconfigure an instance without restarting it. For more information, see Section 5.4, "Updating Oracle Traffic Director Instances Without Restarting."










Modifying a Configuration





4.4 Modifying a Configuration

After you create a configuration and create instances from it, you might need to change some of the settings—log preferences, performance parameters, virtual server listener, origin-server pools, and so on.

You can modify a configuration by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Modifying a Configuration Using the Administration Console

To modify a configuration by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration that you want to modify.


	
In the navigation pane, you can select the following additional categories of settings for the configuration. The parameters relevant to the selected category are displayed on the main pane.

	
SSL

	
Settings for PKCS#11 Tokens. For more information, see Section 11.5, "Managing PKCS#11 Tokens."


	
Schedule and manage CRL-update events. For more information, see Section 11.6.2, "Installing CRLs Automatically."


	
SSL/TLS caching preferences. For more information, see Section 15.6.1, "SSL/TLS Session Caching."





	
Logging

	
Set and change parameters for the server log file—name and location of the log file, log level, date format, and so on.


	
Enable and disable the access log.


	
Set and change parameters for the access log file—name and location of the log file and log format


	
Schedule and manage events to rotate the server and access log files.


	
Configure access-log buffer settings to tune performance.




For more information, see Chapter 12, "Managing Logs."


	
Advanced Settings

	
Specify general settings: the server user ID, the temporary directory in which the process ID and socket information for the instances of the configuration are stored, and the localization preferences.


	
Configure DNS lookup and cache settings.

For more information, see Section 15.5, "Tuning DNS Caching Settings."


	
Create, enable, disable, view, delete events for the configuration. For more information, see Section 5.6, "Controlling Oracle Traffic Director Instances Through Scheduled Events."


	
View a list of available backups for the configuration and restore from a backup configuration. For more information, see Section 4.9, "Restoring a Configuration from a Backup."





	
HTTP, under Advanced Settings: Set and change parameters to tune the performance of the virtual servers defined for the configuration—such as, request buffer size, response buffer size, timeout thresholds for the request body and header, thread-pool settings, and keep-alive settings.

For more information, see Section 15.4, "Tuning HTTP Request and Response Limits."


	
Monitoring, under Advanced Settings

	
Enable and disable statistics collection, profiling, and the SNMP subagent.


	
Specify the statistics-collection interval.




For more information, see Chapter 13, "Monitoring Oracle Traffic Director Instances."







	
Note:

For information about modifying origin servers, origin-server pools, listeners, and virtual servers, see:
	
Section 6.3, "Modifying an Origin-Server Pool"


	
Section 7.3, "Modifying an Origin Server"


	
Section 8.3, "Modifying a Virtual Server"


	
Section 10.3, "Modifying a Listener"













	
Specify the parameters that you want to change.

On-screen help and prompts are provided for all of the parameters.

When you change the value in a field or tab out of a text field that you changed, the Save button near the upper right corner of the page is enabled.

At any time, you can discard the changes by clicking the Reset button.


	
After making the required changes, click Save.

	
A message, confirming that the updated configuration was saved, is displayed in the Console Messages pane.


	
In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes as described in Section 4.3, "Deploying a Configuration."







	
Caution:

In the Advanced Settings page, if you change the Temporary Directory value, you should first stop all the instances of the configuration, deploy the changes, and then start the instances.
If you deploy the changes without stopping the running instances, an error would occur when you attempt to stop the instances later. For information about solving this problem, see Section 16.2.8, "Unable to stop instance after changing the temporary directory."













Modifying a Configuration Using the CLI

The CLI provides several commands (see Table 4-1) that you can use to change specific parameters of a configuration.




	
Note:

For information about the CLI commands to change the properties of virtual servers, listeners, origin server pools, and origin servers in a configuration, see the following chapters:
	
Chapter 6, "Managing Origin-Server Pools"


	
Chapter 7, "Managing Origin Servers"


	
Chapter 8, "Managing Virtual Servers"


	
Chapter 10, "Managing Listeners"













Table 4-1 CLI Commands for Modifying a Configuration

	Task	CLI Commands
	
Change the server user and temporary directory

	
set-config-prop


	
Change access-log buffer properties

	
set-access-log-buffer-prop

get-access-log-buffer-prop


	
Change caching properties

	
set-cache-prop

get-cache-prop


	
Change DNS properties

	
set-dns-prop

get-dns-prop


	
Change DNS caching properties

	
set-dns-cache-prop

get-dns-cache-prop


	
Change HTTP request properties

	
set-http-prop

get-http-prop


	
Change keep-alive settings for client connections

	
set-keep-alive-prop

get-keep-alive-prop


	
Change the default language

	
set-localization-prop

get-localization-prop


	
Change error log settings

	
set-log-prop

get-log-prop


	
Change PKCS #11 encryption settings

	
set-pkcs11-prop

get-pkcs11-prop


	
Change QoS settings

	
set-qos-prop

get-qos-prop


	
Enable SNMP

	
set-snmp-prop

set-snmp-prop


	
Change SSL/TLS session caching properties

	
set-ssl-session-cache-prop

get-ssl-session-cache-prop


	
Change statistics collection properties

	
set-stats-prop

get-stats-prop


	
Change HTTP thread pool properties

	
set-thread-pool-prop

get-thread-pool-prop








For example, the following command changes the location of the error log file for the configuration soa to /home/log/errors.log.


tadm> set-log-prop --config=soa log-file=/home/log/errors.log
OTD-70201 Command 'set-log-prop' ran successfully.


For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For more information about the CLI commands mentioned in this section, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.




Synchronizing Configurations Between the Administration Server and Nodes





4.5 Synchronizing Configurations Between the Administration Server and Nodes

When you create a configuration, the configuration files—server.xml and vs_name-obj.conf—are created in the configuration store on the administration server.

When you create instances of the configuration, the configuration files are copied from the configuration store to the instance-specific configuration directories on the nodes, as in the following examples:


INSTANCE_HOME/net-soa.example.com/config
INSTANCE_HOME/net-dev.example.com/config


So the configuration files in the instance-specific configuration directories are usually identical to the configuration files stored in the configuration store on the administration server. In the following situations, a configuration stored on the administration server can be different from that of its instances.

	
You modified a configuration on the administration server, by using the administration console or CLI, but have not yet deployed the modified configuration to its instances.

You can rectify this out-of-sync situation by deploying the configuration as described in Section 4.3, "Deploying a Configuration."


	
You changed the configuration of an instance manually, by editing a configuration file directly in the instance's config directory.




If you change the configuration of an instance manually by editing a configuration file—server.xml or vs_name-obj.conf in the INSTANCE_HOME/net-config_name/config directory, the next time you log in to the administration console and view the configuration, the alert Instance Configuration Modified is displayed. The alert indicates that the configuration stored on the administration server is different from the current configuration settings of one or more instances. The alert continues to be displayed till you synchronize the configuration stored on the administration server with that of all its instances, by doing one of the following:

	
Pull the modified configuration from one of the modified instances back into the configuration store of the administration server.


	
Discard the instance-specific configurations by redeploying the configuration from the administration server to the modified instances.




You can synchronize a configuration on the administration server with its instances by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Synchronizing Configurations on the Administration Server and Administration Nodes Using the Administration Console

To synchronize a configuration stored on the administration server with that of its instances by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which one or more instances have been modified. You can identify the configuration from its status, which would be Instance Configuration Modified.

The Instances page of the configuration is displayed, with the Instance Configuration Modified button at the top of the main pane.


	
Click the Instance Configuration Modified button.

The Deploy Configuration dialog box is displayed.

	
If you want to discard all of the instance-specific configurations and deploy the configuration that is currently stored on the administration server to all the instances, select the Discard Instance Changes option.


	
If you want to pull the configuration of a modified instance to the administration server, select Pull and Deploy Configuration from Node, and select the appropriate administration node.

For each administration node, you can review the names of the configuration files that are different from the configuration store on the administration server, by clicking View Details.





	
Click OK.

A message is displayed confirming that the configuration was successfully deployed.


	
Click Close.





Synchronizing Configurations on the Administration Server and Administration Nodes Using the CLI

To discard the instance-specific configurations and deploy the configuration that is currently stored on the administration server to all the instances, run the following command:


tadm> deploy-config -- force config_name


To pull configuration files from an instance to the configuration store on the administration server, run the following commands:


tadm> pull-config --config=config_name node

tadm> deploy-config config_name


For more information about the CLI commands mentioned in this section, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.




Copying a Configuration





4.6 Copying a Configuration

When you want to create a configuration that is similar to an existing configuration, you can copy the existing configuration and make the required changes later.

You can copy a configuration by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Copying a Configuration Using the Administration Console

To copy a configuration by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration that you want to copy.


	
In the Common Tasks pane, click Duplicate Configuration.


	
In the resulting dialog box, enter a name for the new configuration, and then click Duplicate

A message is displayed confirming that the configuration was copied.


	
Click Close.





Copying a Configuration Using the CLI

To copy a configuration, run the copy-config command.

For example, the following command copies the configuration soa.example.com to a new configuration named soa2.example.com.


tadm> copy-config --config=soa.example.com soa2.example.com
OTD-70201 Command 'copy-config' ran successfully.


For more information about copy-config, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.




Deleting a Configuration





4.7 Deleting a Configuration

You can delete a configuration by using either the administration console or the CLI.




	
Note:

	
To delete a configuration that has one or more failover groups, you should first delete the failover groups. For more information, see Section 14.2.4, "Managing Failover Groups."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Deleting a Configuration Using the Administration Console

To delete a configuration by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration that you want to delete.


	
In the Common Tasks pane, click Delete Configuration.

	
If there are no instances of the configuration that you want to delete, a prompt to confirm deletion of the configuration is displayed.

	
Click Delete.

A message is displayed confirming that the configuration was deleted.


	
Click Close.





	
If there are instances of the configuration that you want to delete, a dialog box is displayed listing the administration nodes on which the configuration is deployed. The list also indicates whether the instances are running.

	
If you want to proceed with the deletion, you can choose to save the log files of the instances by selecting the Save Instance Logs check box.

To confirm deletion, click Delete.

A message is displayed confirming that the configuration and its instances were deleted.


	
Click Close.







	
Note:

If you selected the Save Instance Logs check box, the server access and error logs for the instances that were deleted are retained in the INSTANCE_HOME/net-config_name/logs directory.











	
Click the Delete button corresponding to the configuration that you want to delete.





Deleting a Configuration Using the CLI




	
Note:

You cannot delete a configuration by using the CLI if instances of the configuration are deployed to administration nodes, regardless of whether the instances are running or stopped.
To delete such a configuration by using the CLI, you must first delete all of its instances.









To delete a configuration, run the delete-config command, as shown in the following example:


tadm> delete-config --config=soa.example.com
OTD-70201 Command 'delete-config' ran successfully.


For more information about delete-config, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.




Viewing a List of Configuration Backups





4.8 Viewing a List of Configuration Backups

When you redeploy a modified configuration to its instances, a backup of the previous configuration is stored in a zip file in the configuration store on the administration server.

You can view a list of the backups of a configuration by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Viewing a List of Configuration Backups Using the CLI

To view a list of the backups of a configuration by using the CLI, run the following command:


tadm> list-backups --config=config_name --verbose --all


The following is an example of the output of the list-backups command.


backup-id       backup-date
---------------------------
20110712_025354 "Jul 12, 2011 2:53:54 AM"
20110712_024410 "Jul 12, 2011 2:44:10 AM"
20110712_004743 "Jul 12, 2011 12:47:43 AM"
20110711_231826 "Jul 11, 2011 11:18:26 PM


As shown in the example output, each backup configuration has a unique ID, which is assigned automatically when it is created. The ID indicates the date and time when the backup was created.


Viewing a List of Configuration Backups Using the Administration Console

To view a list of the backups of a configuration by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to view a list of backups.


	
In the navigation pane, expand Configuration Settings, and select Backups.

The Configuration Backups page is displayed. It lists the dates when backups of the configuration were created.







Restoring a Configuration from a Backup





4.9 Restoring a Configuration from a Backup

When you redeploy a modified configuration to its instances, a backup of the previous configuration is created. For information about viewing a list of the available backups, see Section 4.8, "Viewing a List of Configuration Backups."

You can restore a configuration from a backup by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Restoring a Configuration from a Backup Using the Administration Console

To restore a configuration from a backup, by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to view a list of backups.


	
In the navigation pane, select Advanced Settings.

The Advanced Settings page is displayed.


	
Scroll down to the Configuration Backups section of the page.


	
Identify the backup that you want to restore, and click the icon displayed in the Restore column.





Restoring a Configuration from a Backup Using the CLI

To restore a configuration from a backup by using the CLI, run the following command:


tadm> restore-config --config=config_name --verbose --all
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An instance is an Oracle Traffic Director server running on an administration node, or on the administration server, and listening on one or more ports for requests from clients.

This chapter contains the following sections:


	
Creating Oracle Traffic Director Instances



	
Viewing a List of Oracle Traffic Director Instances



	
Starting, Stopping, and Restarting Oracle Traffic Director Instances



	
Updating Oracle Traffic Director Instances Without Restarting



	
Deleting Oracle Traffic Director Instances



	
Controlling Oracle Traffic Director Instances Through Scheduled Events









Creating Oracle Traffic Director Instances





5.1 Creating Oracle Traffic Director Instances

You can create Oracle Traffic Director instances of a configuration by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Prerequisites for Creating Oracle Traffic Director Instances

To be able to create an instance, you should have done the following:

	
Defined a configuration (see Section 4.1, "Creating a Configuration").


	
Created one or more administration nodes (see Section 3.1, "Creating an Administration Node"). Note that you can create instances on the administration server as well.





Creating Oracle Traffic Director Instances Using the Administration Console

To create Oracle Traffic Director instances of a configuration by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to create an instance.


	
In the Common Tasks pane, click New Instance.

The New Instance wizard is displayed. The wizard lists the available administration nodes.




	
Note:

	
For a host to be listed as an available administration node, it should be designated as an administration node as described in Section 3.1, "Creating an Administration Node"


	
On an administration node, you can create only one instance of a particular configuration. So if an instance of the configuration that you are trying to deploy already exists on the administration node, the node is not displayed.













	
Select the check boxes corresponding to the administration nodes on which you want to create instances of the configuration. Then, click Next.


	
On the resulting screen of the wizard, review the list of administration nodes that you selected. Then, click Create Instance.

A message is displayed confirming the successful creation of the instance.


	
Click Close.

The Instances page is displayed, showing the instance that you just created.





Creating an Oracle Traffic Director Instance Using the CLI

To create one or more Oracle Traffic Director instances, run the create-instance command.

For example, the following command creates an instance of the configuration named soa on each of the nodes, apps2 and apps2.


tadm> create-instance --config=soa apps1 apps2
OTD-70201 Command 'create-instance' ran successfully.


For more information about create-instance, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.

For each Oracle Traffic Director configuration that you instantiate on an administration node, a subdirectory named net-config_name is created in the INSTANCE_HOME subdirectory.




Viewing a List of Oracle Traffic Director Instances





5.2 Viewing a List of Oracle Traffic Director Instances

You can view a list of Oracle Traffic Director instances by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Viewing a List of Oracle Traffic Director Instances Using the Administration Console

To view a list of the Oracle Traffic Director instances of a configuration by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to view instances.

The Instances page is displayed, showing the instances of the configuration, as shown in Figure 5-1.


Figure 5-1 List of Instances

[image: Description of Figure 5-1 follows]








You can view the properties of an instance by clicking on its name.


Viewing a List of Oracle Traffic Director Instances Using the CLI

To view a list of the Oracle Traffic Director instances of a configuration, run the list-instances command, as shown in the following example:


tadm> list-instances --config=soa.example.com --verbose --all

node-name            instance-status   has-service
--------------------------------------------------
soa.example.com      started           false
adf.example.com      stopped           false




Starting, Stopping, and Restarting Oracle Traffic Director Instances





5.3 Starting, Stopping, and Restarting Oracle Traffic Director Instances

You can start, stop, and restart Oracle Traffic Director instances by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Starting, Stopping, and Restarting Oracle Traffic Director Instances Using the Administration Console

To start, stop, or restart Oracle Traffic Director instances by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to start, stop, or restart instances.


	
In the navigation pane, select Instances.


	
Click the Start/Restart or Stop button, as required, for the instance that you want to start, restart, or stop.




	
Note:

To start or restart all instances of the selected configuration, click Start/Restart Instances in the Common Tasks pane. To stop all instances of the configuration, click Stop Instances.








	
If a PKCS#11 token that provides the interface to the certificates database is protected with a pin (see Section 11.5, "Managing PKCS#11 Tokens"), when you click Start/Restart or Start/Restart Instances, a prompt to enter the token pin is displayed. To proceed with starting the instances, you should enter the pins for the tokens that are protected with pins.

A message is displayed in the Console Messages pane confirming that the instances were started, stopped, or restarted.





Starting, Stopping, and Restarting Oracle Traffic Director Instances Using the CLI

To start, stop, or restart one or more Oracle Traffic Director instances of a configuration, run the start-instance, stop-instance, or restart-instance command.

For example, the following three commands start, restart, and stop the instances of the configuration soa on the nodes apps1.example.com and apps2.example.com.


tadm> start-instance --config=soa apps1.example.com apps2.example.com

tadm> restart-instance --config=soa apps1.example.com apps2.example.com

tadm> stop-instance --config=soa apps1.example.com apps2.example.com


If a PKCS#11 token that provides the interface to the certificates database is protected with a pin (see Section 11.5, "Managing PKCS#11 Tokens"), when you run start-instance, a prompt to enter the token pin is displayed, as shown in the following example:


Enter password for token "internal">


To proceed with starting the instances, you should enter the pins.

For more information about the CLI commands mentioned in this section, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.




	
Note:

Alternatively, you can use the following commands from within the instance directory to start, restart, and stop the instances:

> $INSTANCE_HOME/net-config_name/bin/startserv

> $INSTANCE_HOME/net-config_name/bin/restart

> $INSTANCE_HOME/net-config_name/bin/stopserv












Updating Oracle Traffic Director Instances Without Restarting





5.4 Updating Oracle Traffic Director Instances Without Restarting

When you make changes to some configuration parameters, the running Oracle Traffic Director instances of the configuration need not be restarted for the changes in the configuration to take effect. You can dynamically reconfigure the Oracle Traffic Director instances to reflect the new configuration.

For a list of the parameters that support dynamic reconfiguration, see "Dynamic Reconfiguration" in the Oracle Traffic Director Configuration Files Reference.

You can dynamically reconfigure the running instances of a configuration by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Reconfiguring an Oracle Traffic Director Instance Using the Administration Console

To reconfigure an Oracle Traffic Director instance by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to reconfigure instances.


	
In the navigation pane, select Instances.


	
Click the Reconfigure button for the instance that you want to update dynamically.

A message is displayed in the Console Messages pane confirming that the instance was reconfigured.





Reconfiguring Oracle Traffic Director Instances Using the CLI

To reconfigure one or more Oracle Traffic Director instances of a configuration, run the reconfig-instance command.

For example, the following command reconfigures the instances of the configuration soa on the nodes apps1 and apps2.


tadm> reconfig-instance --config=soa apps1 apps2


For more information about reconfig-instance, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.




	
Note:

Alternatively, you can use the following command from within the instance directory:

> $INSTANCE_HOME/net-config_name/bin/reconfig












Deleting Oracle Traffic Director Instances





5.5 Deleting Oracle Traffic Director Instances

You can delete instances of a configuration by using either the administration console or the CLI.


Deleting an Oracle Traffic Director Instance Using the Administration Console

To delete an Oracle Traffic Director instance by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to delete instances.


	
In the navigation pane, select Instances.


	
Click the Delete button for the instance that you want to delete.




	
Note:

To delete an instance that is part of a failover group, you should first remove the instance from the failover group. For more information, see Section 14.2.4, "Managing Failover Groups."







A message is displayed in the Console Messages pane confirming that the instance was deleted.





Deleting Oracle Traffic Director Instances Using the CLI

To delete Oracle Traffic Director instances of a configuration, run the delete-instance command.

For example, the following command deletes the instance of the configuration soa running on nodes apps1 and apps2.


tadm> delete-instance --config=soa apps1 apps2





	
Note:

You can delete an instance that is part of a failover group by using the --force option, but if you do so, all the failover groups to which the instance belongs will also be deleted.







For more information about delete-instance, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.




Controlling Oracle Traffic Director Instances Through Scheduled Events





5.6 Controlling Oracle Traffic Director Instances Through Scheduled Events

As an administrator, if you have to manage a large number of configurations and their instances, repetitive tasks such as restarting and reconfiguring instances of each configuration individually can become tedious. You can schedule events for administrative tasks to be performed automatically at defined intervals; or on specific days of the week, times of the day, or dates of the month.

You can create and manage events by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Managing Events Using the Administration Console

To manage events by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to schedule events.


	
In the navigation pane, select Advanced Settings.

The Advanced Settings page is displayed.


	
Scroll down to the Scheduled Events section of the page.

It lists events that are currently scheduled for the configuration.

	
To enable or disable an event, select the Enable/Disable check box.


	
To delete an event, click the Delete icon.


	
To create an event, click New Event.

The New Configuration Event dialog box is displayed.

Select the event that you want to schedule, and specify the interval or time at which the event should be performed, and then click OK.




A message, confirming the change, is displayed in the Console Messages pane.

In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes as described in Section 4.3, "Deploying a Configuration."





Managing Events Using the CLI

	
Creating an event

To create an event, run the create-event command, as shown in the following examples.


tadm> create-event --config=soa --command=restart --interval=86400
tadm> create-event --config=soa --command=reconfigure --time=14:00


The first command schedules an event to restart all the instances of the configuration soa after every 86400 seconds.

The second command schedules an event to reconfigure all the instances of the configuration soa at 2 p.m. every day.




	
Note:

For the scheduled events to take effect, you should redeploy the configuration.








	
Viewing a list of events

To view a list of scheduled events, run the list-events command.

For example, the following command displays the events scheduled for instances of the configuration soa.


tadm> list-events --config=soa --verbose --all
command        enabled    day-of-month   month   day-of-week   time    interval
-------------------------------------------------------------------------------
restart        false      -              -       -             -       60
reconfig       true       -              -       -             -       60


	
Disabling an event

When you create an event, it is enabled automatically, unless you specified the --no-enabled option.

To disable an event, run the disable-event command, as shown in the following example:


tadm> disable-event --config=soa --command=restart --interval=86400


	
Enabling an event

To enable an event, run the enable-event command, as shown in the following example:


tadm> enable-event --config=soa --command=restart --interval=86400


	
Deleting an event

To delete an event, run the delete-event command, as shown in the following example:


tadm> delete-event --config=soa --command=restart --interval=86400




For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For more information about the CLI commands mentioned in this section, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.










Managing Origin-Server Pools
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An origin server is a back-end server to which Oracle Traffic Director forwards requests that it receives from clients, and from which it receives responses to client requests. The origin servers could, for example, be Oracle WebLogic Server instances or Oracle iPlanet Web Server instances. A group of origin servers providing the same service or serving the same content is called an origin-server pool. You can define several such origin-server pools in a configuration, and then configure each virtual server in an Oracle Traffic Director instance to route client requests to a specific pool.

This chapter describes how to create and manage origin-server pools. It contains the following sections:


	
Creating an Origin-Server Pool



	
Viewing a List of Origin-Server Pools



	
Modifying an Origin-Server Pool



	
Deleting an Origin-Server Pool



	
Configuring an Oracle WebLogic Server Cluster as an Origin-Server Pool



	
Configuring a Custom Maintenance Page









Creating an Origin-Server Pool





6.1 Creating an Origin-Server Pool

You can create an origin-server pool by using either the administration console or the CLI.




	
Note:

	
When you create an origin-server pool, you are, in effect, modifying a configuration. So for the settings of the new origin-server pool to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Before You Begin

Before you begin creating an origin-server pool, decide the following:

	
A unique name for the origin-server pool. Choose the name carefully; after creating an origin-server pool, you cannot change its name.


	
host:port combinations for the servers in the origin-server pool.




	
Note:

If the origin servers for which you want to create a pool are Oracle WebLogic Server managed servers in a cluster, it is sufficient to create the pool with any one of the managed servers as the origin server. You can then configure Oracle Traffic Director to discover the other managed servers in the pool dynamically. For more information, see Section 6.5, "Configuring an Oracle WebLogic Server Cluster as an Origin-Server Pool."








	
The communication protocol—HTTP, HTTPS or TCP—of the servers in the pool.


	
The address family that the servers in the origin-server pool use to listen for requests.

The supported address families are:

	
inet (IPv4)


	
inet6 (IPv6)


	
inet-sdp (Sockets Direct Protocol): Select this family if the servers in the origin-server pool are on the InfiniBand fabric and listen on an SDP interface, such as Oracle WebLogic Servers deployed on Oracle Exalogic machines.




	
Note:

For Oracle Traffic Director to communicate with WebLogic Server over SDP, further configuration steps are required on the WebLogic Server. For more information about these configuration steps, see "Enabling Cluster-Level Session Replication Enhancements" in the Oracle Fusion Middleware Exalogic Enterprise Deployment Guide.














Creating an Origin-Server Pool Using the Administration Console

To create an origin-server pool by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to create a virtual server.


	
In the Common Tasks pane, click New Origin-Server Pool.

The New Origin-Server Pool wizard starts.


Figure 6-1 New Origin-Server Pool Wizard

[image: Description of Figure 6-1 follows]






	
Follow the on-screen prompts to complete creation of the origin-server pool by using the details—name, load balancing method, origin servers, and so on—that you decided earlier.

After the origin-server pool is created, the Results screen of the New Origin-Server Pool wizard displays a message confirming successful creation of the origin-server pool.


	
Click Close on the Results screen.

	
The details of the origin-server pool that you just created are displayed on the Origin-Server Pools page.


	
In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes as described in Section 4.3, "Deploying a Configuration."








Creating an Origin-Server Pool Using the CLI

To create an origin-server pool, run the create-origin-server-pool command.

For example, the following command creates an origin-server pool osp-soa containing two origin servers http://soa.example.com:1901 and http://soa.example.com:1902 in the configuration soa.


tadm> create-origin-server-pool --config=soa --type=http --origin-server=soa.example.com:1901,soa.example.com:1902 osp-soa
OTD-70201 Command 'create-origin-server-pool' ran successfully.


For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For more information about create-origin-server-pool, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.


Specifying an HTTP Forward Proxy Server

The create-origin-server-pool command takes proxy-server as an optional option which you can use to specify a HTTP forward proxy server to be associated with an origin server pool so that all member origin servers of the pool are communicated with via the configured HTTP forward proxy server. The type must be http or https.

For example:


tadm> create-origin-server-pool --config=soa --type=http --origin-server=soa.example.com:1901,soa.example.com:1902 osp-soa --proxy-server=www.example.com
OTD-70201 Command 'create-origin-server-pool' ran successfully.


For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For more information about create-origin-server-pool, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.




Viewing a List of Origin-Server Pools





6.2 Viewing a List of Origin-Server Pools

You can view a list of origin-server pools by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Viewing a List of Origin-Server Pools Using the Administration Console

To view a list of origin-server pools by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to view origin-server pools.


	
In the navigation pane, select Origin-Server Pools.

The Origin-Server Pools page is displayed. It shows a list of the origin-server pools defined for the configuration.




You can view the properties of an origin-server pool in detail by clicking on its name.


Viewing a List of Origin-Server Pools Using the CLI

To view a list of origin-server pools, run the list-origin-server-pools command, as shown in the following example:


tadm> list-origin-server-pools --config=soa --verbose --all
name            type            load-distribution
-------------------------------------------------
osp1            http            least-connection-count
osp2            http            round robin
osp3            https           least-connection-count


You can view the general properties and health-check settings of an origin-server pool by running the get-origin-server-pool-prop and get-health-check-prop command respectively.

For more information about the CLI commands mentioned in this section, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.




Modifying an Origin-Server Pool





6.3 Modifying an Origin-Server Pool

You can change the properties of an origin-server pool by using either the administration console or the CLI.




	
Note:

	
When you modify an origin-server pool, you are, in effect, modifying a configuration. So for the updated origin-server pool settings to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Changing the Properties of an Origin-Server Pool Using the Administration Console

To change the properties of an origin-server pool by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to modify origin-server pools.


	
In the navigation pane, select Server Pools.

The Origin Server Pools page is displayed. It shows a list of the origin-server pools that are defined for the configuration.


	
Click the name of the origin-server pool that you want to modify.

The Origin Server Pool Settings page is displayed. On this page, you can do the following:

	
Change the network protocol—IPv4, IPv6, or SDP—for the servers in the pool.


	
Set a proxy server via the Connect to Origin Servers via Proxy Server section. This setting specifies a HTTP forward proxy server to be associated with an origin server pool so that all member origin servers of the pool are communicated with via the configured HTTP forward proxy server.


	
Change the load-balancing method that Oracle Traffic Director should use to distribute client requests to the pool.

	
Least connection count (default): When processing a request, Oracle Traffic Director assesses the number of connections that are currently active for each origin server, and forwards the request to the origin server with the least number of active connections.

The least connection count method works on the premise that origin servers that are faster have fewer active connections, and so can take on more load. To further adjust the load distribution based on the capacities of the origin servers, you can assign relative weights to the origin servers.




	
Note:

WebSocket connections affect the least connection count load balancing algorithm because WebSocket connections are potentially long lasting and will be counted as active connections until they are closed.








	
Least response time: Though least connection count works well on most workloads, there could be situations when the response time of origin servers in a given pool for the same amount of load could differ. For example:

- When origin servers of a given pool are deployed on machines that differ in hardware specification.

- When some origin server nodes are used for other services.

- When network connectivity for different nodes is not uniform or some network interfaces are more loaded than others.

Least response time is useful in such scenarios because it is a dynamic weighted least connection algorithm and it calculates weights based on the response time. These weights are continuously adjusted based on how the origin servers respond. Least response time helps you avoid manual tuning of weights in the least connection algorithm.


	
Round robin: Oracle Traffic Director forwards requests sequentially to the available origin servers—the first request to the first origin server in the pool, the second request to the next origin server, and so on. After it sends a request to the last origin server in the pool, it starts again with the first origin server.

Though the round-robin method is simple, predictable, and low on processing overhead, it ignores differences in the origin servers' capabilities. So, over time, requests can accumulate at origin servers that are significantly slow. To overcome this problem, you can use a weighted round-robin method, by assigning relative weights to the origin servers.




For more information about assigning weights to origin servers, see Section 7.3, "Modifying an Origin Server."


	
Configure health-check settings. For more information, see Section 14.3, "Configuring Health-Check Settings for Origin-Server Pools."


	
Specify whether Oracle Traffic Director should dynamically discover Oracle WebLogic Server managed servers in a cluster. For more information, see Section 6.5, "Configuring an Oracle WebLogic Server Cluster as an Origin-Server Pool."







	
Note:

You can add, modify, and remove origin servers in the pool, by selecting Origin Servers in the navigation pane. For more information, see Chapter 7, "Managing Origin Servers."








	
Specify the parameters that you want to change.

On-screen help and prompts are provided for all of the parameters.

When you change the value in a field or tab out of a text field that you changed, the Save button near the upper right corner of the page is enabled.

At any time, you can discard the changes by clicking the Reset button.


	
After making the required changes, click Save.

	
A message, confirming that the updated configuration was saved, is displayed in the Console Messages pane.


	
In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes as described in Section 4.3, "Deploying a Configuration."








Changing the Properties of an Origin-Server Pool Using the CLI

	
To change the network protocol and load-balancing method for an origin-server pool, run the set-origin-server-pool-prop command.

For example, the following command changes the load-balancing method for the origin-server pool osp1 in the configuration soa to the round-robin method.


tadm> set-origin-server-pool-prop --config=soa --origin-server-pool=osp1 load-distribution=round-robin
OTD-70201 Command 'set-origin-server-pool-prop' ran successfully.


	
To change the health-check parameters for an origin-server pool, run the set-health-check-prop command.

For example, the following command changes the health-check ping interval for servers in the origin-server pool osp1 of the configuration soa to 60 seconds.


tadm> set-health-check-prop --config=soa --origin-server-pool=osp1 interval=60
OTD-70201 Command 'set-origin-server-pool-prop' ran successfully.




For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For a list of the properties that you can set or change by using the set-origin-server-pool-prop and set-health-check-prop commands, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.




Deleting an Origin-Server Pool





6.4 Deleting an Origin-Server Pool

You can delete an origin-server pool by using either the administration console or the CLI.




	
Note:

	
You cannot delete an origin-server pool that is associated with one or more routes in virtual servers.

To delete an origin-server pool that is associated with routes, you must first delete the referring routes, as described in Section 8.4, "Configuring Routes."


	
When you delete an origin-server pool, you are, in effect, modifying a configuration. So for the updated configuration to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Deleting an Origin-Server Pool Using the Administration Console

To delete an origin-server pool by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to delete origin-server pools.


	
In the navigation pane, select Origin-Server Pools.

The Origin-Server Pools page is displayed.


	
Click the Delete icon for the origin-server pool that you want to delete.

	
If the origin-server pool is associated with one or more routes in virtual servers, a message is displayed indicating that you cannot delete the pool.


	
If the origin-server pool is not associated with any virtual server, a prompt to confirm the deletion is displayed.





	
Click OK.

A message is displayed in the Console Message pane confirming that the origin-server pool was deleted.

In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes, as described in Section 4.3, "Deploying a Configuration."





Deleting an Origin-Server Pool Using the CLI

To delete an origin-server pool, run the delete-origin-server-pool command, as shown in the following example:


tadm> delete-origin-server-pool --config=soa osp1
OTD-70201 Command 'delete-origin-server-pool' ran successfully.





	
Note:

If the specified origin-server pool is associated with one or more routes in virtual servers, the following error message is displayed:

OTD-67108 Cannot delete the origin-server pool. It is referred by virtual server(s): vs1_name,vs1_name,[...]









For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For more information about delete-origin-server-pool, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.




Configuring an Oracle WebLogic Server Cluster as an Origin-Server Pool





6.5 Configuring an Oracle WebLogic Server Cluster as an Origin-Server Pool




	
Note:

Oracle Traffic Director has built-in support for some common functionality offered by the WebLogic Server plug-in. Hence Oracle Traffic Director does not require any other plug-in to inter-operate with WebLogic Server.







If you want to create an origin-server pool that represents a cluster of Oracle WebLogic Server managed servers, you need not specify each managed server in the cluster as an origin server. It is sufficient to specify any one of the managed servers as the sole origin server in the pool. You can configure Oracle Traffic Director to discover the presence of other Oracle WebLogic Server instances in the cluster dynamically, and distribute client requests to the managed server that is configured as an origin server and to the dynamically discovered managed servers in the same cluster.

So when dynamic discovery is enabled, if any of the managed servers in the cluster is stopped, added, or removed, you need not update the definition of the origin-server pool. However, for detecting changes in the Oracle WebLogic Server cluster, Oracle Traffic Director sends health-check requests at a specified interval, which causes some overhead.



6.5.1 How Dynamic Discovery Works

When dynamic discovery is enabled for an origin-server pool, Oracle Traffic Director discovers the remaining Oracle WebLogic Server managed servers in the cluster, by doing the following:

	
When an Oracle Traffic Director instance starts, it checks whether the origin servers specified in the pool are Oracle WebLogic Server managed servers and whether the servers belong to a cluster, by sending an HTTP health-check request to each configured origin server.

The origin server's response indicates whether the server is an Oracle WebLogic Server managed server. If the origin server is an Oracle WebLogic Server managed server that belongs to a cluster, the response also includes a list of the managed servers in the cluster.


	
Oracle Traffic Director uses the information in the response from the origin server to update the configuration with the discovered managed servers.

The dynamically discovered origin servers inherit all of the properties—weight, maximum connections, and so on—that are specified for the configured origin server.


	
Subsequently, at each health-check interval (default: 30 seconds) configured for the origin-server pool, Oracle Traffic Director attempts to detect changes in the cluster, by sending dynamic-discovery health-check requests to the Oracle WebLogic Server instances that are configured as origin servers in the pool.

If the response indicates a change—removal or addition of a managed server—in the cluster since the previous health check, Oracle Traffic Director updates the configuration with the new set of dynamically discovered origin servers.







	
Note:

	
Dynamically discovered origin servers are not stored permanently in the origin-server pool definition of the instance's configuration. So when you restart an Oracle Traffic Director instance, the process of dynamic discovery starts afresh.


	
The HTTP request type that Oracle Traffic Director sends for dynamic discovery is the health-check request type that is currently configured for the origin-server pool—OPTIONS (default) or GET. For more information, see Section 14.3, "Configuring Health-Check Settings for Origin-Server Pools."
















6.5.2 Enabling Dynamic Discovery

When you create an origin-server pool, dynamic discovery of Oracle WebLogic Server managed servers in a cluster is not enabled by default. You can enable dynamic discovery by using either the administration console or the CLI.




	
Note:

	
When you modify an origin-server pool, you are, in effect, modifying a configuration. So for the updated origin-server pool settings to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Enabling Dynamic Discovery Using the Administration Console

To enable dynamic discovery of WebLogic Server managed servers in a cluster by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to enable dynamic discovery.


	
In the navigation pane, expand Server Pools and select the origin-server pool for which you want to enable dynamic discovery.

The Server Pool Settings page is displayed.


	
Go to the Advanced Settings section of the page.


	
Under the Health Check subsection, make sure that the Protocol is HTTP, select the Dynamic Discovery check box.


	
Click Save.




	
Note:

If the current health-check protocol is TCP, an error message is displayed indicating that the protocol must be changed to HTTP in order to enable dynamic discovery.







A message is displayed in the Console Message pane confirming that the updated health-check settings were saved.

In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes, as described in Section 4.3, "Deploying a Configuration."





Enabling Dynamic Discovery Using the CLI

To enable dynamic discovery of Oracle WebLogic Server managed servers in a cluster, run the set-health-check-prop command.

For example, the following command enables dynamic discovery of managed servers in the Oracle WebLogic Server cluster that the wls-1 origin-server pool represents.


tadm> set-health-check-prop --config=soa.example.com --origin-server-pool=wls-1 dynamic-server-discovery=true
OTD-70201 Command 'set-health-check-prop' ran successfully.





	
Note:

If the current health-check protocol is TCP, an error message is displayed indicating that the protocol must be changed to HTTP in order to enable dynamic discovery.







For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For more information about set-health-check-prop, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.






Configuring a Custom Maintenance Page





6.6 Configuring a Custom Maintenance Page

Oracle Traffic Director allows you to serve a custom server pool maintenance response code, and HTML page, when all the back-end servers are detected offline. Providing this type of message is better than having a gateway time-out, or creating other resources to host static content.

When maintenance is enabled for an origin server pool, then:

	
requests landing on it are aborted with a 503 response code, if both response-code and response-file are not configured.


	
requests landing on it are aborted with response-code value as the response code, if only response-code is specified.


	
requests landing on it are not aborted, but are responded to with a response-file content and response-code value as the response code, if both are specified.


	
running of a health-check on its origin servers is disabled.




When maintenance is not enabled for an origin server pool but no origin servers are configured or enabled, then:

	
requests landing on it are aborted with a 503 response code.


	
running of a health-check on its origin servers is disabled.





Monitoring of Statistics for Origin Server Pool in Maintenance

If the origin-server pool is in a maintenance state, there will be no statistics for the origin server pool and the origin servers belonging to the pool. Statistics will be available only for active origin server pools and active origin servers.


Enabling or Disabling Maintenance for an Origin-Server Pool Using the CLI

To enable maintenance for an origin-server pool, run the enable-maintenance command.

For example, the following command enables maintenance for the http-pool-1 origin-server pool, and specifies a response-code of 505. This command takes response-code and response-file as optional properties. A response-code of 200 is not allowed without a response-file.


tadm> enable-maintenance --config=test --origin-server-pool=http-pool-1 --response-code=505


To disable maintenance, use the disable-maintenance command:


tadm> disable-maintenance --config=test --origin-server-pool=http-pool-1


To return the enabled, response-file and response-code properties for the origin-server pool, use the get-maintenance-prop command:


tadm> get-maintenance-prop --config=test --origin-server-pool=http-pool-1


For information about enable-maintenance, disable-maintenance, and get-maintenance-prop, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.










Managing Origin Servers
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An origin server is a back-end server to which Oracle Traffic Director forwards requests that it receives from clients, and from which it receives responses to client requests. The origin servers could, for example, be Oracle WebLogic Server instances or Oracle iPlanet Web Server instances. A group of origin servers providing the same service is called an origin server pool.

This chapter describes how to create and manage origin servers. It contains the following sections:


	
Adding an Origin Server to a Pool



	
Viewing a List of Origin Servers



	
Modifying an Origin Server



	
Managing Ephemeral Ports



	
Removing an Origin Server from a Pool









Adding an Origin Server to a Pool





7.1 Adding an Origin Server to a Pool

You can add an origin server to an origin-server pool by using either the administration console or the CLI.




	
Note:

	
When you add an origin server to a pool, you are, in effect, modifying a configuration. So for the updated configuration to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Before You Begin

Before you begin adding an origin server to a pool, decide the following:

	
The origin-server pool to which you want to add the origin server.


	
The host name or IP address of the origin server. It is recommended that the IP address that you provide is the InfiniBand interface IP address (IPoIB) or Socket Director Protocol (SDP) address.




	
Note:

SDP is a native Infiniband protocol. With SDP, performance is very specific to work load. Hence, it is important to evaluate and compare the performance with SDP and IPoIB, and then select the one that meets your requirement.








	
The port number at which the origin server listens for requests.


	
Whether the server is a backup origin server.

Oracle Traffic Director forwards requests to a backup origin server only when the health check indicates that none of the primary origin servers is available.


	
The proportion of the total request load that Oracle Traffic Director should distribute to the origin server. You define this proportion as a weight number that is relative to the weights assigned to the other origin servers in the pool.

You can use weights to get Oracle Traffic Director to distribute the request load based on the relative capacities of the origin servers in a pool.

Consider a pool consisting of three origin servers—os1, os2, and os3, with the weights 1, 2, and 2 respectively. The total of the weights assigned to all the servers in the pool is 1+2+2=5. Oracle Traffic Director distributes a fifth (1/5) of the total load to os1, and two-fifths (2/5) of the load to each of os2 and os3.





Adding an Origin Server to a Pool Using the Administration Console

To add an origin server to a pool by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to create an origin server.


	
In the Common Tasks pane, click New Origin Server.

The New Origin Server wizard starts.


Figure 7-1 New Origin Server Wizard

[image: Description of Figure 7-1 follows]






	
Follow the on-screen prompts to complete creation of the origin-server pool by using the details—origin-server pool, host, port, and so on—that you decided earlier.

After the origin server is created, the Results screen of the New Origin Server wizard displays a message confirming successful creation of the origin server.


	
Click Close on the Results screen.

	
The details of the origin server that you just defined are displayed on the Origin Servers page.


	
In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes as described in Section 4.3, "Deploying a Configuration."








Adding an Origin Server to a Pool Using the CLI

To add an origin server to a pool, run the create-origin-server command.

For example, the following commands adds soa-app.example.com:80 as origin server os1 in the pool osp1 of the configuration soa.


tadm> create-origin-server --config=soa --origin-server-pool=osp1 soa-app.example.com:80      
OTD-70201 Command 'create-origin-server' ran successfully.


For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For more information about create-origin-server, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.




Viewing a List of Origin Servers





7.2 Viewing a List of Origin Servers

You can view a list of origin servers by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Viewing a List of Origin Servers Using the Administration Console

To view a list of origin servers by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to view origin servers.


	
In the navigation pane, expand Origin-Server Pools and select Origin Servers.

The Origin Servers page is displayed. It shows a list of the origin servers in the selected pool.




You can view and edit the properties of an origin server by clicking on its name.


Viewing a List of Origin Servers Using the CLI

To view a list of origin servers, run the list-origin-servers command as shown in the following example:


tadm> list-origin-servers --config=soa --origin-server-pool=osp1 --verbose --all
name                      weight          enabled         backup
----------------------------------------------------------------
soa-app1.example.com:80   1               true            false
soa-app2.example.com:80   1               true            false
soa-app3.example.com:80   1               true            true


You can view the properties of an origin server in detail by running the get-origin-server-prop command.

For more information about the list-origin-servers and get-origin-server-prop commands, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.




Modifying an Origin Server





7.3 Modifying an Origin Server

This section describes how you can do the following:

	
Change the properties—host, port, weight, and so on—that you defined while creating the origin server. For more information about those properties, see the "Before You Begin" section.


	
Enable or disable the origin server.


	
Specify the maximum number of connections that the origin server can handle concurrently.


	
Specify the duration (ramp-up time) over which Oracle Traffic Director should increase the request-sending rate to the origin server. You can use this parameter to ensure that the request load, on origin servers that have just come up after being offline, is increased gradually up to the capacity of the server.




You can change the properties of an origin server by using either the administration console or the CLI.




	
Note:

	
When you change the properties of an origin server in a pool, you are, in effect, modifying a configuration. So for the updated configuration to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Changing the Properties of an Origin Server Using the Administration Console

To change the properties of an origin server by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to modify an origin server.


	
In the navigation pane, expand Origin-Server Pools, and select Origin Servers.

The Origin Servers page is displayed.


	
Click the name of the origin server that you want to modify.

The Editing Origin Server dialog box is displayed. In this dialog box, you can do the following:

	
Enable and disable the origin server


	
Change the host and port


	
Change the relative weight


	
Mark the origin server as a backup server


	
Set the maximum number of connections that the origin server can handle concurrently


	
Set the time that Oracle Traffic Director should take to ramp up the request-forwarding rate to the full capacity of the origin server.





	
Specify the parameters that you want to change.

On-screen help and prompts are provided for all of the parameters.

When you change the value in a field or tab out of a text field that you changed, the Save button near the upper right corner of the page is enabled.

At any time, you can discard the changes by clicking the Reset button.


	
After making the required changes, click Save.

	
A message, confirming that the updated configuration was saved, is displayed in the Console Messages pane.


	
In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes as described in Section 4.3, "Deploying a Configuration."








Changing the Properties of an Origin Server Using the CLI

To change the properties of an origin server, run the set-origin-server-prop command.

For example, the following command changes the relative weight to 2 for the origin server soa-app1.example.com:1900 in the pool osp1 of the configuration soa.


tadm> set-origin-server-prop  --config=soa --origin-server-pool=osp1
 --origin-server=soa-app1.example.com:1900 weight=2
OTD-70201 Command 'set-origin-server-prop' ran successfully.


For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For a list of the properties that you can change by using set-origin-server-prop, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.




Managing Ephemeral Ports





7.4 Managing Ephemeral Ports

In a topology that includes a client, OTD and Oracle WebLogic Server (WLS), OTD receives external requests at the configured HTTP listener port. OTD then opens up another connection while communicating and proxying the request to the WLS/origin server.

As part of this connection, OTD leverages ephemeral ports so that WLS/origin server can send data back to OTD. An ephemeral port is a short-lived transport protocol port for Internet Protocol (IP) communications allocated automatically from a predefined range by the IP software. In Linux, you can limit or restrict these ephemeral ports.




	
Note:

OTD relies on having sufficient ephemeral ports available so that it can have sufficient pool of connections established with WLS/origin server. Not having enough ephemeral ports will cause delays processing the requests.










Removing an Origin Server from a Pool





7.5 Removing an Origin Server from a Pool

You can remove an origin server from a pool by using either the administration console or the CLI.




	
Note:

	
When dynamic discovery is enabled (see Section 6.5), if you delete an origin server that is an Oracle WebLogic Server instance in a cluster, and then reconfigure the Oracle Traffic Director instance, the instance might not start if no valid origin servers remain in the pool.


	
When you remove an origin server from a pool, you are, in effect, modifying a configuration. So for the updated configuration to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Removing an Origin Server from a Pool Using the Administration Console

To remove an origin server from a pool by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to delete origin servers.


	
In the navigation pane, expand Origin-Server Pools, expand the pool for which you want to delete origin servers, and select Origin Servers.

A list of the origin servers in the selected pool is displayed.


	
Click the Delete icon for the origin server that you want to delete.

A message is displayed in the Console Message pane confirming that the origin server was deleted.

In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes, as described in Section 4.3, "Deploying a Configuration."





Removing an Origin Server from a Pool Using the CLI

To remove an origin server from a pool, run the delete-origin-server command, as shown in the following example:


tadm> delete-origin-server --config=soa --origin-server-pool=osp1 soa-app2.example.com:1900
OTD-70201 Command 'delete-origin-server' ran successfully.


For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For more information about delete-origin-server, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.










Managing Virtual Servers
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You can use multiple virtual servers within a single Oracle Traffic Director instance to provide several entry pointsdomain names and IP addressesfor client requests, and to offer differentiated services for caching, quality of service, and so on. You can bind virtual servers to one or more listenersHTTP or HTTPSand configure them to forward requests to different origin-server pools.

You can configure caching, compression, routing, quality of service, log-file and web application firewall settings individually for each virtual server.

This chapter describes how to create, view, modify, and delete virtual servers. It contains the following sections:


	
Creating a Virtual Server



	
Viewing a List of Virtual Servers



	
Modifying a Virtual Server



	
Configuring Routes



	
Copying a Virtual Server



	
Deleting a Virtual Server



	
Caching in Oracle Traffic Director



	
Reviewing Caching Settings and Metrics for an Instance



	
Tunable Caching Parameters



	
Configuring Caching Parameters









Creating a Virtual Server





8.1 Creating a Virtual Server

When you create a configuration, a virtual server is created automatically with the same name as that of the configuration and is associated with the HTTP listener that was specified while creating the configuration. A default routing rule is also created for the virtual server, to distribute all requests received at the associated HTTP listener to the origin servers that were specified while creating the configuration.

You can create additional virtual servers in a configuration by using either the administration console or the CLI.




	
Note:

	
When you create a virtual server, you are, in effect, modifying a configuration. So for the new virtual-server to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Before You Begin

Before you begin creating a virtual server, decide the following:

	
A unique name for the virtual server. Choose the name carefully; after creating a virtual server, you cannot change its name.


	
One or more unique listen ports. For information about creating listeners, see Chapter 10, "Managing Listeners."


	
The names of the hosts, or the host patterns, for which the virtual server will handle requests.

When a request is received, Oracle Traffic Director determines the virtual server that should process it, by comparing the Host header in the request with the host patterns defined for each virtual server in the configuration.

	
The request is routed to the first virtual server that has a host pattern matching the Host header in the request.


	
If the Host header in the request does not match the host patterns defined for any of the virtual servers, or if the request does not contain the Host header, the request is routed to the default virtual server that is associated with the HTTP listener through which the request was received.







	
Note:

When Strict SNI Host Matching is enabled for an HTTP listener, and if for that listener at least one of the virtual servers has certificates, then Oracle Traffic Director returns a 403-Forbidden error to the client, if any of the following conditions is true:
	
The client did not send the SNI host extension during the SSL/TLS handshake.


	
The request does not have the Host: header.


	
The host name sent by the client in the SNI host extension during the SSL/TLS handshake does not match the Host: header in the request.




For more information, see Section 11.2.6, "About Strict SNI Host Matching."










	
The name of the origin-server pool to which the virtual server should forward requests. For information about creating origin-server pools, see Chapter 6, "Managing Origin-Server Pools."





Creating a Virtual Server Using the Administration Console

To create a virtual server by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to create a virtual server.


	
In the Common Tasks pane, click New Virtual Server.

The New Virtual Server wizard starts.


Figure 8-1 New Virtual Server Wizard

[image: Description of Figure 8-1 follows]






	
Follow the on-screen prompts to complete creation of the virtual server by using the details—listener, origin-server pool, and so on—that you decided earlier.

After the virtual server is created, the Results screen of the New Virtual Server wizard displays a message confirming successful creation of the virtual server.


	
Click Close on the Results screen.

	
The details of the virtual server that you just created are displayed on the Virtual Servers page.


	
In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes, as described in Section 4.3, "Deploying a Configuration."








Creating a Virtual Server Using the CLI

To create a virtual server, run the create-virtual-server command.

For example, the following command creates a virtual server named vs_soa associated with the listener hl1 for the configuration soa.example.com, and configures the virtual server to forward client requests to the origin-server pool soa-pool.


tadm> create-virtual-server --config=soa.example.com --http-listener-name=hl1 --origin-server-pool=soa-pool vs_soa
OTD-70201 Command 'create-virtual-server' ran successfully.


For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For more information about create-virtual-server, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.




Viewing a List of Virtual Servers





8.2 Viewing a List of Virtual Servers

You can view a list of virtual servers by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Viewing List of Virtual Servers Using the Administration Console

To view a list of virtual servers by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to view virtual servers.


	
In the navigation pane, select Virtual Servers.

The Virtual Servers page is displayed. It shows a list of the virtual servers defined for the configuration.




You can view the properties of a virtual server by clicking on its name.


Viewing a List of Virtual Servers Using the CLI

To view a list of virtual servers, run the list-virtual-servers command, as shown in the following example:


tadm> list-virtual-servers --config=soa.example.com
name            http-listener-name
----------------------------------
soa             http-listener-1
adf             adf-listener


For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

You can view the properties of a virtual server in detail by running the get-virtual-server-prop command.

For more information about the list-virtual-servers and get-virtual-server-prop commands, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.




Modifying a Virtual Server





8.3 Modifying a Virtual Server

You can modify virtual servers by using either the administration console or the CLI.




	
Note:

	
When you modify a virtual server, you are, in effect, modifying a configuration. So for the new virtual-server settings to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Modifying a Virtual Server Using the Administration Console

To modify a virtual server by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to modify virtual servers.


	
In the navigation pane, select Virtual Servers.

The Virtual Servers page is displayed. It shows a list of the virtual servers defined for the configuration.


	
Select the virtual server that you want to modify.

The Virtual Server Settings page is displayed. On this page, you can do the following:

	
Enable and disable the virtual server.


	
Add, remove, and change host patterns served by the virtual server. For more information about how Oracle Traffic Director uses host patterns, see the "Before You Begin" section.


	
Add and remove HTTP listeners. For information about creating HTTP listeners, see Section 10.1, "Creating a Listener."


	
Enable SSL/TLS, by associating an RSA or an ECC certificate (or both) with the virtual server. For more information, see Section 11.2.3, "Associating Certificates with Virtual Servers."


	
Configure the virtual server to serve instance-level statistics in the form of XML and plain-text reports that users can access through a browser. Note that the statistics displayed in the XML and plain-text reports are for the Oracle Traffic Director instance as a whole and not specific to each virtual server. For more information, see Section 13.3, "Configuring URI Access to Statistics Reports."


	
The default language for messages is English. If required, this can be set to other languages that Oracle Traffic Director supports.


	
Specify error pages that the virtual server should return to clients for different error codes. This is necessary only if you do not wish to use the default error pages and would like to customize them.

To specify error codes and error pages of your choice, first create html pages that you would like displayed for specific error codes. Next, on the Virtual Server Settings page, in the Error Pages section, click New Error Page.

In the New Error Page dialog box that appears, select an error code and enter the full path to the error page for that particular error code. In addition to the error codes that are provided, you can create your own custom error code by clicking Custom Error Code and entering a value for the same. When done, click Create Error Page.


	
Enable and quality of service limits—the maximum speed at which the virtual server should transfer data to clients and the maximum number of concurrent connections that the virtual server can support.




In the navigation pane, under the Virtual Servers node, you can select the following additional categories of settings for the virtual server. The parameters relevant to the selected category are displayed in the main pane.

	
Routes: Create, change, and delete rules for routing requests to origin servers. For more information, see Section 8.4, "Configuring Routes."


	
Caching: Create, change, and delete rules for caching responses received from origin servers. For more information, see Section 8.10, "Configuring Caching Parameters."


	
Request Limits: Create, change, and delete rules for limiting the number and rate of requests received by the virtual server. For more information, see Section 11.9, "Preventing Denial-of-Service Attacks."


	
Compression: Create, change, and delete rules for compressing responses from origin servers before forwarding them to the clients. For more information, see Section 15.8, "Enabling and Configuring Content Compression."


	
Logging: Define a server log file and location that is specific to the virtual server. For more information, see Section 12.3, "Configuring Log Preferences."


	
Webapp Firewall Ruleset: Enable or disable webapp firewall rule set, specify rule set patterns and install rule set files. For more information, see Section 11.7, "Managing Web Application Firewalls."





	
Specify the parameters that you want to change.

On-screen help and prompts are provided for all of the parameters.

When you change the value in a field or tab out of a text field that you changed, the Save button near the upper right corner of the page is enabled.

At any time, you can discard the changes by clicking the Reset button.


	
After making the required changes, click Save.

	
A message, confirming that the updated configuration was saved, is displayed in the Console Messages pane.


	
In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes as described in Section 4.3, "Deploying a Configuration."








Modifying a Virtual Server Using the CLI

The CLI provides several commands (see Table 8-1) that you can use to change specific parameters of a virtual server.


Table 8-1 CLI Commands for Modifying a Virtual Server

	Task/s	CLI Command/s
	
Enable or disable a virtual server; change the host, the HTTP listener, name and location of the log file; enable SSL/TLS by associating an RSA, or an ECC certificate, or both (see also: Section 11.2.3, "Associating Certificates with Virtual Servers" and Section 12.3, "Configuring Log Preferences"

	
set-virtual-server-prop


	
Create and manage caching rules (see Section 8.10, "Configuring Caching Parameters"

	
create-cache-rule

list-cache-rules

delete-cache-rule

get-cache-rule-prop

set-cache-rule-prop


	
Create and manage compression rules (see Section 15.8, "Enabling and Configuring Content Compression")

	
create-compression-rule

set-compression-rule-prop

delete-compression-rule

list-compression-rules

get-compression-rule-prop


	
Change QoS settings

	
set-qos-limits-prop

get-qos-limits-prop


	
Change request limiting settings (see Section 11.9, "Preventing Denial-of-Service Attacks")

	
create-request-limit

delete-request-limit

get-request-limit-prop

list-request-limits

set-request-limit-prop


	
Create and manage routes (see Section 8.4, "Configuring Routes")

	
create-route

list-routes

delete-route

set-route-prop

get-route-prop


	
Create and manage error pages

	
create-error-page

delete-error-page

list-error-pages








For example, the following command changes the location of the error log file for the virtual server soa to /home/log/errors.log.


tadm> set-virtual-server-prop --config=soa --vs=soa log-file=/home/log/errors.log
OTD-70201 Command 'set-virtual-server-prop' ran successfully.


For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For more information about the CLI commands mentioned in this section, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.




Configuring Routes





8.4 Configuring Routes

When you create a configuration, a virtual server is automatically created with the listener that you specified while creating the configuration. For the automatically created virtual server, as well as for any virtual server that you add subsequently in the configuration, a default route is created. The default route rule specifies that all requests to the virtual server should be routed to the origin-server pool that you specified while creating the virtual server. The default route of a virtual server cannot be deleted, but you can change its properties.

You can create additional routes for the virtual server, to route requests that satisfy specified conditions to specific origin-server pools. For example, in a banking software solution, if customer transactions for loans and deposits are processed by separate applications, you can host each of those applications in a separate origin-server pool behind an Oracle Traffic Director instance. To route customer requests to the appropriate origin-server pool depending on whether the request pertains to the loans or deposits applications, you can set up two routes as follows:

	
Route 1: If the request URI starts with /loan, send the request to the origin-server pool that hosts the loans application.


	
Route 2: If the request URI starts with /deposit, send the request to the origin-server pool that hosts the deposits application.




When a virtual server that is configured with multiple routes receives a request, it checks the request URI against each of the available routes. The routes are checked in the order in which they were created.

	
If the request satisfies the condition in a route, Oracle Traffic Director sends the request to the origin-server pool specified for that route.


	
If the request does not match the condition in any of the defined routes, Oracle Traffic Director sends the request to the origin-server pool specified in the default route.




WebSocket upgrade is enabled by default. In the Administration Console, use the WebSocket Upgrade check box to enable or disable WebSocket protocol for a route. Similarly, WebSocket protocol can also be enabled or disabled using the websocket-upgrade-enabled property, which can be set using the set-route-prop CLI command. For more information, see Oracle Traffic Director Command-Line Reference.

You can configure routes in a virtual server by using either the administration console or the CLI.




	
Note:

	
When you modify a virtual server, you are, in effect, modifying a configuration. So for the new virtual-server settings to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Configuring Routes Using the Administration Console

To configure routes by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to configure routes.


	
In the navigation pane, expand Virtual Servers, expand the name of the virtual server for which you want to configure routes, and select Routes.

The Routes page is displayed. It lists the routes that are currently defined for the virtual server.

Creating a Route

	
Click New Route.

The New Route dialog box is displayed.

In the Name field, enter a name for the new route.

In the Origin Server Pool field, select the origin-server pool to which requests that satisfy the specified condition should be routed.


	
Click Next.

In the Condition Information pane, select a Variable/Function and an Operator from the respective drop-down lists, and provide a value in the Value field.

Select the and/or operator from the drop-down list when configuring multiple expressions. Similarly, use the Not operator when you want the route to be applied only when the given expression is not true.

Click Ok.

To enter a condition manually, click Cancel and then click Edit Manually. In the Condition field, specify the condition under which the routing rule should be applied. For information about building condition expressions, click the help button near the Condition field or see "Using Variables, Expressions, and String Interpolation" in the Oracle Traffic Director Configuration Files Reference.


	
Click Next and then click Create Route.

The route that you just created is displayed on the Routes page.

In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes as described in Section 4.3, "Deploying a Configuration."




Editing a Route

To change the settings of a route, do the following:

	
Click the Name of the route.

The Route Settings page is displayed.


	
Specify the parameters that you want to change.

On-screen help and prompts are provided for all of the parameters.

When you change the value in a field or tab out of a text field that you changed, the Save button near the upper right corner of the page is enabled.

At any time, you can discard the changes by clicking the Reset button.


	
After making the required changes, click Save.

A message, confirming that the updated configuration was saved, is displayed in the Console Messages pane.

In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes as described in Section 4.3, "Deploying a Configuration."




Deleting a Route Rule

To delete a route rule, click the Delete button. At the confirmation prompt, click OK.





Configuring Routes Using the CLI

	
To create a route, run the create-route command.

Examples:

	
The following command creates a route named loan-route in the virtual server soa.example.com of the configuration soa, to send requests for which the URI matches the pattern /loan to the origin-server pool loan-app.


tadm> create-route --config=soa --vs=soa.example.com --condition="$uri='/loan'" --origin-server-pool=loan-app loan-route
OTD-70201 Command 'create-route' ran successfully.


	
The following command creates a route named images-route in the virtual server soa.example.com of the configuration soa, to send requests for which the URI path matches the pattern /images to the origin-server pool images-repo.


tadm> create-route --config=soa --vs=soa.example.com --condition="$path='/images/*'" --origin-server-pool=images-repo images-route
OTD-70201 Command 'create-route' ran successfully.


	
The following command creates a route named subnet-route in the virtual server soa.example.com of the configuration soa, to send requests from any client in the subnet 130.35.46.* to the origin-server pool dedicated-osp.


tadm> create-route --config=soa --vs=soa.example.com --condition="$ip='130.35.45.*'" --origin-server-pool=dedicated-osp subnet-route
OTD-70201 Command 'create-route' ran successfully.


	
The following command creates a route named body-route in the virtual server soa.example.com of the configuration soa, to route requests to the origin-server pool dedicated-osp if the request body contains the word alpha.


tadm> create-route --config=soa --vs=soa.example.com --condition="$body ='alpha'" --origin-server-pool=dedicated-osp body-route
OTD-70201 Command 'create-route' ran successfully.




Note that the value of the --condition option should be a regular expression. For information about building condition expressions, see "Using Variables, Expressions, and String Interpolation" in the Oracle Traffic Director Configuration Files Reference.


	
To view a list of the routes defined for a virtual server, run the list-routes command, as shown in the following example:


tadm> list-routes --config=soa --vs=soa.example.com
route           condition
-------------------------
loan-route       "$uri = '/loan'"
default-route   -


	
To view the properties of a route, run the get-route-prop command, as shown in the following example:


tadm> get-route-prop --config=soa --vs=soa.example.com --route=loan-route
keep-alive-timeout=15
sticky-cookie=JSESSIONID
condition="$uri = '/loan'"
validate-server-cert=true
always-use-keep-alive=true
origin-server-pool=origin-server-pool-1
sticky-param=jsessionid
route-header=Proxy-jroute
rewrite-headers=location,content-location
use-keep-alive=true
route=loan-route
log-headers=false
route-cookie=JROUTE
timeout=300


	
To change the properties of a route, run the set-route-prop command.

Examples:

	
The following command changes the keep-alive timeout setting for the route named loan-route in the virtual server soa.example.com of the configuration soa to 30 seconds.


tadm> set-route-prop --config=soa --vs=soa.example.com --route=loan-route keep-alive-timeout=30


	
The following command enables logging of the headers that Oracle Traffic Director sends to, and receives from, the origin servers associated with the route named default-route in the virtual server soa.example.com of the configuration soa.


tadm> set-route-prop --config=soa --vs=soa.example.com --route=default-route log-headers=true





	
To delete a route, run the delete-route command, as shown in the following example:


tadm> delete-route --config=soa --vs=soa.example.com loan-route
OTD-70201 Command 'delete-route' ran successfully.


	
To disable WebSocket support, run the set-route-prop command with the websocket-upgrade-enabled property, as shown in the following example:


tadm> set-route-prop --config=soa --vs=soa.example.com --route=default-route websocket-upgrade-enabled=false
OTD-70201 Command 'set-route-prop' ran successfully.




For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For more information about the CLI commands mentioned in this section, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.




Copying a Virtual Server





8.5 Copying a Virtual Server

You can copy a virtual server by using either the administration console or the CLI.




	
Note:

	
When you copy a virtual server, you are, in effect, modifying a configuration. So for the new virtual server to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Copying a Virtual Server Using the Administration Console

To copy a virtual server by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to copy virtual servers.


	
In the navigation pane, select Virtual Servers.

The Virtual Servers page is displayed. It shows a list of the virtual servers defined for the configuration.


	
Click the Duplicate icon for the virtual server that you want to copy.

The Duplicate Virtual Server dialog box is displayed.


	
Enter a name for the new virtual server, and click Duplicate.

A message is displayed confirming that the new virtual server was created.


	
Click Close.

The virtual server that you just created is displayed on the Virtual Servers page.

In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes, as described in Section 4.3, "Deploying a Configuration."





Copying a Virtual Server Using the CLI

To copy a virtual server, run the copy-virtual-server command.

For example, the following command creates a copy (vs2) of the virtual server vs1.


tadm> copy-virtual-server --config=soa --vs=vs1 vs2OTD-70201 Command 'copy-virtual-server' ran successfully.


For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For more information about copy-virtual-server, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.




Deleting a Virtual Server





8.6 Deleting a Virtual Server

You can delete virtual servers by using either the administration console or the CLI.




	
Note:

	
When you delete a virtual server, you are, in effect, modifying a configuration. So for the configuration changes to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Deleting a Virtual Server Using the Administration Console

To delete a virtual server by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to delete virtual servers.


	
In the navigation pane, select Virtual Servers.

The Virtual Servers page is displayed. It shows a list of the virtual servers defined for the configuration.


	
Click the Delete icon for the virtual server that you want to delete.

A prompt to confirm the deletion is displayed.


	
Click OK.

A message is displayed in the Console Message pane confirming that the virtual server was deleted.

In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes, as described in Section 4.3, "Deploying a Configuration."





Deleting a Virtual Server Using the CLI

To delete a virtual server, run the delete-virtual-server command, as shown in the following example:


tadm> delete-virtual-server --config=soa vs1
OTD-70201 Command 'delete-virtual-server' ran successfully.


For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For more information about delete-virtual-server, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.




Caching in Oracle Traffic Director





8.7 Caching in Oracle Traffic Director

Caching frequently requested data reduces the time that clients have to wait for responses. In addition, when frequently accessed URLs are stored in memory, the load on the origin servers is significantly reduced.

To enable caching, you must configure caching rules.

	
Both static and dynamically generated content from origin servers are cached.


	
Only complete responses (response code: 200) are cached.


	
Responses to only HTTP GET and HEAD requests are cached.


	
Oracle Traffic Director caches the response body and all of the response headers except Dest-IP, Proxy-Agent, Proxy-Connection, Server, Set-Cookie, State-Info, and Status.


	
Oracle Traffic Director honors Cache-Control directives from origin servers, including directives to revalidate content and to not cache certain headers.


	
You can configure one or more caching rules specific to each virtual server, subject to the overall limits—maximum heap space, maximum entries, and maximum object size—specified for the configuration.

You can configure the caching rules to be applicable either to all requests or to only those requests that match a specified condition.


	
Cached data is held in the process memory (heap), separately for each virtual server. When the instance is stopped or restarted, the cache becomes empty.


	
WebSocket upgrade requests are not cached.




When a client first requests an object, Oracle Traffic Director sends the request to an origin server. This request is a cache miss. If the requested object matches a caching rule, Oracle Traffic Director caches the object. For subsequent requests for the same object, Oracle Traffic Director serves the object from its cache to the client. Such requests are cache hits.

The caching behavior in Oracle Traffic Director is consistent with the specification in section 13 of RFC 2616. For more information, see http://www.w3.org/Protocols/rfc2616/rfc2616-sec13.html.




Reviewing Caching Settings and Metrics for an Instance





8.8 Reviewing Caching Settings and Metrics for an Instance


Viewing Caching Settings

	
To view the current caching settings for a configuration, run the get-cache-prop command, as shown in the following example:


tadm> get-cache-prop --config=soa
enabled=true
replacement=lru
max-heap-space=10485760
max-entries=1024
max-heap-object-size=524288


	
To view a list of the caching rules defined for a virtual server, run the list-cache-rules command, as shown in the following example:


tadm> list-cache-rules --config=soa --vs=soa --verbose --all
rule            condition
-------------------------
cache-rule-2    "$uri = '^/images'
cache-rule-1    -  


	
To view the current settings of a virtual server-specific caching rule, run the get-cache-rule-prop command, as shown in the following example:


tadm> get-cache-rule-prop --config=soa --vs=soa --rule=cache-rule-2
enabled=true
last-modified-factor=0
min-object-size=1
cache-https-response=true
condition="$uri = '^/images"
min-reload-interval=0
rule=cache-rule-2
query-maxlen=0
compression=true
max-reload-interval=3600





Viewing Caching Metrics

You can view the current cache-hit rate, the cache heap usage, and the rate of successful revalidation of cache entries in the plain-text perfdump report, as shown in the following example:


Proxy Cache:
---------------------------
Proxy Cache Enabled              yes
Object Cache Entries             42
Cache lookup (hits/misses)       183/79
Requests served from Cache       22
Revalidation (successful/total)  30/38 (  78.95%)
Heap space used                  16495


	
Proxy Cache Enabled indicates whether caching is enabled for the instance.


	
Object Cache Entries is the number of entries (URIs) currently in the cache.


	
Cache lookup (hits/misses)

	
The first number is the number of times an entry was found in the cache for the requested URI.


	
The second number is the number of times the requested URI was not found in the cache.





	
Requests served from Cache is the number of requests that Oracle Traffic Director served from the cache.


	
Revalidation (successful/total)

	
The first number is the number of times revalidation of cached content was successful.


	
The second number is the total number of times Oracle Traffic Director attempted to revalidate cached content.


	
The percentage value is the ratio of successful revalidations to the total number of revalidation attempts.





	
Heap space used is the amount of cache heap space that is currently used.







Tunable Caching Parameters





8.9 Tunable Caching Parameters

Caching can be considered effective in reducing the response time for clients when the cache-hit rate is high; that is, a relatively large number of requests are served from the cache instead of being sent to origin servers. For a high cache-hit rate, there should be sufficient memory to store cacheable responses from origin servers and the entries in the cache should be validated regularly.




	
Note:

Dynamic content is generally not cacheable. So if the application or content being served by the origin servers consists mostly of dynamic content, the cache-hit rate is bound to be low. In such cases, enabling and tuning caching might not yield a significant performance improvement.







To improve the cache-hit rate, you can tune the following caching parameters:

	
Cache-entry replacement method

When the cache becomes full—that is, the number of entries reaches the maximum entries limit, or the cache heap size reaches the maximum cache heap space—further entries in the cache can be accommodated only if existing entries are removed. The cache-entry replacement method specifies how Oracle Traffic Director determines the entries that can be removed from the cache.

	
The default replacement method is Least Recently Used (lru). When the cache is full, Oracle Traffic Director discards the least recently used entries first.


	
The other available method is Least Frequently Used (lfu). When the cache is full, Oracle Traffic Director discards the least frequently used entry first.




In either method, every time Oracle Traffic Director serves content from the cache, it needs to track usage information—the time the content was served in the case of the lru replacement method, and the number of times the content was served in the case of lfu. So the time saved by serving content directly from the cache instead of sending the request to the origin server, is offset to a certain extent by the latency caused by the need to track usage information. Between the two methods, lru requires marginally lower computing resources.

You can disable cache-entry replacement by specifying false as the replacement method.


	
Maximum cache heap space

If only a small portion of the available heap space is used, it is possible that responses are not being cached because the virtual server-specific caching rules are defined too narrowly.

The optimal cache heap size depends upon how much system memory is free. With a large cache heap, Oracle Traffic Director can cache more content and therefore obtain a better hit ratio. However, the heap size should not be so large that the operating system starts paging cached content.


	
Maximum number of entries in the cache

If the number of entries in the cache, as shown in the perfdump report, is consistently near, or at, the maximum number of entries, it is an indication that the cache might not be large enough. Consider increasing the maximum number of entries.

If the number of entries in the cache is very low when compared with the maximum allowed entries, it is possible that responses are not being cached because the virtual server-specific caching rules are defined too narrowly.


	
Maximum size of cacheable object

To conserve system resources, you can limit the size of objects that are cached, even if the objects fulfill other caching rules.

If you observe that objects that are larger than the maximum cached object size are requested frequently, consider increasing the limit.




In a caching rule for a specific virtual server, you can specify the following parameters:

	
Minimum and maximum size of objects that can be cached


	
Minimum and maximum interval between cache-validation checks


	
Maximum number of characters in a query string that can be cached


	
Whether to compress content before caching


	
Whether to cache HTTPS responses







Configuring Caching Parameters





8.10 Configuring Caching Parameters

You can configure caching settings by using either the administration console or the CLI.


Configuring Caching Settings Using the Administration Console

To configure caching settings by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration that you want to modify.


	
In the navigation pane, select Advanced Settings.

The Advanced Settings page is displayed.


	
Go to the Cache section on the page.


	
Specify the caching parameters that you want to change.

On-screen help and prompts are provided for all of the parameters.

When you change the value in a field or tab out of a text field that you changed, the Save button near the upper right corner of the page is enabled.

At any time, you can discard the changes by clicking the Reset button.


	
After making the required changes, click Save.

	
A message, confirming that the updated configuration was saved, is displayed in the Console Messages pane.


	
In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes as described in Section 4.3, "Deploying a Configuration."








Configuring Virtual Server-Specific Caching Rules Using the Administration Console

To create virtual server-specific caching rules by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to create virtual server-specific caching rules.


	
In the navigation pane, expand Virtual Servers, expand the name of the virtual server for which you want to create caching rules, and select Caching.

The Caching page is displayed. It lists the caching rules that are currently defined for the virtual server, and indicates whether the rules are enabled.

Creating a Caching Rule

	
Click New Caching Rule.

The New Cache Rule dialog box is displayed.

In the Name field, enter a name for the new caching rule.


	
Click Next.

If this is the first caching rule for the virtual server, the New Caching Rule dialog box gives you the option to choose whether the rule should be applied to all requests. Select All Requests.

If you wish to apply the rule to only those requests that satisfy a condition, create a new condition by selecting Create a new condition. In the condition builder, select a Variable/Function and an Operator from the respective drop-down lists and provide a value in the Value field.

Select the and/or operator from the drop-down list when configuring multiple expressions. Similarly, use the Not operator when you want the route to be applied only when the given expression is not true.

To enter a condition manually, click Cancel and then click Edit Manually. In the Condition field, specify the condition under which the caching rule should be applied. For information about building condition expressions, click the help button near the Condition field or see "Using Variables, Expressions, and String Interpolation" in the Oracle Traffic Director Configuration Files Reference.


	
Click Next and then click Create Caching Rule.

The caching rule that you just created is displayed on the Caching page.

In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes as described in Section 4.3, "Deploying a Configuration."




Editing a Caching Rule

To enable or disable a caching rule, or to change the settings of a rule, do the following:

	
Click the Name of the caching rule that you want to edit.

The Edit Cache Rule dialog box is displayed.




	
Note:

To access the condition builder to edit conditions, select Requests satisfying the condition and click Edit. The condition builder enables you to delete old expressions and add new ones.








	
Specify the parameters that you want to change.

On-screen help and prompts are provided for all of the parameters.

For information about building condition expressions, click the help button near the Condition field or see "Using Variables, Expressions, and String Interpolation" in the Oracle Traffic Director Configuration Files Reference.

When you change the value in a field or tab out of a text field that you changed, the Save button near the upper right corner of the page is enabled.

At any time, you can discard the changes by clicking the Reset button.


	
After making the required changes, click Save.

A message, confirming that the updated configuration was saved, is displayed in the Console Messages pane.

In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes as described in Section 4.3, "Deploying a Configuration."




Deleting a Caching Rule

To delete a caching rule, click the Delete button. At the confirmation prompt, click OK.





Configuring Caching Settings Using the CLI

	
To change the caching properties for a configuration, run the set-cache-prop command.

For example, the following command changes the maximum cache heap space to 20 MB.


tadm> set-cache-prop --config=soa max-heap-space=20971520
OTD-70201 Command 'set-cache-prop' ran successfully.


	
To create a caching rule for a virtual server, run the create-cache-rule command.

For example, the following command creates a rule named cache-rule-images for the virtual server soa.example.com in the configuration soa, to cache the requests for which the expression $uri='^/images' evaluates to true.


tadm> create-cache-rule --condition="\$uri='^/images'" --config=soa --vs=soa.example.com cache-rule-images
OTD-70201 Command 'create-cache-rule' ran successfully.


Note that the value of the --condition option should be a regular expression. For information about building condition expressions, see "Using Variables, Expressions, and String Interpolation" in the Oracle Traffic Director Configuration Files Reference.


	
To change a caching rule, run the set-cache-rule-prop command.

For example, the following command disables compression of content for the caching rule cache-rule-images.


tadm> set-cache-rule-prop --config=soa --vs=soa.example.com --rule=cache-rule-images compression=false
OTD-70201 Command 'set-cache-rule-prop' ran successfully.


	
To delete a caching rule, run the delete-cache-rule command, as shown in the following example.


tadm> delete-cache-rule --config=soa --vs=soa.example.com cache-rule-images
OTD-70201 Command 'delete-cache-rule' ran successfully.




For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For more information about the CLI commands mentioned in this section, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.
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A TCP Proxy handles TCP requests through TCP listeners for traffic tunnelling. While a TCP Proxy can have several TCP listeners associated with it, a TCP listener can be associated with only one TCP Proxy.

This chapter describes how to create, view, modify, and delete TCP proxies. It contains the following topics:


	
Creating a TCP Proxy



	
Viewing a List of TCP Proxies



	
Modifying a TCP Proxy



	
Deleting a TCP Proxy









Creating a TCP Proxy





9.1 Creating a TCP Proxy

You can create TCP proxies by using either the administration console or the CLI.




	
Note:

	
When you create a TCP Proxy, you are, in effect, modifying a configuration. So for the new TCP Proxy settings to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Before You Begin

Before you begin creating a TCP Proxy, decide the following:

	
A unique name for the proxy. Choose the name carefully; after creating a proxy, you cannot change its name.


	
A unique IP address (or host name) and port number combinations for the listener.

You can define multiple TCP listeners with the same IP address combined with different port numbers, or with a single port number combined with different IP addresses. So each of the following IP address and port number combinations would be considered a unique listener:


10.10.10.1:80
10.10.10.1:81
10.10.10.2:80
10.10.10.2:81


	
The name of the origin-server pool to which the TCP Proxy should forward requests. For information about creating origin-server pools, see Chapter 6, "Managing Origin-Server Pools."





Creating a TCP Proxy Using the Administration Console

To create a TCP Proxy by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to create a TCP Proxy.


	
In the Common Tasks pane, click New TCP Proxy.

The New TCP Proxy wizard starts.


Figure 9-1 New TCP Proxy Wizard

[image: Description of Figure 9-1 follows]






	
Follow the on-screen prompts to complete creation of the TCP Proxy by using the details—proxy name, listener name, IP address, port, and so on—that you decided earlier.




	
Note:

If the TCP traffic on the port is over SSL, for example T3S, then select the SSL/TLS check box on the first screen of the New TCP Proxy wizard and select the certificate to be used. For more information, see Section 11.2.2, "Configuring SSL/TLS for a Listener."







After the proxy is created, the Results screen of the New TCP Proxy wizard displays a message confirming successful creation of the proxy.


	
Click Close on the Results screen.

	
The details of the TCP Proxies that you just created are displayed on the TCP proxies page.


	
In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes, as described in Section 4.3, "Deploying a Configuration."








Creating a TCP Proxy Using the CLI

To create a TCP Proxy, run the create-tcp-proxy command.

For example, the following command creates a TCP Proxy named tcp_proxy1 for the configuration soa.example.com with the port as 1910 and the origin-server-pool as soa-pool.


tadm> create-tcp-proxy --config=soa.example.com --origin-server-pool=soa-pool --port=1910 tcp_proxy1
OTD-70201 Command 'create-tcp-proxy' ran successfully.


For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For more information about create-tcp-proxy, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.




Viewing a List of TCP Proxies





9.2 Viewing a List of TCP Proxies

You can view a list of TCP proxies by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Viewing a List of TCP Proxies Using the Administration Console

To view a list of TCP proxies by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to view TCP proxies.


	
In the navigation pane, select TCP Proxies.

The TCP Proxies page is displayed. It shows a list of the TCP proxies defined for the configuration.




You can view the properties of a proxy in detail by clicking on its name.


Viewing a List of TCP Proxies Using the CLI

To view a list of TCP proxies, run the list-tcp-proxies command, as shown in the following example:


tadm> list-tcp-proxies --config=soa --verbose --all
name            session-idle-timeout        origin-server-pool-name
-------------------------------------------------------------------
tcp_proxy1      300                         soa-pool1
tcp_proxy2      400                         soa-pool2


You can view the properties of a TCP Proxy in detail by running the get-tcp-proxy-prop command.

For more information about the list-tcp-proxies and get-tcp-proxy-prop commands, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.




Modifying a TCP Proxy





9.3 Modifying a TCP Proxy

You can modify TCP proxies by using either the administration console or the CLI.




	
Note:

	
When you modify a TCP Proxy, you are, in effect, modifying a configuration. So for the new settings of the TCP Proxy to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Modifying a TCP Proxy Using the Administration Console

To modify a TCP Proxy by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to modify TCP proxies.


	
In the navigation pane, select TCP Proxies.

The TCP Proxies page is displayed. It shows a list of the TCP proxies defined for the configuration.


	
Click the name of the TCP Proxy that you want to modify.

The TCP Proxy Settings page is displayed. On this page, you can do the following:

	
Enable and disable the TCP Proxy.


	
Change the origin server pool and idle timeout.


	
Add and remove TCP listeners. For information about creating TCP listeners, see Section 10.1, "Creating a Listener."





	
Specify the parameters that you want to change.

On-screen help and prompts are provided for all of the parameters.

When you change the value in a field or tab out of a text field that you changed, the Save button near the upper right corner of the page is enabled.

At any time, you can discard the changes by clicking the Reset button.


	
After making the required changes, click Save.

	
A message, confirming that the updated proxy was saved, is displayed in the Console Messages pane.


	
In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes as described in Section 4.3, "Deploying a Configuration."








Modifying a TCP Proxy Using the CLI

	
To change the properties of a TCP Proxy, run the set-tcp-proxy-prop command. For example, the following command changes the session idle timeout of the proxy tcp_proxy1 in the configuration soa to 500.


tadm> set-tcp-proxy-prop --config=soa --tcp-proxy=tcp_proxy1 session-idle-timeout=500
OTD-70201 Command 'set-tcp-proxy-prop' ran successfully.




For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For a list of the properties that you can set or change by using the set-tcp-proxy-prop commands, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.




Deleting a TCP Proxy





9.4 Deleting a TCP Proxy

You can delete TCP proxies by using either the administration console or the CLI.




	
Note:

	
When you delete a TCP Proxy, you are, in effect, modifying a configuration. So for the updated configuration to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Deleting a TCP Proxy Using the Administration Console

To delete a TCP Proxy by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to delete TCP proxies.


	
In the navigation pane, select TCP Proxies.

The TCP Proxies page is displayed. It shows a list of the TCP proxies defined for the configuration.


	
Click the Delete icon for the TCP Proxy that you want to delete.

A prompt to confirm deletion of the proxy is displayed. If the proxy is associated with any listeners, the prompt shows the names of those listeners.


	
To proceed with the deletion, click OK.

A message is displayed in the Console Message pane confirming that the TCP Proxy was deleted.

In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes, as described in Section 4.3, "Deploying a Configuration."





Deleting a TCP Proxy Using the CLI

To delete a TCP Proxy, run the delete-tcp-proxy command, as shown in the following example:


tadm> delete-tcp-proxy --config=soa tcp_proxy1
OTD-70201 Command 'delete-tcp-proxy' ran successfully.


For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For more information about delete-tcp-proxy, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.










Managing Listeners
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Connections between the clients and Oracle Traffic Director instances are created through HTTP and TCP listeners. Each listener is a unique combination of an IP address (or host name) and a port number.

This chapter describes how to create, view, modify, and delete listeners. It contains the following topics:


	
Creating a Listener



	
Viewing a List of Listeners



	
Modifying a Listener



	
Deleting a Listener









Creating a Listener





10.1 Creating a Listener

You can create listeners by using either the administration console or the CLI.




	
Note:

	
When you create a listener, you are, in effect, modifying a configuration. So for the new listener settings to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Before You Begin

Before you begin creating an listener, decide the following:

	
A unique name for the listener. Choose the name carefully; after creating a listener, you cannot change its name.


	
A unique IP address (or host name) and port number combinations for the listener.

You can define multiple listeners with the same IP address combined with different port numbers, or with a single port number combined with different IP addresses. So each of the following IP address and port number combinations would be considered a unique listener:


10.10.10.1:80
10.10.10.1:81
10.10.10.2:80
10.10.10.2:81


	
For HTTP listeners: The default virtual server for the listener.

Oracle Traffic Director routes requests to the default virtual server if it cannot match the Host value in the request header with the host patterns specified for any of the virtual servers bound to the listener.

For information about specifying the host patterns for virtual servers, see Section 8.1, "Creating a Virtual Server."


	
For HTTP listeners: The server name to be included in any URLs that are generated automatically by the server and sent to the client. This server name should be the virtual host name, or the alias name if your server uses an alias. If a colon and port number are appended to the server name then that port number is used in the autogenerated URLs.


	
For TCP listeners: TCP proxy for the listener.

A TCP proxy handles TCP requests through TCP listeners for traffic tunnelling. A TCP proxy can have several TCP listeners associated with it. You can associate TCP listeners and configure TCP proxy settings from this page.

For more information about creating TCP proxies, see Section 9.1, "Creating a TCP Proxy."





Creating an HTTP Listener Using the Administration Console

To create an HTTP listener by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to create an HTTP listener.


	
In the Common Tasks pane, click New HTTP Listener.

The New HTTP Listener wizard starts.


Figure 10-1 New HTTP Listener Wizard

[image: Description of Figure 10-1 follows]






	
Follow the on-screen prompts to complete creation of the HTTP listener by using the details—listener name, IP address, port, and so on—that you decided earlier.




	
Note:

If certificates are available in the configuration, in the second screen of the wizard, an SSL/TLS check box will be available. If you want the new listener to receive HTTPS requests, click the check box to enable SSL/TLS and then select the appropriate certificate from the drop-down list.







After the HTTP listener is created, the Results screen of the New HTTP Listener wizard displays a message confirming successful creation of the listener.


	
Click Close on the Results screen.

	
The details of the listener that you just created are displayed on the Listeners page.


	
In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes, as described in Section 4.3, "Deploying a Configuration."








Creating a TCP Listener Using the Administration Console

To create a TCP listener by using the administration console, do the following:

	
Perform steps 1, 2, and 3 of Section 10.1, "Creating an HTTP Listener Using the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to create a TCP listener.


	
In the Common Tasks pane, click New TCP Listener.

The New TCP Listener wizard starts.


Figure 10-2 New TCP Listener Wizard

[image: Description of Figure 10-2 follows]






	
Follow the on-screen prompts to complete creation of the TCP listener by using the details—listener name, IP address, port, and so on—that you decided earlier.




	
Note:

If certificates are available in the configuration, in the second screen of the wizard, an SSL/TLS check box will be available. If you want the new listener to receive T3S requests, click the check box to enable SSL/TLS and then select the appropriate certificate from the drop-down list.







After the TCP listener is created, the Results screen of the New TCP Listener wizard displays a message confirming successful creation of the listener.


	
Click Close on the Results screen.

	
The details of the listener that you just created are displayed on the Listeners page.


	
In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes, as described in Section 4.3, "Deploying a Configuration."








Creating a Listener Using the CLI

	
To create an HTTP listener, run the create-http-listener command.

For example, the following command creates an HTTP listener named listener_soa for the configuration soa.example.com with the port as 1910 and the default virtual server as soa.


tadm> create-http-listener --config=soa.example.com --listener-port=1910 --server-name=soa.example.com --default-virtual-server-name=soa listener_soa
OTD-70201 Command 'create-http-listener' ran successfully.


	
To create a TCP listener, run the create-tcp-listener command.

For example, the following command creates a TCP listener named tcp_listener_soa for the configuration soa.example.com with the port as 1920 and the TCP Proxy as tcp_proxy1.


tadm> create-tcp-listener --config=soa.example.com --listener-port=1920 --server-name=soa.example.com --tcp-proxy=tcp_proxy1 listener_soa
OTD-70201 Command 'create-tcp-listener' ran successfully.







For more information about create-http-listener and create-tcp-listener, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.

For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.




Viewing a List of Listeners





10.2 Viewing a List of Listeners

You can view a list of HTTP or TCP listeners by using either the administration console or the CLI.




	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."








Viewing a List of Listeners Using the Administration Console

To view a list of HTTP or TCP listeners by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to view HTTP or TCP listeners.


	
In the navigation pane, expand Listeners, and select a listener.

The Listeners page is displayed. It shows a list of the listeners defined for the configuration.




	
Note:

HTTP and TCP listeners can also be identified by their icons.










You can view the properties of a listener in detail by clicking on its name.


Viewing a List of Listeners Using the CLI

	
To view a list of HTTP listeners, run the list-http-listeners command, as shown in the following example:


tadm> list-http-listeners --config=soa --verbose --all
name          ip       port    ssl-enabled     default-virtual-server
-----------------------------------------------------------------------
listener-1    *        1904       false           vs1
listener-2    *        80         false           vs1


You can view the properties of an HTTP listener in detail by running the get-http-listener-prop command.

For more information about the list-http-listeners and get-http-listener-prop commands, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.




	
To view a list of TCP listeners, run the list-tcp-listeners command, as shown in the following example:


tadm> list-tcp-listeners --config=soa --verbose --all
name          ip         port            ssl-enabled             tcp-proxy-name
------------------------------------------------------------------------
listener-1    *          9090         false                     tcp_proxy1
listener-2    *          9092         false               tcp_proxy1


You can view the properties of an TCP listener in detail by running the get-tcp-listener-prop command.

For more information about the list-tcp-listeners and get-tcp-listener-prop commands, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.







Modifying a Listener





10.3 Modifying a Listener

You can modify listeners by using either the administration console or the CLI.




	
Note:

	
When you modify a listener, you are, in effect, modifying a configuration. So for the new settings of a listener to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Modifying a Listener Using the Administration Console

To modify an HTTP or TCP listener by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to modify listeners.


	
In the navigation pane, click Listeners.

The Listeners page is displayed. It shows a list of the HTTP/TCP listeners defined for the configuration.


	
Click the name of the listener that you want to modify.

The Listener Settings page is displayed. On this page, you can do the following:

	
Enable and disable the listener.


	
Change the listener port number and IP address.


	
For HTTP listeners: Change the server name and the default virtual server.


	
For TCP listeners: Change the TCP proxy.


	
If server certificates have been created for the configuration, you can enable SSL/TLS and configure SSL/TLS settings for the listener. For more information, see Section 11.2.2, "Configuring SSL/TLS for a Listener."


	
Change the protocol family—IPv4, IPv6, or SDP—for which the listener should accept requests.


	
For HTTP listeners: Configure parameters to tune the performance of the virtual server—the number of acceptor threads, the listen queue size, receive buffer size, and so on. For more information, see Section 15.2.2, "Tuning HTTP Listener Settings."





	
Specify the parameters that you want to change.

On-screen help and prompts are provided for all of the parameters.

When you change the value in a field or tab out of a text field that you changed, the Save button near the upper right corner of the page is enabled.

At any time, you can discard the changes by clicking the Reset button.


	
After making the required changes, click Save.

	
A message, confirming that the updated listener was saved, is displayed in the Console Messages pane.


	
In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes as described in Section 4.3, "Deploying a Configuration."








Modifying a Listener Using the CLI

	
To change the properties of an HTTP listener, run the set-http-listener-prop command. For example, the following command changes the port number of the listener ls1 in the configuration soa to 1911.


tadm> set-http-listener-prop --config=soa --http-listener=ls1 port=1911
OTD-70201 Command 'set-http-listener-prop' ran successfully.


To change the SSL/TLS settings of an HTTP listener, run the set-ssl-prop command. For example, the following command enables SSL 3.0 support for the listener ls1 in the configuration soa.


	

tadm> set-ssl-prop --config=soa --http-listener=ls1 ssl3=true
OTD-70201 Command 'set-ssl-prop' ran successfully.


To change the properties of a TCP listener, run the set-tcp-listener-prop command. For example, the following command changes the port number of the listener tcp_ls1 in the configuration soa to 1911.




	

tadm> set-tcp-listener-prop --config=soa --tcp-listener=tcp_ls1 listen-queue-size=238
OTD-70201 Command 'set-tcp-listener-prop' ran successfully.


To change the SSL/TLS settings of an TCP listener, run the set-ssl-prop command. For example, the following command enables SSL 3.0 support for the listener tcp_ls1 in the configuration soa.


	

tadm> set-ssl-prop --config=soa --tcp-listener=ls1 ssl3=true
OTD-70201 Command 'set-ssl-prop' ran successfully.




For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For a list of the properties that you can set or change by using the set-tcp-listener-prop and set-ssl-prop commands, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.




Deleting a Listener





10.4 Deleting a Listener

You can delete HTTP or TCP listeners by using either the administration console or the CLI.




	
Note:

	
When you delete a listener, you are, in effect, modifying a configuration. So for the updated configuration to take effect in the Oracle Traffic Director instances, you should redeploy the configuration as described in Section 4.3, "Deploying a Configuration."


	
The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."













Deleting a Listener Using the Administration Console

To delete an HTTP or TCP listener by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Configurations button that is situated at the upper left corner of the page.

A list of the available configurations is displayed.


	
Select the configuration for which you want to delete listeners.


	
In the navigation pane, select Listeners.

The Listeners page is displayed. It shows a list of the listeners defined for the configuration.


	
Click the Delete icon for the listener that you want to delete.

A prompt to confirm deletion of the listener is displayed.




	
Note:

For HTTP listeners: If the HTTP listener is associated with any virtual servers, the prompt shows the names of those virtual servers.








	
To proceed with the deletion, click OK.

A message is displayed in the Console Message pane confirming that the HTTP/TCP listener was deleted.

In addition, the Deployment Pending message is displayed at the top of the main pane. You can either deploy the updated configuration immediately by clicking Deploy Changes, or you can do so later after making further changes, as described in Section 4.3, "Deploying a Configuration."





Deleting a Listener Using the CLI

	
To delete an HTTP listener, run the delete-http-listener command, as shown in the following example:


tadm> delete-http-listener --config=soa http-listener-1
OTD-70201 Command 'delete-http-listener' ran successfully.


To delete an TCP listener, run the delete-tcp-listener command, as shown in the following example:


tadm> delete-tcp-listener --config=soa tcp-listener-1
OTD-70201 Command 'delete-tcp-listener' ran successfully.




For the updated configuration to take effect, you should deploy it to the Oracle Traffic Director instances by using the deploy-config command.

For more information about delete-http-listener and delete-tcp-listener, see the Oracle Traffic Director Command-Line Reference or run the command with the --help option.




Advanced Administration




Part III



Advanced Administration

Part III contains the following chapters:

	
Chapter 11, "Managing Security" describes how to secure access to the administration server; how to enable SSL/TLS for Oracle Traffic Director virtual servers, manage certificates; and how to manage certificates, PKCS#11 tokens, and certificate revocation lists.


	
Chapter 12, "Managing Logs" provides an overview of the access and server logs; and describes how you can view logs, configure log preferences, and rotate logs.


	
Chapter 13, "Monitoring Oracle Traffic Director Instances" describes the methods you can use to monitor Oracle Traffic Director instances.


	
Chapter 14, "Configuring Oracle Traffic Director for High Availability" describes the high-availability features of Oracle Traffic Director. It describes how to configure Oracle Traffic Director instances in a failover group and set up Oracle Traffic Director to monitor the health of the origin servers in the back end.


	
Chapter 15, "Tuning Oracle Traffic Director for Performance" describes the various parameters that you can tune to improve the performance of Oracle Traffic Director instances.


	
Chapter 16, "Diagnosing and Troubleshooting Problems" provides information to help you understand and solve problems that you might encounter while using Oracle Traffic Director.


	
Appendix A, "Metrics Tracked by Oracle Traffic Director" lists the names of the various metrics that Oracle Traffic Director tracks.


	
Appendix B, "Web Application Firewall Examples and Use Cases" provides some basic information about how the web application firewall works.


	
Appendix C, "Securing Oracle Traffic Director Deployment" provides information about the steps that you can take to secure your Oracle Traffic Director deployment.











Managing Security
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This chapter describes how you can secure access to the Oracle Traffic Director administration server and enable SSL/TLS for Oracle Traffic Director virtual servers. It also describes how to configure client authentication and how you can use Oracle Traffic Director to secure access to origin servers.

This chapter contains the following sections:


	
Securing Access to the Administration Server



	
Configuring SSL/TLS Between Oracle Traffic Director and Clients



	
Configuring SSL/TLS Between Oracle Traffic Director and Origin Servers



	
Managing Certificates



	
Managing PKCS#11 Tokens



	
Managing Certificate Revocation Lists



	
Managing Web Application Firewalls



	
Configuring Client Authentication



	
Preventing Denial-of-Service Attacks











	
Note:

For information about some steps that you can take to secure Oracle Traffic Director in your environment, see Appendix C, "Securing Oracle Traffic Director Deployment."














Securing Access to the Administration Server





11.1 Securing Access to the Administration Server

The administration server instance of Oracle Traffic Director hosts the administration console and command-line interface. So it is important to secure access to the administration server.

User access to the administration server interfaces is controlled through password-based authentication.

	
By default, the administration server enables only one administrator user account, which you specify while creating the administration server. For information about changing the administrator user name and password, see Section 11.1.1, "Changing the Administrator User Name and Password."


	
To allow multiple users to log in to the administration server, you can enable LDAP authentication. For more information, see Section 11.1.2, "Configuring LDAP Authentication for the Administration Server."




SSL authentication of the Oracle Traffic Director administration server with clients as well as with administration nodes is enabled, by default, through the use of two self-signed certificates—Admin-Client-Cert and Admin-Server-Cert.

	
The self-signed administration-server certificates are created automatically when you create the administration server and are valid for 12 months. For information about renewing the administration-server certificates, see Section 11.1.4, "Renewing Administration Server Certificates."


	
You can secure access to the software database containing the self-signed administration-server certificates by defining a password for the token named internal, which provides the interface to the certificates database. For more information, see Section 11.1.3, "Enabling the Pin for the Administration Server's PKCS#11 Token."







	
Note:

The CLI examples in this section are shown in shell mode (tadm>). For information about invoking the CLI shell, see Section 2.3.1, "Accessing the Command-Line Interface."









11.1.1 Changing the Administrator User Name and Password

You can change the administrator user name and password by using either the administration console or the CLI.


Changing the Administrator User Name and Password Using the Administration Console

To change the administrator user name and password by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Nodes button that is situated near the upper left corner of the page.

A list of available nodes is displayed.


	
From the list of nodes, select Administration Server.


	
In the navigation pane, select Authentication.

The Authentication page is displayed.


	
Specify the user name and password, and then click Save.




	
Note:

The user name can contain a maximum of 100 characters and must not contain spaces.







A message is displayed in the Console Messages pane indicating that the updated settings are saved.


	
Restart the administration server by clicking Restart in the Common Tasks pane.





Changing the Administrator User Name and Password Using the CLI

	
To change the administrator user name, run the set-admin-prop command.


tadm> set-admin-prop admin-user=user_name
OTD-70213 The administration server must be restarted for the changes to take effect.


The user name can contain a maximum of 100 characters and must not contain spaces.


	
To change the password, do the following:

	
Run one of the following commands:


tadm> set-admin-prop --set-password


or


tadm> reset-admin-password


The following prompt is displayed:


Enter admin-password>


	
Enter the new password.

A prompt to re-enter the new password is displayed:


Enter admin-password again>


	
Re-enter the new password.

The following message is displayed.


OTD-70201 Command 'reset-admin-password' ran successfully.







For the new user name and password to take effect, you should restart the administration server as described in Section 2.4, "Stopping and Restarting the Administration Server."

For more information about the CLI commands mentioned in this section, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.






11.1.2 Configuring LDAP Authentication for the Administration Server

If you need more than one user to be able to log in to the administration server, you can store the user IDs and passwords in a directory server, and you can configure Oracle Traffic Director to access the directory server by using the Lightweight Directory Access Protocol (LDAP).

You can enable and configure LDAP authentication for the administration server by using either the administration console or the CLI.


Before You Begin

Before you start configuring Oracle Traffic Director to use LDAP authentication, keep the following information ready. This information is required for constructing the ldap(s)://host:port/baseDN URL that Oracle Traffic Director should use to access the LDAP directory server and for the directory server to search for the required user record.

	
The name of the host on which the directory server runs.


	
The port number at which the directory server listens for requests from LDAP clients.


	
The base Distinguished Name (DN), which is the location within the directory information tree at which the directory server should start searching for the required user record.


	
The bind DN, which is the user ID and password that Oracle Traffic Director provides to authenticate itself to the LDAP directory server.




	
Note:

If your directory server allows searches by anonymous clients, you need not specify the bind DN.








	
The user groups whose members can access the administration server.

By default, the administration server allows only users belonging to the group wsadmin to log in. While enabling LDAP authentication, you can specify a list of groups other than wsadmin whose members can log in.





Configuring LDAP Authentication for the Administration Server Using the Administration Console

To configure LDAP authentication for the administration server by using the administration console, do the following:

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Nodes button that is situated near the upper left corner of the page.

A list of available nodes is displayed.


	
From the list of nodes, select Administration Server.


	
In the navigation pane, select Authentication.

The Authentication page is displayed.


	
Select LDAP Authentication.


	
Specify the mandatory parameters—host name, port, base DN, and allowed groups—and the optional parameters, as required.

On-screen help and prompts are provided for all of the parameters.

When you change the value in a field or tab out of a text field that you changed, the Save button near the upper right corner of the page is enabled.

At any time, you can discard the changes by clicking the Reset button.


	
After making the required changes, click Save.

A message is displayed in the Console Messages pane indicating that the updated settings are saved.


	
Restart the administration server by clicking Restart in the Common Tasks pane.





Configuring LDAP Authentication for the Administration Server Using the CLI

	
To enable LDAP authentication, run enable-admin-ldap-auth, as shown in the following example:


> tadm enable-admin-ldap-auth
 --ldap-url=ldap://ldap.example.com:3950/dc=example,dc=com
 --bind-dn=cn="Directory Manager" --allow-groups=sys,adm,mgr
OTD-70213 The administration server must be restarted for the changes to take effect.


This command configures Oracle Traffic Director as an LDAP client for the directory server ldap.example.com:3950. Oracle Traffic Director authenticates itself to the directory server by using the bind DN cn="Directory Manager", and the directory server starts the search for the required user record at the base DN dc=example,dc=com.


	
To disable LDAP authentication, run disable-admin-ldap-auth, as shown in the following example:


> tadm disable-admin-ldap-auth
OTD-70213 The administration server must be restarted for the changes to take effect.


	
To view the currently configured LDAP authentication properties, run get-admin-ldap-auth-prop, as shown in the following example:


> tadm get-admin-ldap-auth-prop
enabled=true
ldap-url="ldap://ldap.example.com:3950/dc=example,dc=com"
search-filter=uid
group-search-filter=uniquemember
group-search-attr=CN
timeout=10
allow-group=sys,adm,mgr




For more information about the enable-admin-ldap-auth, disable-admin-ldap-auth, and get-admin-ldap-auth-prop CLI commands, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.






11.1.3 Enabling the Pin for the Administration Server's PKCS#11 Token

The administration server's self-signed certificates are stored in a Public-Key Cryptography Standards (PKCS) 11-compliant security database. Access to the certificates database is provided through a token named internal. To secure access to the administration server's certificates database, you can enable the pin for the internal token.

If you enable the pin for the internal PKCS#11 token in the administration server configuration, a prompt to enter the token pin is displayed when you perform the following tasks:

	
Start the administration server.


	
Renew the administration server certificates.




You can set, change, or disable the pin for the internal token by using either the administration console or the CLI.


Setting the PKCS#11 Token Pin for the Administration Server Using the Administration Console

To set the PKCS#11 token pin for the administration server by using the administration console, do the following

	
Log in to the administration console, as described in Section 2.3.2, "Accessing the Administration Console."


	
Click the Nodes button that is situated near the upper left corner of the page.

A list of the available nodes is displayed.


	
Select the Administration Server node.

The General Settings page is displayed.


	
In the Token Pin Management section, select the Edit Token Pin check box.

	
To set the pin, enter the pin and confirm it in the New Pin and New Pin Again fields respectively.


	
To change the pin, enter the current pin in the Current Pin field. Then, enter the new pin and confirm it in the New Pin and New Pin Again fields respectively.


	
To disable pin protection for the token, select Unset Pin.




When you change the value in a field or tab out of a text field that you changed, the Save button near the upper right corner of the page is enabled.

At any time, you can discard the changes by clicking the Reset button.


	
After making the required changes, click Save.

A message, confirming that the updated configuration was saved, is displayed in the Console Messages pane.


	
Stop the administration server by clicking Stop in the Common Tasks pane.


	
Start the administration server, by running the following command:


> $INSTANCE_HOME/admin-server/bin/startserv


	
At the prompt to enter the token pin, enter the pin that you specified in step 4.





Setting the PKCS#11 Token Pin for the Administration Server Using the CLI

	
Run the set-token-pin command, as shown in the following example:


tadm> set-token-pin --config=admin-server --token=internal


If the token is already protected with a pin, a prompt to enter the current pin is displayed. Enter the current pin, and when prompted, enter the new pin and confirm it.


	
Restart the administration server as described in Section 2.4, "Stopping and Restarting the Administration Server."




For more information about set-token-pin, see the Oracle Traffic Director Command-Line Reference or run the commands with the --help option.






11.1.4 Renewing Administration Server Certificates

To extend the validity of the self-signed administration server certificates, run the renew-admin-certs CLI command.

For example, the following command sets the expiry date of the self-signed administration server certificates to 24 months after the current date.


tadm> renew-admin-certs --validity=24
OTD-70216 The administration server and the administration nodes need to be restarted for the changes to take effect.


If yo