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Preface

This guide explains how to install, configure, and manage a highly available Oracle
Fusion Middleware enterprise deployment. For more information, see About the
Enterprise Deployment Guide.

Audience

Documentation Accessibility

Conventions

Audience

In general, this document is intended for administrators of Oracle Fusion Middleware,
who are assigned the task of installing and configuring Oracle Fusion Middleware
software for production deployments.

Specific tasks can also be assigned to more specialized administrators, such as
database administrators (DBAs) and network administrators, where applicable.

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle
Accessibility Program website at ht t p: / / www. or acl e. conl pl s/t opi ¢/ | ookup?
ct x=accé& d=docacc.

Access to Oracle Support

Oracle customers that have purchased support have access to electronic support
through My Oracle Support. For information, visit ht t p: / / www. or acl e. com pl s/
t opi ¢/ | ookup?ct x=acc& d=i nf o or visitht t p: / / ww. or acl e. coml pl s/

t opi ¢/ | ookup?ct x=acc& d=t r s if you are hearing impaired.

Conventions

The following text conventions are used in this document:

Convention Meaning

boldface Boldface type indicates graphical user interface elements associated
with an action, or terms defined in text or the glossary.

italic Italic type indicates book titles, emphasis, or placeholder variables for
which you supply particular values.
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Xii

Convention Meaning

nonospace Monospace type indicates commands within a paragraph, URLs, code
in examples, text that appears on the screen, or text that you enter.

Note:

This guide focuses on the implementation of the enterprise deployment
reference topology on Oracle Linux systems.

The topology can be implemented on any certified, supported operating
system, but the examples in this guide typically show the commands and
configuration steps as they should be performed using the bash shell on
Oracle Linux.
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Enterprise Deployment Overview

This chapter introduces the concept of an Oracle Fusion Middleware enterprise
deployment.

It also provides information on when to use the Enterprise Deployment guide.

Understanding an Enterprise Deployment

About the Enterprise Deployment Guide
An Enterprise Deployment Guide provides a comprehensive, scalable
example for installing, configuring, and maintaining a secure, highly
available, production-quality deployment of selected Oracle Fusion
Middleware products. This resulting environment is known as an
enterprise deployment topology.

When to Use the Enterprise Deployment Guide
This guide describes one of three primary installation and configuration
options for Oracle Fusion Middleware. Use this guide to help you plan,
prepare, install, and configure a multi-host, secure, highly available,
production topology for selected Oracle Fusion Middleware products.

1.1 About the Enterprise Deployment Guide

An Enterprise Deployment Guide provides a comprehensive, scalable example for
installing, configuring, and maintaining a secure, highly available, production-quality
deployment of selected Oracle Fusion Middleware products. This resulting
environment is known as an enterprise deployment topology.

By example, the enterprise deployment topology introduces key concepts and best
practices that you can use to implement a similar Oracle Fusion Middleware
environment for your organization.

Each Enterprise Deployment Guide provides detailed, validated instructions for
implementing the reference topology. Along the way, the guide offers links to
supporting documentation that explains concepts, reference material, and additional
options for an Oracle Fusion Middleware enterprise deployment.

Note that the enterprise deployment topologies described in the enterprise
deployment guides cannot meet the exact requirements of all Oracle customers. In
some cases, you can consider alternatives to specific procedures in this guide,
depending on whether the variations to the topology are documented and supported
by Oracle.

Oracle recommends customers use the Enterprise Deployment Guides as a first option
for deployment. If variations are required, then those variations should be verified by
reviewing related Oracle documentation or by working with Oracle Support.
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1.2 When to Use the Enterprise Deployment Guide
This guide describes one of three primary installation and configuration options for
Oracle Fusion Middleware. Use this guide to help you plan, prepare, install, and
configure a multi-host, secure, highly available, production topology for selected
Oracle Fusion Middleware products.

Alternatively, you can:

* Review Planning an Installation of Oracle Fusion Middleware, which provides
additional information to help you prepare for any Oracle Fusion Middleware
installation.
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Understanding a Typical Enterprise
Deployment

This chapter describes the general characteristics of a typical Oracle Fusion
Middleware enterprise deployment. You can apply the concepts here to any product-
specific enterprise deployment.

This chapter provides information on Enterprise Deployment Topology diagram.

Understanding an Enterprise Deployment

Diagram of a Typical Enterprise Deployment
This section illustrates a typical enterprise deployment, including the
Web tier, application tier, and data tier.

Understanding the Typical Enterprise Deployment Topology Diagram
This section provides a detailed description of the typical enterprise
topology diagram.

2.1 Diagram of a Typical Enterprise Deployment

This section illustrates a typical enterprise deployment, including the Web tier,
application tier, and data tier.

All Oracle Fusion Middleware enterprise deployments are designed to demonstrate
the best practices for installing and configuring an Oracle Fusion Middleware
production environment.

A best practices approach starts with the basic concept of a multi-tiered deployment
and standard communications between the different software tiers.

Figure 2-1 shows a typical enterprise deployment, including the Web tier, application
tier and data tier. All enterprise deployments are based on these basic principles.

For a description of each tier and the standard protocols used for communications
within a typical Oracle Fusion Middleware enterprise deployment, see Understanding
the Typical Enterprise Deployment Topology Diagram.
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Figure 2-1 Typical Enterprise Deployment Topology Diagram
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2.2 Understanding the Typical Enterprise Deployment Topology Diagram

This section provides a detailed description of the typical enterprise topology
diagram.

Understanding the Firewalls and Zones of a Typical Enterprise Deployment
Understanding the Elements of a Typical Enterprise Deployment Topology
Receiving Requests Through Hardware Load Balancer

Understanding the Web Tier

Understanding the Application Tier

About the Data Tier

2.2.1 Understanding the Firewalls and Zones of a Typical Enterprise Deployment

The topology is divided into several security zones, which are separated by firewalls:

The Web tier (or DMZ), which is used for the hardware load balancer and Web
servers (in this case, Oracle HTTP Server instances) that receive the initial requests
from users. This zone is accessible only through a single virtual server name
defined on the load balancer.

The application tier, which is where the business and application logic resides.

The data tier, which is not accessible from the Internet and reserved in this
topology for the highly available database instances.

The firewalls are configured to allow data to be transferred only through specific
communication ports. Those ports (or in some cases, the protocols that will need open
ports in the firewall) are shown on each firewall line in the diagram.

For example:

On the firewall protecting the Web tier, only the HTTP ports are open: 443 for
HTTPS and 80 for HTTP.

On the firewall protecting the Application tier, HTTP ports, and MBean proxy port
are open.

Applications that require external HTTP access can use the Oracle HTTP Server
instances as a proxy. Note that this port for outbound communications only and
the proxy capabilities on the Oracle HTTP Server must be enabled.

On the firewall protecting the data tier, the database listener port (typically, 1521)
must be open.

The LDAP ports (typically, 389 and 636) are also required to be open for
communication between the authorization provider and the LDAP-based identity
store.

The ONS port (typically, 6200) is also required so the application tier can receive
notifications about workload and events in the Oracle RAC Database. These events
are used by the Oracle WebLogic Server connection pools to adjust quickly
(creating or destroying connections), depending on the availability and workload
on the Oracle RAC database instances.
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For a complete list of the ports you must open for a specific Oracle Fusion Middleware
enterprise deployment topology, see the chapter that describes the topology you want
to implement, or refer to the Enterprise Deployment Workbook for the topology you are
implement. For more information, see Using the Enterprise Deployment Workbook .

2.2.2 Understanding the Elements of a Typical Enterprise Deployment Topology
The enterprise deployment topology consists of the following high-level elements:
* A hardware load balancer that routes requests from the Internet to the Web servers

in the Web tier. It also routes requests from internal clients or other components
that are performing internal invocations within the corporate network.

* A Web tier, consisting of a hardware load balancer and two or more physical
computers that host the Web server instances (for high availability).

The Web server instances are configured to authenticate users (via an external
identity store and a single sign-on server) and then route the HTTP requests to the
Oracle Fusion Middleware products and components running in the Application
tier.

The Web server instances also host static Web content that does not require
application logic to be delivered. Placing such content in the Web tier reduces the
overhead on the application servers and eliminates unnecessary network activity.

* An Application tier, consisting of two or more physical computers that are hosting
a cluster of Oracle WebLogic Server Managed Servers, and the Administration
Server for the domain. The Managed Servers are configured to run the various
Oracle Fusion Middleware products, such as Oracle SOA Suite, Oracle Service Bus,
Oracle WebCenter Content, and Oracle WebCenter Portal, depending on your
choice of products in the enterprise deployment.

¢ A data tier, consisting of two or more physical hosts that are hosting an Oracle
RAC Database.

2.2.3 Receiving Requests Through Hardware Load Balancer

The following topics describe the hardware load balancer and its role in an enterprise
deployment.

Purpose of the Hardware Load Balancer (LBR)
Summary of the Typical Load Balancer Virtual Server Names

HTTPS versus HTTP Requests to the External Virtual Server Name

2.2.3.1 Purpose of the Hardware Load Balancer (LBR)

The following topics describe the types of requests handled by the hardware load
balancer in an enterprise deployment.

HTTP Requests from the Internet to the Web server instances in the Web tier

Specific internal-only communications between the components of the
Application tier

2.2.3.1.1 HTTP Requests from the Internet to the Web server instances in the Web tier

The hardware load balancer balances the load on the Web tier by receiving requests to
a single virtual host name and then routing each request to one of the Web server
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instances, based on a load balancing algorithm. In this way, the load balancer ensures
that no one Web server is overloaded with HTTP requests.

For more information about the purpose of specific virtual host names on the
hardware load balancer, see Summary of the Typical Load Balancer Virtual Server
Names.

Note that in the reference topology, only HTTP requests are routed from the hardware
load balancer to the Web tier. Secure Socket Layer (SSL) requests are terminated at the
load balancer and only HTTP requests are forwarded to the Oracle HTTP Server
instances. This guide does not provide instructions for SSL configuration between the
load balancer and the Oracle HTTP Server instances or between the Web tier and the
Application tier.

The load balancer provides high availability by ensuring that if one Web server goes
down, requests will be routed to the remaining Web servers that are up and running.

Further, in a typical highly available configuration, the hardware load balancers are
configured such that a hot standby device is ready to resume service in case a failure
occurs in the main load balancing appliance. This is important because for many types
of services and systems, the hardware load balancer becomes the unique point of
access to make invocations and, as a result, becomes a single point of failure (SPOF)
for the whole system if it is not protected.

2.2.3.1.2 Specific internal-only communications between the components of the Application tier

In addition, the hardware load balancer routes specific communications between the
Oracle Fusion Middleware components and applications on the application tier. The
internal-only requests are also routed through the load balancer, using a unique
virtual host name.

2.2.3.2 Summary of the Typical Load Balancer Virtual Server Names

In order to balance the load on servers and to provide high availability, the hardware
load balancer is configured to recognize a set of virtual server names. As shown in the
diagram, the following virtual server names are recognized by the hardware load
balancer in this topology:

¢ bi . exanpl e. com- This virtual server name is used for all incoming traffic.

Users enter this URL to access the Oracle Fusion Middleware product you have
deployed and the custom applications available on this server. The load balancer
then routes these requests (using a load balancing algorithm) to one of the servers
in the Web tier. In this way, the single virtual server name can be used to route
traffic to multiple servers for load balancing and high availability of the Web
servers instances.

e Dbiinternal.exanpl e. com- This virtual server name is for internal
communications only.

The load balancer uses its Network Address Translation (NAT) capabilities to
route any internal communication from the Application tier components that are
directed to this URL. This URL is not exposed to external customers or users on the
Internet. Each product has specific uses for the internal URL, so in the deployment
instructions, we prefix it with the product name.

e adm n. exanpl e. com- This virtual server name is for administrators who need to
access the Oracle Enterprise Manager Fusion Middleware Control and Oracle
WebLogic Server Administration Console interfaces.

Understanding a Typical Enterprise Deployment 2-5



Understanding the Typical Enterprise Deployment Topology Diagram

This URL is known only to internal administrators. It also uses the NAT
capabilities of the load balancer to route administrators to the active
Administration Server in the domain.

For the complete set of virtual server names you must define for your topology, see
the the chapter that describes the product-specific topology.

2.2.3.3 HTTPS versus HTTP Requests to the External Virtual Server Name

Note that when you configure the hardware load balancer, a best practice is to assign
the main external URL (for example, ht t p: / / nyappl i cat i on. exanpl e. com) to
port 80 and port 443.

Any request on port 80 (non-SSL protocol) should be redirected to port 443 (SSL
protocol). Exceptions to this rule include requests from public WSDLs. For more
information, see Configuring Virtual Hosts on the Hardware Load Balancer.

2.2.4 Understanding the Web Tier

The Web tier of the reference topology consists of the Web servers that receive
requests from the load balancer. In the typical enterprise deployment, at least two
Oracle HTTP Server instances are configured in the Web tier. The following topics
provide more detail.

Benefits of Using Oracle HTTP Server Instances to Route Requests
Alternatives to Using Oracle HTTP Server in the Web Tier
Configuration of Oracle HTTP Server in the Web Tier

About Mod_WL_OHS

2.2.4.1 Benefits of Using Oracle HTTP Server Instances to Route Requests

A Web tier with Oracle HTTP Server is not a requirement for many of the Oracle
Fusion Middleware products. You can route traffic directly from the hardware load
balancer to the WLS servers in the Application Tier. However, a Web tier does provide
several advantages, which is why it is recommended as part of the reference topology:

® The Web tier provides DMZ public zone, which is a common requirement in
security audits. If a load balancer routes directly to the WebLogic Server, requests
move from the load balancer to the application tier in one single HTTP jump,
which can cause security concerns.

* The Web tier allows the WebLogic Server cluster membership to be reconfigured
(new servers added, others removed) without having to change the Web server
configuration (as long as at least some of the servers in the configured list remain
alive).

® Oracle HTTP Server delivers static content more efficiently and faster than
WebLogic Server; it also provides FTP services, which are required for some
enterprise deployments, as well as the ability to create virtual hosts and proxies via
the Oracle HTTP Server configuration files.

¢ Oracle HTTP Server provides HTTP redirection over and above what WebLogic
Server provides. You can use Oracle HTTP Server as a front end against many
different WebLogic Server clusters, and in some cases, control the routing via
content based routing.
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® Oracle HTTP Server provides the ability to integrate single sign-on capabilities into
your enterprise deployment. For example, you can later implement single sign-on
for the enterprise deployment, using Oracle Access Manager, which is part of the
Oracle Identity and Access Management family of products.

® Oracle HTTP Server provides support for WebSocket connections deployed within
WebLogic Server.

For more information about Oracle HTTP Server, see Introduction to Oracle HTTP
Server in Administrator’s Guide for Oracle HTTP Server.

2.2.4.2 Alternatives to Using Oracle HTTP Server in the Web Tier

Although Oracle HTTP Server provides a variety of benefits in an enterprise topology,
Oracle also supports routing requests directly from the hardware load balancer to the
Managed Servers in the middle tier.

This approach provide the following advantages:

* Lower configuration and processing overhead than using a front-end Oracle HTTP
Server Web tier front-end.

* Monitoring at the application level since the LBR can be configured to monitor
specific URLS for each Managed Server (something that is not possible with OHS).

You can potentially use this load balancer feature to monitor SOA composite
application URLs. Note that this enables routing to the Managed Servers only
when all composites are deployed, and you must use the appropriate monitoring
software.

2.2.4.3 Configuration of Oracle HTTP Server in the Web Tier

Starting with Oracle Fusion Middleware 12¢c, the Oracle HTTP Server software can be
configured in one of two ways: as part of an existing Oracle WebLogic Server domain
or in its own standalone domain. Each configuration offers specific benefits.

When you configure Oracle HTTP Server instances as part of an existing WebLogic
Server domain, you can manage the Oracle HTTP Server instances, including the
wiring of communications between the Web servers and the Oracle WebLogic Server
Managed Servers using Oracle Enterprise Manager Fusion Middleware Control. When
you configure Oracle HTTP Server in a standalone configuration, you can configure
and manage the Oracle HTTP Server instances independently of the application tier
domains.

For this enterprise deployment guide, the Oracle HTTP Server instances are
configured as separate standalone domains, one on each Web tier host. You can choose
to configure the Oracle HTTP Server instances as part of the application tier domain,
but this enterprise deployment guide does not provide specific steps to configure the
Oracle HTTP Server instances in that manner.

For more information, see "Understanding Oracle HTTP Server Installation Options"
in Installing and Configuring Oracle HTTP Server.

2.2.4.4 About Mod WL_OHS

As shown in the diagram, the Oracle HTTP Server instances use the WebLogic Proxy
Plug-In (mod_w _ohs) for proxying HTTP requests from Oracle HTTP Server to the
Oracle WebLogic Server Managed Servers in the Application tier.

For more information, see "Overview of Web Server Proxy Plug-Ins 12.1.3" in Using
Oracle WebLogic Server Proxy Plug-Ins 12.1.3.
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2.2.5 Understanding the Application Tier

The application tier consists of two physical host computers, where Oracle WebLogic
Server and the Oracle Fusion Middleware products are installed and configured. The
application tier computers reside in the secured zone between firewall 1 and firewall 2.

The following topics provide more information.

Configuration of the Administration Server and Managed Servers Domain
Directories

Using Oracle Web Services Manager in the Application Tier

Best Practices and Variations on the Configuration of the Clusters and Hosts on
the Application Tier

About the Node Manager Configuration in a Typical Enterprise Deployment
About Using Unicast for Communications Within the Application Tier

Understanding OPSS and Requests to the Authentication and Authorization
Stores

2.2.5.1 Configuration of the Administration Server and Managed Servers Domain
Directories

Unlike the Managed Servers in the domain, the Administration Server uses an active-
passive high availability configuration. This is because only one Administration Server
can be running within an Oracle WebLogic Server domain.

In the topology diagrams, the Administration Server on HOST1 is in the active state
and the Administration Server on HOST?2 is in the passive (inactive) state.

To support the manual fail over of the Administration Server in the event of a system
failure, the typical enterprise deployment topology includes:

® A Virtual IP Address (VIP) for the routing of Administration Server requests

* The configuration of the Administration Server domain directory on a shared
storage device.

In the event of a system failure (for example a failure of HOST1), you can manually
reassign the Administration Server VIP address to another host in the domain, mount
the Administration Server domain directory on the new host, and then start the
Administration Server on the new host.

However, unlike the Administration Server, there is no benefit to storing the Managed
Servers on shared storage. In fact, there is a potential performance impact when
Managed Server configuration data is not stored on the local disk of the host
computer.

As a result, in the typical enterprise deployment, after you configure the
Administration Server domain on shared storage, a copy of the domain configuration
is placed on the local storage device of each host computer, and the Managed Servers
are started from this copy of the domain configuration. You create this copy using the
Oracle WebLogic Server pack and unpack utilities.

The resulting configuration consists of separate domain directories on each host: one
for the Administration Server (on shared storage) and one for the Managed Servers
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(on local storage). Depending upon the action required, you must perform
configuration tasks from one domain directory or the other.

For more information about structure of the Administration Server domain directory
and the Managed Server domain directory, as well as the variables used to reference
these directories, see Understanding the Recommended Directory Structure for an
Enterprise Deployment.

There is an additional benefit to the multiple domain directory model. It allows you to
isolate the Administration Server from the Managed Servers. By default, the primary
enterprise deployment topology assumes the Administration Server domain directory
is on one of the Application Tier hosts, but if necessary, you could isolate the
Administration Server further by running it from its own host, for example in cases
where the Administration Server is consuming high CPU or RAM. Some
administrators prefer to configure the Administration Server on a separate, dedicated
host, and the multiple domain directory model makes that possible.

2.2.5.2 Using Oracle Web Services Manager in the Application Tier

Oracle Web Services Manager (Oracle WSM) provides a policy framework to manage
and secure Web services in the Enterprise Deployment topology.

In most enterprise deployment topologies, the Oracle Web Services Manager Policy
Manager runs on Managed Servers in a separate cluster, where it can be deployed in
an active-active highly available configuration.

You can choose to target Oracle Web Services Manager and Fusion Middleware
products or applications to the same cluster, as long as you are aware of the
implications.

The main reasons for deploying Oracle Web Services Manager on its own managed
servers is to improve performance and availability isolation. Oracle Web Services
Manager often provides policies to custom Web services or to other products and
components in the domain. In such a case, you do not want the additional Oracle Web
Services Manager activity to affect the performance of any applications that are
sharing the same managed server or cluster as Oracle Web Services Manager.

The eventual process of scaling out or scaling up is also better addressed when the
components are isolated. You can scale out or scale up only the Fusion Middleware
application Managed Servers where your products are deployed or only the Managed
Servers where Oracle Web Services Manager is deployed, without affecting the other
product.

2.2.5.3 Best Practices and Variations on the Configuration of the Clusters and Hosts
on the Application Tier

In a typical enterprise deployment, you configure the Managed Servers in a cluster on
two or more hosts in the application tier. For specific Oracle Fusion Middleware
products, the enterprise deployment reference topologies demonstrate best practices
for the number of Managed Servers, the number of clusters, and what services are
targeted to each cluster.

These best practices take into account typical performance, maintenance, and scale-out
requirements for each product. The result is the grouping of Managed Servers into an
appropriate set of clusters within the domain.

Variations of the enterprise deployment topology allow the targeting of specific
products or components to additional clusters or hosts for improved performance and
isolation.
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For example, you can consider hosting the Administration Server on a separate and
smaller host computer, which allows the FMW components and products to be
isolated from the Administration Server.

These variations in the topology are supported, but the enterprise deployment
reference topology uses the minimum hardware resources while keeping high
availability, scalability and security in mind. You should perform the appropriate
resource planning and sizing, based on the system requirements for each type of
server and the load that the system needs to sustain. Based on these decisions, you
must adapt the steps to install and configure these variations accordingly from the
instructions presented in this guide.

2.2.5.4 About the Node Manager Configuration in a Typical Enterprise Deployment

Starting with Oracle Fusion Middleware 12¢, you can use either a per domain Node
Manager or a per host Node Manager. The following sections of this topic provide
more information on the impact of the Node Manager configuration on a typical
enterprise deployment.

Note:

For general information about these two types of Node Managers, see
Overview in Administering Node Manager for Oracle WebLogic Server.

About Using a Per Domain Node Manager Configuration

In a per domain Node Manager configuration—as opposed to a per host Node
Manager configuration—you actually start two Node Manager instances on the
Administration Server host: one from the Administration Server domain directory and
one from the Managed Servers domain directory. In addition, a separate Node
Manager instance runs on each of the other hosts in the topology.

The Node Manager controlling the Administration Server uses the listen address of
the virtual host name created for the Administration Server. The Node Manager
controlling the Managed Servers uses the listen address of the physical host. When the
Administration Server fails over to another host, an additional instance of Node
Manager is started to control the Administration Server on the failover host.

The key advantages of the per domain configuration are an easier and simpler initial
setup of the Node Manager and the ability to set Node Manager properties that are
unique to the Administration Server. This last feature was important in previous
releases because some features, such as Crash Recovery, applied only to the
Administration Server and not to the Managed servers. In the current release, the
Oracle SOA Suite products can be configured for Automated Service Migration, rather
than Whole Server Migration. This means the Managed Servers, as well as the
Administration Server, can take advantage of Crash Recovery, so there is no need to
apply different properties to the Administration Server and Managed Server domain
directories.

Another advantage is that the per domain Node Manager provides a default SSL
configuration for Node Manager-to-Server communication, based on the Demo
Identity store created for each domain.
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About Using a Per Host Domain Manager Configuration

In a per-host Node Manager configuration, you start a single Node Manager instance
to control the Administration Server and all Managed Servers on a host, even those
that reside in different domains. This reduces the footprint and resource utilization on
the Administration Server host, especially in those cases where multiple domains
coexist on the same machine.

A per-host Node Manager configuration allows all Node Managers to use a listen
address of ANY, so they listen on all addresses available on the host. This means that
when the Administration Server fails over to a new host, no additional configuration is
necessary. The per host configuration allows for simpler maintenance, because you
can update and maintain a single Node Manager properties file on each host, rather
than multiple node manager property files.

The per-host Node Manager configuration requires additional configuration steps. If
you want SSL for Node Manager-to-Server communication, then you must configure
an additional Identity and Trust store, and it also requires using Subject Alternate
Names (SAN), because the Node Manager listens on multiple addresses. Note that SSL
communications are typically not required for the application tier, because it is
protected by two firewalls.

2.2.5.5 About Using Unicast for Communications Within the Application Tier

Oracle recommends the unicast communication protocol for communication between
the Managed Servers and hosts within the Oracle WebLogic Server clusters in an
enterprise deployment. Unlike multicast communication, unicast does not require
cross-network configuration and it reduces potential network errors that can occur
from multicast address conflicts as well.

When you consider using the multicast or unicast protocol for your own deployment,
consider the type of network, the number of members in the cluster, and the reliability
requirements for cluster membership. Also consider the following benefits of each
protocol.

Benefits of unicast in an enterprise deployment:

e Uses a group leader that every server sends messages directly to. This leader is
responsible for retransmitting the message to every other group member and other
group leaders, if applicable.

* Works out of the box in most network topologies
* Requires no additional configuration, regardless of the network topology.

¢ Uses a single missed heartbeat to remove a server from the cluster membership list.

Benefits of multicast in an enterprise deployment:

® Multicast uses a more scalable peer-to-peer model where a server sends each
message directly to the network once and the network makes sure that each cluster
member receives the message directly from the network.

o Works out of the box in most modern environments where the cluster members are
in a single subnet.

* Requires additional configuration in the router(s) and WebLogic Server (that is.,
Multicast TTL) if the cluster members span more than one subnet.
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e Uses three consecutive missed heartbeats to remove a server from the cluster
membership list.

Depending on the number of servers in your cluster and on whether the cluster
membership is critical for the underlying application (for example in session-
replication intensive applications or clusters with intensive RMI invocations across the
cluster), each model may behave better.

Consider whether your topology is going to be part of an Active-Active disaster
recovery system or if the cluster is going to traverse multiple subnets. In general,
unicast will behave better in those cases.

For more information see the following resources:

¢ "Configuring Multicast Messaging for WebLogic Server Clusters" in the High
Awvailability Guide

¢ "One-to-Many Communication Using Unicast" in Administering Clusters for Oracle
WebLogic Server.

2.2.5.6 Understanding OPSS and Requests to the Authentication and Authorization
Stores

Many of the Oracle Fusion Middleware products and components require an Oracle
Platform Security Services (OPSS) security store for authentication providers (an
identity store), policies, credentials, keystores, and for audit data. As a result,
communications must be enabled so the Application tier can send requests to and
from the security providers.

For authentication, this communication is to an LDAP directory, such as Oracle
Internet Directory (OID) or Oracle Unified Directory (OUD), which typically
communicates over port 389 or 636. When you configure an Oracle Fusion
Middleware domain, the domain is configured by default to use the WebLogic Server
Authentication provider. However, for an enterprise deployment, you must use a
dedicated, centralized LDAP-compliant authentication provider.

For authorization (and the policy store), the location of the security store varies,
depending upon the tier:

¢ For the application tier, the authorization store is database-based, so frequent
connections from the Oracle WebLogic Server Managed Servers to the database are
required for the purpose of retrieving the required OPSS data.

e For the Web tier, the authorization store is file-based, so connections to the
database are not required.

For more information about OPSS security stores, see the following sections of
Securing Applications with Oracle Platform Security Services:

e "Authentication Basics"

¢ "The OPSS Policy Model"

2.2.6 About the Data Tier

In the Data tier, an Oracle RAC database runs on the two hosts (DBHOST1 and
DBHOST?2). The database contains the schemas required by the Oracle Business
Intelligence components and the Oracle Platform Security Services (OPSS) policy store.
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You can define multiple services for the different products and components in an
enterprise deployment to isolate and prioritize throughput and performance
accordingly. In this guide, one database service is used as an example. Furthermore,
you can use other high availability database solutions to protect the database:

¢ Oracle Data Guard; for more information, see the Oracle Data Guard Concepts and
Administration

e QOracle RAC One Node; for more information, see "Overview of Oracle RAC One
Node" in the Oracle Real Application Clusters Administration and Deployment Guide

These solutions above provide protection for the database beyond the information
provided in this guide, which focuses on using an Oracle RAC Database, given the
scalability and availability requirements that typically apply to an enterprise
deployment.

For more information about using Oracle Databases in a high availability
environment, see "Database Considerations" in the High Availability Guide.
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Understanding the Business Intelligence
Enterprise Deployment Topology

The following topics describe the Oracle Business Intelligence enterprise deployment
topologies.

These topologies represent specific reference implementations of the concepts
described in Understanding a Typical Enterprise Deployment.

Understanding an Enterprise Deployment
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Diagram of the Primary Business Intelligence Enterprise Topology
This diagram shows the primary Oracle Business Intelligence enterprise
deployment topology.

Understanding the Primary Business Intelligence Topology Diagrams
This section provides information about the elements that are unique to
the primary topology.

Flow Charts and Roadmaps for Implementing the Primary Business Intelligence
Enterprise Topologies
This section summarizes the high-level steps you must perform to install
and configure the enterprise topology described in this chapter.

3.1 Diagram of the Primary Business Intelligence Enterprise Topology

This diagram shows the primary Oracle Business Intelligence enterprise deployment
topology.
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3.2 Understanding the Primary Business Intelligence Topology Diagrams

This section provides information about the elements that are unique to the primary

topology.

Most of the elements of Oracle Business Intelligence topologies represent standard
features of any enterprise topology that follows the Oracle-recommended best
practices. These elements are described in detail in Understanding a Typical

Enterprise Deployment.

Before you review the information here, it is assumed you have reviewed the
information in Understanding a Typical Enterprise Deployment and that you are
familiar with the general concepts of an enterprise deployment topology.
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See the following sections for information about the elements that are unique to the
topology described in this chapter.

Summary of Business Intelligence Load Balancer Virtual Server Names

Summary of the Managed Servers and Cluster on the Business Intelligence
Application Tier

3.2.1 Summary of Business Intelligence Load Balancer Virtual Server Names

In order to balance the load on servers and to provide high availability, the hardware
load balancer is configured to recognize a set of virtual server names.

For information about the purpose of each of these server names, see Summary of the
Typical Load Balancer Virtual Server Names.

The following virtual server names are recognized by the hardware load balancer in
Oracle Business Intelligence topologies:

* bi.exanpl e. com- This virtual server name is used for all incoming traffic. It acts
as the access point for all HTTP traffic to the runtime Business Intelligence
components. The load balancer routes all requests to this virtual server name over
SSL. As a result, clients access this service using the following secure address:

bi . exanpl e. com 443
e Dbiinternal.exanpl e. com- This virtual server name is for internal

communications between the application tier components only and is not exposed
to the Internet.

The traffic from clients to this URL is not SSL-enabled. Clients access this service
using the following address and the requests are forwarded to port 7777 on
WEBHOST1 and WEBHOST2:

bi i nternal . exanpl e. com 80

e admi n. exanpl e. com- This virtual server name is for administrators who need to
access the Oracle Enterprise Manager Fusion Middleware Control and Oracle
WebLogic Server Administration Console interfaces.

Use instructions later in this guide to perform the following tasks:

* Configure the hardware load balancer to recognize and route requests to the virtual
host names

¢ Configure the Oracle HTTP Server instances on the Web Tier to recognize and
properly route requests to these virtual host names to the correct host computers.

3.2.2 Summary of the Managed Servers and Cluster on the Business Intelligence
Application Tier

The Application tier hosts the Administration Server and Managed Servers in the
Oracle WebLogic Server domain.

Depending upon the topology you select, the Oracle WebLogic Server domain for the
domain consists of the cluster shown in Summary of the Managed Servers and
Clusters on the Business Intelligence Application Tier. This cluster functions as
activeactive high availability configurations.
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Table 3-1 Summary of the Cluster in the Oracle Business Intelligence Enterprise

Deployment Topology
. _____________________________________________________________________|

Cluster Managed Servers

Oracle Business Intelligence WLS_BI1, WLS_BI2

3.3 Flow Charts and Roadmaps for Implementing the Primary Business
Intelligence Enterprise Topologies

This section summarizes the high-level steps you must perform to install and
configure the enterprise topology described in this chapter.

Flow Chart of the Steps to Install and Configure the Primary Business
Intelligence Enterprise Topologies

Roadmap Table for Planning and Preparing for an Enterprise Deployment

Roadmap Table for Configuring the Business Intelligence Enterprise Topology

3.3.1 Flow Chart of the Steps to Install and Configure the Primary Business Intelligence
Enterprise Topologies

Flow Chart of the Steps to Install and Configure the Primary Business Intelligence
Enterprise Topologies shows a flow chart of the steps required to install and configure
the primary enterprise deployment topologies described in this chapter. The sections
following the flow chart explain each step in the flow chart.

This guide is designed so you can start with a working Business Intelligence domain
and then later scale out the domain to add additional capabilities.

This modular approach to building the topology allows you to make strategic
decisions, based on your hardware and software resources, as well as the Oracle
Business Intelligence features that are most important to your organization.

It also allows you to validate and troubleshoot each individual product or component
as they are configured.

This does not imply that configuring multiple products in one Configuration Wizard
session is not supported; it is possible to group various extensions like the ones
presented in this guide in one Configuration Wizard execution. However, the
instructions in this guide focus primarily on the modular approach to building an
enterprise deployment.
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Figure 3-1 Flow Chart of the Enterprise Topology Configuration Steps
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3.3.2 Roadmap Table for Planning and Preparing for an Enterprise Deployment

The following table describes each of the planning and preparing steps shown in the
enterprise topology flow chart.

Flow Chart Step  More Information

Understand the ~ Understanding a Typical Enterprise Deployment
basics of a

Typical

Enterprise

Deployment

Understand the Review the product-specific topologies and the description of the topologies, including the
specific reference  virtual servers required and the summary of clusters and Managed Servers recommended for
topology for the  the product-specific deployment.

products you

plan to deploy.
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Flow Chart Step

More Information

Review the
Oracle Business
Intelligence EDG
Workbook

Using the Enterprise Deployment Workbook

Procure the
hardware, IP
addresses and
software
downloads

Procuring Resources for an Enterprise Deployment

Prepare the
hardware load
balancer and

Preparing the Load Balancer and Firewalls for an Enterprise Deployment

firewalls

Prepare the file Preparing the File System for an Enterprise Deployment
system

Verify system Preparing the Host Computers for an Enterprise Deployment
requirements,

mount shared
storage, and
enable virtual IPs

Identify or install
a supported
Oracle RAC
Database

Preparing the Database for an Enterprise Deployment

3.3.3 Roadmap Table for Configuring the Business Intelligence Enterprise Topology

Table 3-2 describes each of the configuration steps required when configuring the
topology shown in Diagram of the Primary Business Intelligence Enterprise Topology.

These steps correspond to the steps shown in the flow chart in Flow Chart of the Steps
to Install and Configure the Primary Business Intelligence Enterprise Topologies.

Table 3-2 Roadmap Table for Configuring the Business Intelligence Enterprise Topology

Flow Chart Step

More Information

Create the initial Business ~ Creating the Initial BI Domain for an Enterprise Deployment
Intelligence domain

Extend the domain to Configuring the Web Tier for an Enterprise Deployment
include the Web Tier
Scale out the initial Scaling Out Oracle Business Intelligence

Business Intelligence

domain
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Preparing for an Enterprise Deployment

This part of the enterprise deployment guide contains the following topics.

Using the Enterprise Deployment Workbook

Procuring Resources for an Enterprise Deployment

Preparing the Load Balancer and Firewalls for an Enterprise Deployment
Preparing the File System for an Enterprise Deployment

Preparing the Host Computers for an Enterprise Deployment

Preparing the Database for an Enterprise Deployment
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Using the Enterprise Deployment Workbook

This chapter introduces the Enterprise Deployment Workbook; it describes how you
can use the workbook to plan an enterprise deployment for your organization.

This chapter provides an introduction to the Enterprise Deployment workbook, use
cases and information on who should use the Enterprise Deployment workbook.

Preparing for an Enterprise Deployment

Introduction to the Enterprise Deployment Workbook
This section provides a brief introduction of the enterprise deployment
workbook.

Typical Use Case for Using the Workbook
This section lists the roles and tasks involved in a typical use case of the
enterprise deployment workbook.

Using the Oracle Business Intelligence Enterprise Deployment Workbook
This section provides details for using the enterprise deployment
workbook.

Who Should Use the Enterprise Deployment Workbook?
The information in the Enterprise Deployment Workbook is divided into
categories. Depending on the structure of your organization and roles
defined for your team, you can assign specific individuals in your
organization to fill in the details of the workbook. Similarly the
information in each category can be assigned to the individual or team
responsible for planning, procuring, or setting up each category of
resources.

4.1 Introduction to the Enterprise Deployment Workbook

This section provides a brief introduction of the enterprise deployment workbook.

The Oracle Fusion Middleware Enterprise Deployment Workbook is a companion
document to this guide. It is a spreadsheet that can be used by architects, system
engineers, database administrators, and others to plan and record all the details for an
environment installation (such as server names, URLs, port numbers, installation
paths, and other resources).

The Enterprise Deployment Workbook serves as a single document you can use to
track input variables for the entire process, allowing for:

® Separation of tasks between architects, system engineers, database administrators,
and other key organizational roles

* Comprehensive planning before the implementation

¢ Validation of planned decisions before actual implementation
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¢ Consistency during implementation

e A record of the environment for future use

4.2 Typical Use Case for Using the Workbook

This section lists the roles and tasks involved in a typical use case of the enterprise
deployment workbook.

A typical use case for the Enterprise Deployment Workbook involves the following
roles and tasks, in preparation for an Oracle Fusion Middleware enterprise
deployment:

® Architects read through the first five chapters of this guide, and fill in the
corresponding sections of the Workbook.

¢ The Workbook is validated by other architects and system engineers.

® The architect uses the validated workbook to initiate network and system change
requests with system engineering departments;

¢ The Administrators and System Integrators who are installing and configuring the
software refer to the workbook and the subsequent chapters of this guide to
perform the installation and configuration tasks.

4.3 Using the Oracle Business Intelligence Enterprise Deployment
Workbook

This section provides details for using the enterprise deployment workbook.

The following sections provide an introduction to the location and contents of the
Oracle Business Intelligence Enterprise Deployment Workbook:

Locating the Oracle Business Intelligence Enterprise Deployment Workbook
Understanding the Contents of the Oracle Business Intelligence Enterprise
Deployment Workbook

4.3.1 Locating the Oracle Business Intelligence Enterprise Deployment Workbook

The Oracle Business Intelligence Enterprise Deployment Workbook is available as a
Microsoft Excel Spreadsheet in the Oracle Fusion Middleware documentation library.
It is available as a link on the Install, Patch, and Upgrade page of the library.

4.3.2 Understanding the Contents of the Oracle Business Intelligence Enterprise
Deployment Workbook

The following sections describe the contents of the Oracle Business Intelligence
Enterprise Deployment Workbook. The workbook is divided into tabs, each
containing a set of related variables and values you will need to install and configure
the Enterprise Deployment topologies.

Using the Start Tab
Using the Hardware - Host Computers Tab
Using the Network - Virtual Hosts & Ports Tab

Using the Storage - Directory Variables Tab
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Using the Database - Connection Details Tab

4.3.2.1 Using the Start Tab

The Start tab of the Enterprise Deployment Workbook serves as a table of contents for
the rest of the workbook. You can also use it to identify the people who will be
completing the spreadsheet.

The Start tab also provides a key to identify the colors used to identify workbook
fields that need values, as well as those that are provided for informational purposes.

The following image shows the Start tab of the spreadsheet.

!./'T% (=R, R = edg_workbook.xlsx - Microsoft Excel _.- = x
Home Insert Page Layout Formulas Data Review View Acrobat ® - 7 Xx
== W calibr -z - |l =| 5 General - | (B conditional Formatting = | S=Insert~ | E ~ % ‘ﬁ
_j 53 ||B 7 O-~||A A =4~ [$ - % | [ FormatasTable~ 3 Delete - || (8]~ )
g E A [E=E] (WS I cell styles ElFomat ~ | 2+ Fiters Seiect
Clipboard ™= Font = Alignment = Mumber ™= Styles Cells Editing
| B22 - s |
I A B li
1 Oracle Enterprise Deployment Workbook
2 |12c(12.2.1) | August, 2015
3
4 Completion Checklist
5 Complete each tab of this workbook as directed. Use the table below to track completion of each worksheet,
il Worksheet (click each for direct link) B3 Completed by: [~ |
7 Hardware - Host Computers
8 Network - Virtual Hosts & Ports
9 Storage - Directory Variables =

10 Database - Connection Details
11

12

13 Cell Color Reference

14 These cell colors are used throughout the workbook to help guide your input.

i3 Cell Format
16

Input instructions

h J

Mo Action required - should not be

17

Input required

18 | Sample value or instructions

Input required - sample value or instructions provided

19 Default value

Input required - default value provided

20
A r M

Ready

Input required - applies only to highly-available environments

Start Hardware - Host Computers Network - Virtual Hosts & Ports Storage - Directory Variables D
0%

4.3.2.2 Using the Hardware - Host Computers Tab

The Hardware - Host Computers tab lists the host computers required to install and
configure the Oracle Business Intelligence Enterprise Deployment Topology.

The reference topologies typically require a minimum of six host computers: two for
the Web tier, two for the application tier, and two for the Oracle RAC database on the
data tier. If you decide to expand the environment to include more systems, add a row
for each additional host computer.

The Abstract Host Name is the name used throughout this guide to reference the host.
For each row, procure a host computer, and enter the Actual Host Name. You can
then use the actual host name when any of the abstract names is referenced in this
guide.

For example, if a procedure in this guide references BIHOST1, you can then replace
the BIHOST1variable with the actual name provided on the Hardware - Host
Computers tab of the workbook.
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For easy reference, Oracle also recommends that you include the IP address,
Operating System (including the version), number of CPUs, and the amount of RAM
for each host. This information can be useful during the installation, configuration,
and maintenance of the enterprise deployment.

For more information, see Preparing the Host Computers for an Enterprise
Deployment.

4.3.2.3 Using the Network - Virtual Hosts & Ports Tab

The Network - Virtual Hosts & Ports tab lists the virtual hosts that must be defined by
your network administrator before you can install and configure the enterprise
deployment topology.

The port numbers are important for several reasons. You must have quick reference to
the port numbers so you can access the management consoles; the firewalls must also
be configured to allow network traffic via specific ports.

Each virtual host, virtual IP address, and each network port serves a distinct purpose
in the deployment. For more information, see Preparing the Load Balancer and
Firewalls for an Enterprise Deployment.

In the Network - Virtual Hosts table, review the items in the Abstract Virtual Host or
Virtual IP Name column. These are the virtual host and virtual IP names used in the
procedures in this guide. For each abstract name, enter the actual virtual host name
defined by your network administrator. Whenever this guide references one of the
abstract virtual host or virtual IP names, replace that value with the actual
corresponding value in this table.

Similarly, in many cases, this guide assumes you are using default port numbers for
the components or products you install and configure. However, in reality, you will
likely have to use different port numbers. Use the Network - Port Numbers table to
map the default port values to the actual values used in your specific installation.

4.3.2.4 Using the Storage - Directory Variables Tab

As part of preparing for an enterprise deployment, it is assumed you will be using a
standard directory structure, which is recommended for Oracle enterprise
deployments.

In addition, procedures in this book reference specific directory locations. Within the
procedures, each directory is assigned a consistent variable, which you should replace
with the actual location of the directory in your installation.

For each of the directory locations listed on this tab, provide the actual directory path
in your installation.

In addition, for the application tier, it is recommended that many of these standard
directories be created on a shared storage device. For those directories, the table also
provides fields so you can enter the name of the shared storage location and the
mount point used when you mounted the shared location.

For more information, see Preparing the File System for an Enterprise Deployment.

4.3.2.5 Using the Database - Connection Details Tab

When you are installing and configuring the enterprise deployment topology, you will
often have to make connections to a highly available Oracle Real Application Clusters
(RAC) database. In this guide, the procedures reference a set of variables that identify
the information you will need to provide to connect to the database from tools, such as
the Configuration Wizard and the Repository Creation Utility.
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To be sure you have these values handy, use this tab to enter the actual values for
these variables in your database installation.

For more information, see Preparing the Database for an Enterprise Deployment.

4.4 Who Should Use the Enterprise Deployment Workbook?

The information in the Enterprise Deployment Workbook is divided into categories.
Depending on the structure of your organization and roles defined for your team, you
can assign specific individuals in your organization to fill in the details of the
workbook. Similarly the information in each category can be assigned to the
individual or team responsible for planning, procuring, or setting up each category of
resources.

For example, the workbook can be filled in, reviewed, and used by people in your
organization that fill the following roles:

¢ Information Technology (IT) Director
® Architect

* System Administrator

* Network Engineer

e Database Administrator
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Procuring Resources for an Enterprise
Deployment

Use the following topics to procure the required hardware, software, and network
settings before you begin configuring the Oracle Business Intelligence reference

topology.

This chapter provides information on reserving the required IP addresses and
identifying and obtaining software downloads for an enterprise deployment.

Preparing for an Enterprise Deployment

Hardware and Software Requirements for the Enterprise Deployment Topology
This section specifies the hardware load balancer requirements, host
computer hardware requirements, and operating system requirements
for the enterprise deployment topology.

Reserving the Required IP Addresses for an Enterprise Deployment
This section lists the set of IP addresses that you must obtain and reserve
before installation and configuration.

Identifying and Obtaining Software Downloads for an Enterprise Deployment
Before you begin installing and configuring the enterprise topology, you
should locate and download the software distributions that you will
need to implement the topology.

5.1 Hardware and Software Requirements for the Enterprise Deployment
Topology

This section specifies the hardware load balancer requirements, host computer
hardware requirements, and operating system requirements for the enterprise
deployment topology.

This section includes the following sections.
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Hardware Load Balancer Requirements
This section lists the desired features of the external load balancer.

Host Computer Hardware Requirements
This section provides information to help you procure host computers
that are configured to support the enterprise deployment topologies.

Operating System Requirements for the Enterprise Deployment Topology
This section provides details about the operating system requirements.

5.1.1 Hardware Load Balancer Requirements

This section lists the desired features of the external load balancer.

This enterprise topology uses an external load balancer. This external load balancer
should have the following features:

Ability to load-balance traffic to a pool of real servers through a virtual host name:
Clients access services using the virtual host name (instead of using actual host
names). The load balancer can then load balance requests to the servers in the pool.

Port translation configuration should be possible so that incoming requests on the
virtual host name and port are directed to a different port on the backend servers.

Monitoring of ports on the servers in the pool to determine availability of a service.

Virtual servers and port configuration: Ability to configure virtual server names
and ports on your external load balancer, and the virtual server names and ports
must meet the following requirements:

— The load balancer should allow configuration of multiple virtual servers. For
each virtual server, the load balancer should allow configuration of traffic
management on more than one port. For example, for Oracle HTTP Server in
the web tier, the load balancer needs to be configured with a virtual server and
ports for HTTP and HTTPS traffic.

— The virtual server names must be associated with IP addresses and be part of
your DNS. Clients must be able to access the external load balancer through the
virtual server names.

Ability to detect node failures and immediately stop routing traffic to the failed
node.

Fault-tolerant mode: It is highly recommended that you configure the load balancer
to be in fault-tolerant mode.

It is highly recommended that you configure the load balancer virtual server to
return immediately to the calling client when the backend services to which it
forwards traffic are unavailable. This is preferred over the client disconnecting on
its own after a timeout based on the TCP/IP settings on the client machine.

Sticky routing capability: Ability to maintain sticky connections to components.
Examples of this include cookie-based persistence, IP-based persistence, and so on.

The load balancer should be able to terminate SSL requests at the load balancer and
forward traffic to the backend real servers using the equivalent non-SSL protocol
(for example, HTTPS to HTTP).
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® SSL acceleration (this feature is recommended, but not required for the enterprise
topology).

* The ability to route TCP/IP requests; this is a requirement for Oracle SOA Suite for
healthcare integration, which uses the Minimum Lower Layer Protocol (MLLP)
over TCP.

5.1.2 Host Computer Hardware Requirements

This section provides information to help you procure host computers that are
configured to support the enterprise deployment topologies.

It includes the following topics.

General Considerations for Enterprise Deployment Host Computers
This section specifies the general considerations required for the
enterprise deployment host computers.

Reviewing the Oracle Fusion Middleware System Requirements
This section provides reference to the system requirements information
to help you ensure that the environment meets the necessary minimum
requirements.

Typical Memory, File Descriptors, and Processes Required for an Enterprise
Deployment
This section specifies the typical memory, number of file descriptors,
and operating system processes and tasks details required for an
enterprise deployment.

Typical Disk Space Requirements for an Enterprise Deployment
This section specifies the disk space typically required for this enterprise
deployment.

5.1.2.1 General Considerations for Enterprise Deployment Host Computers

This section specifies the general considerations required for the enterprise
deployment host computers.

Before you start the process of configuring an Oracle Fusion Middleware enterprise
deployment, you must perform the appropriate capacity planning to determine the
number of nodes, CPUs, and memory requirements for each node depending on the
specific system's load as well as the throughput and response requirements. These
requirements will vary for each application or custom Oracle Business Intelligence
system being used.

The information in this chapter provides general guidelines and information that will
help you determine the host computer requirements. It does not replace the need to
perform capacity planning for your specific production environment.

Note:

As you obtain and reserve the host computers in this section, note the host
names and system characteristics in the Enterprise Deployment Workbook.
You will use these addresses later when you enable the IP addresses on each
host computer.

For more information, see Using the Enterprise Deployment Workbook
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5.1.2.2 Reviewing the Oracle Fusion Middleware System Requirements

This section provides reference to the system requirements information to help you
ensure that the environment meets the necessary minimum requirements.

Review the Oracle Fusion Middleware System Requirements and Specifications to ensure
that your environment meets the minimum installation requirements for the products
you are installing.

The Requirements and Specifications document contains information about general
Oracle Fusion Middleware hardware and software requirements, minimum disk space
and memory requirements, database schema requirements, and required operating
system libraries and packages.

It also provides some general guidelines for estimating the memory requirements for
your Oracle Fusion Middleware deployment.

5.1.2.3 Typical Memory, File Descriptors, and Processes Required for an Enterprise
Deployment

This section specifies the typical memory, number of file descriptors, and operating
system processes and tasks details required for an enterprise deployment.

The following table summarizes the memory, file descriptors, and processes required
for the Administration Server and each of the Managed Servers computers in a typical
Oracle Business Intelligence enterprise deployment. These values are provided as an
example only, but they can be used to estimate the minimum amount of memory
required for an initial enterprise deployment.

The example in this topic reflects the minimum requirements for configuring the
Managed Servers and other services required on BIHOST1, as depicted in the
reference topologies.

When you are procuring machines, use the information in the Approximate Top
Memory column as a guide when determining the minimum physical memory each
host computer should have available.

After you procure the host computer hardware and verify the operating system
requirements, review the software configuration to be sure the operating system
settings are configured to accommodate the number of open files listed in the File
Descriptors column and the number processes listed in the Operating System
Processes and Tasks column.

For more information, see Setting the Open File Limit and Number of Processes
Settings on UNIX Systems.

Managed Server, Utility, Approximate Top Number of File Operating System

or Service Memory Descriptors Processes and Tasks
Administration Server 35GB 3500 165

WLS_BI 4.0GB 31000 130

WLST (connection to the 1.5GB 910 20

Node Manager)

Configuration Wizard 1.5GB 700 20

Node Manager 1.0GB 720 15
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Managed Server, Utility, Approximate Top Number of File Operating System
or Service Memory Descriptors Processes and Tasks
System components For the latest requirements for system components for the Oracle Fusion

Middleware 12¢ (12.2.1) products, review the Oracle Fusion Middleware System
Requirements and Specifications.

TOTAL 11.0 GB* 17000 1200

* Approximate total, with consideration for Operating System and other additional
memory requirements.

5.1.2.4 Typical Disk Space Requirements for an Enterprise Deployment

This section specifies the disk space typically required for this enterprise deployment.

For the latest disk space requirements for the Oracle Fusion Middleware 12¢ (12.2.1)
products, including the Oracle Business Intelligence products, review the Oracle Fusion
Middleware System Requirements and Specifications.

In addition, the following table summarizes the disk space typically required for an
Oracle Business Intelligence enterprise deployment.

Use the this information and the information in Preparing the File System for an
Enterprise Deployment to determine the disk space requirements required for your

deployment.
Server Disk
Database nXm
n = number of disks, at least 4 (striped as one disk)
m = size of the disk (minimum of 30 GB)
WEBHOSTn 10 GB
BIHOSTn 10 GB*

* For a shared storage Oracle home configuration, two installations suffice by making
a total of 20 GB.

5.1.3 Operating System Requirements for the Enterprise Deployment Topology
This section provides details about the operating system requirements.

The Oracle Fusion Middleware software products and components described in this
guide are certified on various operating systems and platforms, which are listed in the
Oracle Fusion Middleware System Requirements and Specifications.
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Reserving the Required IP Addresses for an Enterprise Deployment

Note:

This guide focuses on the implementation of the enterprise deployment
reference topology on Oracle Linux systems.

The topology can be implemented on any certified, supported operating
system, but the examples in this guide typically show the commands and
configuration steps as they should be performed using the bash shell on
Oracle Linux.

5.2 Reserving the Required IP Addresses for an Enterprise Deployment

This section lists the set of IP addresses that you must obtain and reserve before
installation and configuration.

Before you begin installing and configuring the enterprise topology, you must obtain
and reserve a set of IP addresses:

® Physical IP (IP) addresses for each of the host computers you have procured for the
topology

e A virtual IP (VIP) address for the Administration Server

* Additional VIP addresses for each Managed Server that is configured for Whole
Server Migration

For Fusion Middleware 12c products that support Automatic Service Migration,
VIPs for the Managed Servers are typically not necessary.

* A unique virtual host name to be mapped to each VIP.

You can then work with your network administrator to be sure these required VIPs
are defined in your DNS server. (Alternatively, for non-production environments, you
can use the /etc/hosts file to define these virtual hosts).

For more information, see the following topics.

What Is a Virtual IP (VIP) Address?
This section defines the virtual IP address and specifies its purpose.

Why Use Virtual Host Names and Virtual IP Addresses?
For an enterprise deployment, in particular, it is important that a set of
VIPs--and the virtual host names to which they are mapped--are
reserved and enabled on the corporate network.

Physical and Virtual IP Addresses Required by the Enterprise Topology
This section describes the physical IP (IP) and virtual IP (VIP) addresses
required for the Administration Server and each of the Managed Servers
in a typical Oracle Business Intelligence enterprise deployment topology.

5.2.1 What Is a Virtual IP (VIP) Address?

This section defines the virtual IP address and specifies its purpose.

A virtual IP address is an unused IP Address that belongs to the same subnet as the
host's primary IP address. It is assigned to a host manually. If a host computer fails,
the virtual address can be assigned to a new host in the topology. For the purposes of
this guide, we reference virtual IP addresses, which can be re-assigned from one host
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to another, and physical IP addresses, which are assigned permanently to hardware
host computer.

5.2.2 Why Use Virtual Host Names and Virtual IP Addresses?

For an enterprise deployment, in particular, it is important that a set of VIPs--and the
virtual host names to which they are mapped--are reserved and enabled on the
corporate network.

Alternatively, host names can be resolved through appropriate / et ¢/ host s file
propagated through the different nodes.

In the event of the failure of the host computer where the IP address is assigned, the IP
address can be assigned to another host in the same subnet, so that the new host can
take responsibility for running the Managed Servers assigned to it.

The reassignment of virtual IP address for the Administration Server must be
performed manually, but the reassignment of virtual IP addresses for Managed
Servers can be performed automatically using the Whole Server Migration feature of
Oracle WebLogic Server.

Whether you should use Whole Server Migration or not depends upon the products
you are deploying and whether they support Automatic Service Migration.

5.2.3 Physical and Virtual IP Addresses Required by the Enterprise Topology

This section describes the physical IP (IP) and virtual IP (VIP) addresses required for
the Administration Server and each of the Managed Servers in a typical Oracle
Business Intelligence enterprise deployment topology.

Before you begin to install and configure the enterprise deployment, reserve a set of
host names and IP addresses that correspond to the VIPs in Table 5-1.

You can assign any unique host name to the VIPs, but in this guide, we reference each
VIP using the suggested host names in the table.

Note:

As you obtain and reserve the IP addresses and their corresponding virtual
host names in this section, note the values of the IP addresses and host names
in the Enterprise Deployment Workbook. You will use these addresses later
when you enable the IP addresses on each host computer.

For more information, see Using the Enterprise Deployment Workbook

Table 5-1 Summary of the Virtual IP Addresses Required for the Enterprise Deployment

Virtual IP

VIP Maps to... Description

VIP1

ADMINVHN ADMINVHN is the virtual host
name used as the listen address for
the Administration Server and fails
over with manual failover of the
Administration Server. It is enabled
on the node where the
Administration Server process is
running.
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5.3 Identifying and Obtaining Software Downloads for an Enterprise
Deployment

Before you begin installing and configuring the enterprise topology, you should locate
and download the software distributions that you will need to implement the
topology.

The following table lists the downloads you will need to obtain.

For general information about how to obtain Oracle Fusion Middleware software, see
"Understanding and Obtaining Product Distributions" in Planning an Installation of
Oracle Fusion Middleware.

For more specific information about locating and downloading specific Oracle Fusion
Middleware products, see the Oracle Fusion Middleware Download, Installation, and
Configuration Readme Files on OTN.

Distribution Description
Oracle Fusion Middleware 12¢ (12.2.1.0.0) Download this distribution to install the Oracle Fusion
Infrastructure Middleware Infrastructure, which includes Oracle

WebLogic Server and Java Required Files software
required for Oracle Fusion Middleware products.

This distribution also installs the Repository Creation
Utility (RCU), which in previous Oracle Fusion
Middleware releases was packaged in its own
distribution.

Oracle HTTP Server 12c (12.2.1.0.0) Download this distribution to install the Oracle HTTP
Server software on the Web Tier.

Oracle Fusion Middleware 12¢ (12.2.1.0.0) Business Download this distribution to install the Oracle
Intelligence Business Intelligence software.
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Preparing the Load Balancer and Firewalls
for an Enterprise Deployment

This chapter describes how to configure your network for an enterprise deployment.

Preparing for an Enterprise Deployment

Configuring Virtual Hosts on the Hardware Load Balancer
This section explains how to configure the hardware load balancer for an
enterprise deployment.

Configuring the Firewalls and Ports for an Enterprise Deployment
This section lists the ports that muse be opened on the firewalls for an
enterprise deployment.

6.1 Configuring Virtual Hosts on the Hardware Load Balancer

This section explains how to configure the hardware load balancer for an enterprise
deployment.

The following topics explain how to configure the hardware load balancer, provide the
summary of the virtual servers required, and provide additional instructions for these
virtual servers.

Overview of the Hardware Load Balancer Configuration
Typical Procedure for Configuring the Hardware Load Balancer
Summary of the Virtual Servers Required for an Enterprise Deployment

Additional Instructions for admin.example.com

6.1.1 Overview of the Hardware Load Balancer Configuration

As shown in the topology diagrams, you must configure the hardware load balancer
to recognize and route requests to several virtual servers and associated ports for
different types of network traffic and monitoring.

In the context of a load-balancing device, a virtual server is a construct that allows
multiple physical servers to appear as one for load-balancing purposes. It is typically
represented by an IP address and a service, and it is used to distribute incoming client
requests to the servers in the server pool.

The virtual servers should be configured to direct traffic to the appropriate host
computers and ports for the various services available in the enterprise deployment.

In addition, you should configure the load balancer to monitor the host computers and
ports for availability so that the traffic to a particular server is stopped as soon as
possible when a service is down. This ensures that incoming traffic on a given virtual
host is not directed to an unavailable service in the other tiers.
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Note that after you configure the load balancer, you can later configure the Web server
instances in the Web tier to recognize a set of virtual hosts that use the same names as
the virtual servers you defined for the load balancer. For each request coming from the
hardware load balancer, the Web server can then route the request appropriately,
based on the server name included in the header in the request. For more information,
see Configuring Oracle HTTP Server for Administration and Oracle Web Services
Manager.

6.1.2 Typical Procedure for Configuring the Hardware Load Balancer

The following procedure outlines the typical steps for configuring a hardware load
balancer for an enterprise deployment.

Note that the actual procedures for configuring a specific load balancer will differ,
depending on the specific type of load balancer. There may also be some differences
depending on the type of protocol that is being load balanced. For example, TCP
virtual servers and HTTP virtual servers use different types of monitors for their
pools. Refer to the vendor-supplied documentation for actual steps.

1. Create a pool of servers. This pool contains a list of servers and the ports that are
included in the load-balancing definition.

For example, for load balancing between the Web hosts, create a pool of servers
that would direct requests to hosts WEBHOST1 and WEBHOST?2 on port 7777.

2. Create rules to determine whether or not a given host and service is available and
assign it to the pool of servers described in Step 1.

3. Create the required virtual servers on the load balancer for the addresses and
ports that receive requests for the applications.

For a complete list of the virtual servers required for the enterprise deployment,
see Summary of the Virtual Servers Required for an Enterprise Deployment.

When you define each virtual server on the load balancer, consider the following;:

a. If your load balancer supports it, specify whether or not the virtual server is
available internally, externally or both. Ensure that internal addresses are
only resolvable from inside the network.

b. Configure SSL Termination, if applicable, for the virtual server.

c. Assign the pool of servers created in Step 1 to the virtual server.

6.1.3 Summary of the Virtual Servers Required for an Enterprise Deployment

This section provides the details of the virtual servers required for an enterprise
deployment.

The following table provides a list of the virtual servers you must define on the
hardware load balancer for the Oracle Business Intelligence enterprise topology.

Virtual Host Server Pool Protocol SSL External?
Termination?
admi n. exanpl e. com 80 WEBHOST1. exanpl e. com 7777 HTTP No No

WEBHOST2. exanpl e. com 7777
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Virtual Host

Server Pool

Protocol SSL External?
Termination?
bi . exanpl e. com443 WEBHOST1. exanpl e. com 7777 HTTPS Yes Yes
WEBHCST2. exanpl e. com 7777
bi i nternal . exanpl e.com  WEBHOST1. exanpl e.com 7777 HTTP No No

80

WEBHOST2. exanpl e. com 7777

6.1.4 Additional Instructions for admin.example.com

This section provides the additional instructions required for the virtual server—
admin.example.com.

When you configure this virtual server on the hardware load balancer:
¢ Enable address and port translation.

e Enable reset of connections when services or hosts are down.

6.2 Configuring the Firewalls and Ports for an Enterprise Deployment

This section lists the ports that muse be opened on the firewalls for an enterprise
deployment.

As an administrator, you should be familiar with the port numbers used by the
various Oracle Fusion Middleware products and services. You can then ensure that
the same port number is not used by two services on a host, and you can make sure
that the proper ports are open on the firewalls in the enterprise topology.

The following tables lists the ports that you must open on the firewalls in the
topology.

Firewall notation:
e FWO refers to the outermost firewall.

e FW1 refers to the firewall between the web tier and the application tier.

o FW2 refers to the firewall between the application tier and the data tier.

Firewall Ports Common to All Fusion Middleware Enterprise Deployments

Type Firewall Port and Port Protocol / Inbound / Other
Range Application Outbound Considerations
and Timeout
Guidelines
Browser request FWO0 80 HTTP / Load Inbound Timeout
Balancer depends on the
size and type of
HTML content.
Browser request FWO0 443 HTTPS / Load Inbound Timeout

Balancer depends on the

size and type of
HTML content.
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Type Firewall Port and Port Protocol / Inbound / Other
Range Application Outbound Considerations
and Timeout
Guidelines
Browser request FW1 80 HTTPS / Load Outbound (for Timeout
Balancer intranet clients) ~ depends on the
size and type of
HTML content.
Browser request FW1 443 HTTPS / Load Outbound (for Timeout
Balancer intranet clients)  depends on the
size and type of
HTML content.
Callbacks and FW1 80 HTTPS / Load Outbound Timeout
Outbound Balancer depends on the
invocations size and type of
HTML content.
Callbacks and FW1 443 HTTPS / Load Outbound Timeout
Outbound Balancer depends on the
invocations size and type of
HTML content.
Load balancerto n/a 7777 HTTP n/a n/a
Oracle HTTP
Server
OHS registration FW1 7001 HTTP/t3 Inbound Set the timeout
with to a short period
Administration (5-10 seconds).
Server
OHS FW1 OHS Admin TCP and HTTP, Outbound Set the timeout
management by Port (7779) respectively to a short period
Administration (5-10 seconds).
Server
Session n/a n/a n/a n/a By default, this
replication communication
within a uses the same
WebLogic port as the
Server cluster server's listen
address.
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Type

Port and Port
Range

Firewall

Protocol /
Application

Inbound /
Outbound

Other
Considerations
and Timeout
Guidelines

Administration
Console access

FwW1 7001

HTTP /
Administration
Server and
Enterprise
Manager

t3

Both

You should tune
this timeout
based on the
type of access to
the admin
console
(whether it is
planned to use
the Oracle
WebLogic
Server
Administration
Console from
application tier
clients or clients
external to the
application tier).

Database access

Fw2 1521

SQL*Net

Both

Timeout
depends on
database content
and on the type
of process model
used for SOA.

Coherence for
deployment

n/a 8088

Range: 8000 -
8090

n/a

n/a

Oracle Unified
Directory access

FW2 389
636 (SSL)

LDAP or
LDAP/ssl

Inbound

You should tune
the directory
server's
parameters
based on load
balancer, and
not the other
way around.

Oracle
Notification
Server (ONS)

FwW2 6200

ONS

Both

Required for
Gridlink. An
ONS server runs
on each database
server.
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Firewall Ports Specific to Oracle Business Intelligence Enterprise Deployments

Type Firewall Port and Port Protocol / Inbound / Other
Range Application Outbound Considerations
and Timeout
Guidelines
WSM-PM access FW1 7010 HTTP / Inbound Set the timeout
Range: 7010 - WLS_WSM-PMn to 60 seconds.
7999
BI Server access FW1 9704 HTTP / Inbound Timeout varies
WLS_BIn based on the
type of process
model used for
BIL.
Communication n/a 9704 TCP/IP Unicast n/a By default, this
between BI communication
Cluster uses the same
members port as the
server's listen
address.
Database access FW1 Listening port SQL*Net Inbound/ Timeout
for BI Server and for client Outbound depends on all
BI Publisher connections to database content
JDBC data the listener and on the type
sources of process model
used for BI.
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Preparing the File System for an Enterprise
Deployment

Involves understanding the requirements for local and shared storage, as well as the
terminology used to reference important directories and file locations during the
installation and configuration of the enterprise topology.

This chapter describes how to prepare the file system for an Oracle Fusion
Middleware enterprise deployment.

Preparing for an Enterprise Deployment

Overview of Preparing the File System for an Enterprise Deployment
This section provides an overview of the process of preparing the file
system for an enterprise deployment.

Shared Storage Recommendations When Installing and Configuring an
Enterprise Deployment
This section provides reference to the shared storage recommendations
when installing and configuring an enterprise deployment.

Understanding the Recommended Directory Structure for an Enterprise
Deployment
The diagrams in this section show the recommended directory structure
for a typical Oracle Fusion Middleware enterprise deployment.

File System and Directory Variables Used in This Guide
This section lists and describes the file system and directory variables
used throughout this guide.

About Creating and Mounting the Directories for an Enterprise Deployment
This section lists the best practices to be followed when creating or
mounting the top-level directories in an enterprise deployment.

Summary of the Shared Storage Volumes in an Enterprise Deployment
This section provides a summary of the shared storage volumes required
for an enterprise deployment.

7.1 Overview of Preparing the File System for an Enterprise Deployment

This section provides an overview of the process of preparing the file system for an
enterprise deployment.

It is important to set up your storage in a way that makes the enterprise deployment
easy to understand, configure, and manage. Oracle recommends setting up your
storage according to information in this chapter. The terminology defined in this
chapter is used in diagrams and procedures throughout the guide.

Use this chapter as a reference to help understand the directory variables used in the
installation and configuration procedures.
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Other directory layouts are possible and supported, but the model adopted in this
guide was designed for maximum availability, providing both the best isolation of
components and symmetry in the configuration and facilitating backup and disaster
recovery. The rest of the document uses this directory structure and directory
terminology.

7.2 Shared Storage Recommendations When Installing and Configuring
an Enterprise Deployment

This section provides reference to the shared storage recommendations when
installing and configuring an enterprise deployment.

Before you implement the detailed recommendations in this chapter, be sure to review
the recommendations and general information about using shared storage in the High
Awailability Guide.

The recommendations in this chapter are based on the concepts and guidelines
described in the High Availability Guide.

Table 7-1 lists the key sections you should review and how those concepts apply to an
enterprise deployment.

Table 7-1 Shared Storage Resources in the High Availability Guide

Section in High Availability Importance to an Enterprise Deployment
Guide
Shared Storage Prerequisites Describes guidelines for disk format and the requirements for hardware

devices that are optimized for shared storage.

Using Shared Storage for Binary ~ Describes your options for storing the Oracle home on a shared storage
(Oracle Home) Directories device that is available to multiple hosts.

For the purposes of the enterprise deployment, Oracle recommends using
redundant Oracle homes on separate storage volumes.

If a separate volume is not available, a separate partition on the shared disk
should be used to provide redundant Oracle homes to application tier hosts.

Using Shared Storage for Domain Describes the concept of creating separate domain homes for the
Configuration Files Administration Server and the Managed Servers in the domain.

For an enterprise deployment, the Administration Server domain home
location is referenced by the ASERVER_HOME variable.

Shared Storage Requirements for ~ Provides instructions for setting the location of the transaction logs and JMS
JMS Stores and JTA Logs stores for an enterprise deployment.

Note: Oracle Business Intelligence has an additional shared storage
requirement for setting the location of specific Business Intelligence metadata.
For more information, see Configuring the Singleton Data Directory (SDD).
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7.3 Understanding the Recommended Directory Structure for an
Enterprise Deployment

The diagrams in this section show the recommended directory structure for a typical
Oracle Fusion Middleware enterprise deployment.

The directories shown in the diagrams contain binary files that are installed on disk by
the Oracle Fusion Middleware installers, domain-specific files generated via the
domain configuration process, as well as domain configuration files that are
propagated to the various host computers via the Oracle WebLogic Server pack and
unpack commands:

¢ Figure 7-1 shows the resulting directory structure on the shared storage device
after you have installed and configured a typical Oracle Fusion Middleware
enterprise deployment. The shared storage directories are accessible by the
application tier host computers.

e Figure 7-2 shows the resulting directory structure on the local storage device for a
typical application tier host after you have installed and configured an Oracle
Fusion Middleware enterprise deployment. The Managed Servers in particular are
stored on the local storage device for the application tier host computers.

¢ Figure 7-3 shows the resulting directory structure on the local storage device for a
typical Web tier host after you have installed and configured an Oracle Fusion
Middleware enterprise deployment. Note that the software binaries (in the Oracle
home) are installed on the local storage device for each Web tier host.

Where applicable, the diagrams also include the standard variables used to reference
the directory locations in the installation and configuration procedures in this guide.

Figure 7-1 Recommended Shared Storage Directory Structure for an Enterprise
Deployment
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* For more information, see About the Node Manager Configuration in a Typical
Enterprise Deployment.
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Figure 7-2 Recommended Local Storage Directory Structure for an Application Tier
Host Computer in an Enterprise Deployment

LE BASE
uo2oracle

Domain Configuration Files
fconfig

HOST1: WFS Volume &
HOST2: NFS Velume &

| fdomains NKM_HOME

mocemanage

* Usad for par-host
Node Managar

MSERVER_HOME
fdamain_home

I I | I
| fhin | (BRIVErs modemanager .

* Used for pev-domam
Mode Mamager

|
| WLS_PROD! | AWLS_PRODN |

* For more information, see About the Node Manager Configuration in a Typical
Enterprise Deployment.
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Figure 7-3 Recommended Local Storage Directory Structure for a Web Tier Host
Computer in an Enterprise Deployment
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7.4 File System and Directory Variables Used in This Guide

This section lists and describes the file system and directory variables used throughout
this guide.

Table 7-2 lists the file system directories and the directory variables used to reference
the directories on the Application tier. Table 7-3 lists the file system directories and
variables used to reference the directories on the Web tier.

For additional information about mounting these directories when you are using
shared storage, see About Creating and Mounting the Directories for an Enterprise
Deployment.

Throughout this guide, the instructions for installing and configuring the topology
refer to the directory locations using the variables shown here.

You can also define operating system variables for each of the directories listed in this
section. If you define system variables for the particular UNIX shell you are using, you
can then use the variables as they are used in this document, without having to map
the variables to the actual values for your environment.

Note:

As you configure your storage devices to accommodate the recommended
directory structure, note the actual directory paths in the Enterprise
Deployment Workbook. You will use these addresses later when you enable
the IP addresses on each host computer.

For more information, see Using the Enterprise Deployment Workbook..
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Table 7-2 Sample Values for Key Directory Variables on the Application Tier
- - -]

Directory Variable Description Sample Value on the Application
Tier

ORACLE_BASE The base directory, under which Oracle

products are installed. /udl/oracle

ORACLE_HOME The read-only location for the product
binaries. For the application tier host
computers, it is stored on shared disk.

/u01/ oracl e/ product s/ f mw

The Oracle home is created when you install
the Oracle Fusion Middleware Infrastructure
software.

You can then install additional Oracle Fusion
Middleware products into the same Oracle
home.

ORACLE_COMMON_H  The directory within the Oracle Fusion

OME Middleware Oracle home where common
utilities, libraries, and other common Oracle
Fusion Middleware products are stored.

/u01/ oracl e/ product s/ f mn
oracl e_conmon

WL_HOME The directory within the Oracle home where
the Oracle WebLogic Server software binaries /'u01/ oracl e/ product s/ fmv/ wl ser ver
are stored.

PROD_DIR Individual product directories for each Oracle

Fusion Middleware product you install. /u01/ oracl e/ product s/ f my/ prod_dir
The product can be soa, wec, bi , or
another value, depending on your
enterprise deployment.

EM_DIR The product directory used to store the
Oracle Enterprise Manager Fusion
Middleware Control software binaries.

/u01/ oracl e/ product s/ f mv/ em

JAVA_HOME The location where you install the supported .
Java Development Kit (JDK). /u01/ oracl e/ product s/j dk

SHARED_CONFIG_DIR  The shared parent directory for shared
environment configuration files, including
domain configuration, keystores, runtime
artifacts, and application deployments

/u0l/oracle/config

ASERVER_HOME The Administration Server domain home,

which is installed on shared disk. /'u01/ oracl e/ conf i g/ domai ns/

donmai n_nane

In this example, replace
domain_name with the name of the
WebLogic Server domain.

MSERVER_HOME The Managed Server domain home, which is
created via the unpack command on the local
disk of each application tier host.

/u02/ or acl e/ conf i g/ domai ns/
domai n_nane
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Table 7-2 (Cont.) Sample Values for Key Directory Variables on the Application Tier

Directory Variable

Sample Value on the Application
Tier

Description

APPLICATION_HOME

The Application home directory, which is
installed on shared disk, so the directory is
accessible by all the application tier host
computers.

/u01/oracl e/ config/applications
/ domai n_nane

ORACLE_RUNTIME

This directory contains the Oracle runtime

artifacts, such as the JMS logs and TLogs. /ud1/oracl e/ runt i me/

Typically, you mount this directory as a
separate shared file system, which is
accessible by all hosts in the domain.

When you run the Configuration Wizard or
perform post-configuration tasks, and you
identify the location of JMS stores or tlogs
persistent stores, then you can use this
directory, qualified with the name of the
domain, the name of the cluster, and the
purpose of the directory.

For example:

ORACLE_RUNTI ME/ cl ust er _nane/ j s

NM_HOME

The directory used by the Per Machine Node

Manager start script and configuration files. /ub2/ oracl e/ conf i g/ node_nmanager

Note:

This directory is
necessary only if
you are using a
Per Machine
Node Manager
configuration.

For more information, see About the Node
Manager Configuration in a Typical
Enterprise Deployment.

DEPLOY_PLAN_HOME

The deployment plan directory, which is
used as the default location for application
deployment plans.

/u01/oracl e/ config/dp

Note:

This directory is
required only
when you are
deploying custom
applications to the
application tier.
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Table 7-2 (Cont.) Sample Values for Key Directory Variables on the Application Tier

Directory Variable

Description
Tier

Sample Value on the Application

KEYSTORE_HOME

The shared location for custom certificates
and keystores.

/u01/oracl e/ confi g/ keyst ores

Table 7-3 Sample Values for Key Directory Variables on the Web Tier

Directory Description Sample Value on the
Variable Web Tier
OHS_ORACLE  The read-only location for the Oracle HTTP Server product binaries.
_HOME For the Web tier host computers, this directory is stored on local disk. / uO(Zj/ 0[ a/ci ef
roduct s/ f mw
The Oracle home is created when you install the Oracle HTTP Server P
software.
ORACLE_COM The directory within the Oracle HTTP Server Oracle home where
MON_HOME common utilities, libraries, and other common Oracle Fusion I'u02/ oracl e/
Middleware products are stored. product s/ f mw
[ oracl e_comon
WL_HOME The directory within the Oracle home where the Oracle WebLogic
Server software binaries are stored. /u02/ oracl e/
product s/ f mv/
W server
PROD_DIR Individual product directories for each Oracle Fusion Middleware
product you install. /u02/ oracl e/
product s/ f mv ohs
JAVA_HOME  The location where you install the supported Java Development Kit
(JDK). /u02/ or acl e/
product s/ dk
OHS_DOMAIN The Domain home for the standalone Oracle HTTP Server domain, )
_HOME which is created when you install Oracle HTTP Server on the local / u02( oracl e/ .conf igl
disk of each Web tier host. donai ns/ donai n_nane
OHS_CONFIG_ This is the location where you edit the Oracle HTTP Server )
DIR configuration files (for example, ht t pd. conf and nodul econf/ / ub2/ or acl e/ conf i of

*. conf ) on each Web host.

Note this directory is also referred to as the OHS Staging Directory.
Changes made here are later propagated to the OHS Runtime
Directory.

For more information, see “Staging and Run-time Configuration
Directories” in the Administrator’s Guide for Oracle HTTP Server.

domai ns
/ domai n_nane/
confi g/ f meconfig
/ conponent s/ CHS
/instance_nane
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About Creating and Mounting the Directories for an Enterprise Deployment

7.5 About Cr
Deployment

eating and Mounting the Directories for an Enterprise

This section lists the best practices to be followed when creating or mounting the top-
level directories in an enterprise deployment.

When creating or mounting the top-level directories, note the following best practices:

¢ For the application tier, install the Oracle home (which contains the software
binaries) on a second shared storage volume or second partition that is mounted to
BIHOST?2. Be sure the directory path to the binaries on BIHOST2 is identical to the
directory path on BIHOST1.

For example:

[ u01/ oracl e/ product s/ f mn/

For more information, see Shared Storage Recommendations When Installing and
Configuring an Enterprise Deployment.

¢ This enterprise deployment guide assumes that the Oracle Web tier software will
be installed on a local disk.

The Web tier installation is typically performed on local storage to the WEBHOST
nodes. When using shared storage, you can install the Oracle Web tier binaries
(and create the Oracle HTTP Server instances) on shared disk. However, if you do
so, then the shared disk must be separate from the shared disk used for the
application tier, and you must consider the appropriate security restrictions for
access to the storage device across tiers.

As with the application tier servers (BIHOST1 and BIHOST?2), use the same
directory path on both computers.

For example:

[ u02/ oracl e/ product s/ f mn/

7.6 Summary of the Shared Storage Volumes in an Enterprise Deployment

This section provides a summary of the shared storage volumes required for an
enterprise deployment.

The following table summarizes the shared volumes and their purpose in a typical
Oracle Fusion Middleware enterprise deployment.

For more information, see Shared Storage Recommendations When Installing and
Configuring an Enterprise Deployment.

Volume in Shared Mounted to Host Mount Directories Description and Purpose
Storage
NFS Volume 1 BIHOST1 /u01/ oracl e/ Local storage for the

pr oduct s/ product binaries to be

used by BIHOST1; this is
where the Oracle home
directory and product
directories are installed.

Preparing the File System for an Enterprise Deployment 7-9



Summary of the Shared Storage Volumes in an Enterprise Deployment

Volume in Shared
Storage

Mounted to Host

Mount Directories

Description and Purpose

NFS Volume 2

BIHOST2

/u01/ oracl e/
product s/

Local storage for the
product binaries to be
used by BIHOST?; this is
where the Oracle home
directory and product
directories are installed.

NFS Volume 3

BIHOST1 BIHOST2

/u0l1/ oracl e/ confi g/

Administration Server
domain configuration,
mounted to all hosts; used
initially by BIHOST1, but
can be failed over to any
host.

NFS Volume 4

BIHOST1 BIHOST2

/u01/ oracl e/
runti ne/

The runtime artifacts
directory, mounted to all
hosts, contains runtime
artifacts such as JMS logs,
blogs, and any cluster-
dependent shared files
needed.

NFS Volume 5

BIHOST1

/u02/ oracl e/ confi g/

Local storage for the
Managed Server domain
directory to be used by
BIHOSTTY, if the private
Managed Server domain
directory resides on
shared storage.

NFS Volume 6

BIHOST2

/u02/ oracl e/ confi g/

Local storage for the
Managed Server domain
directory to be used by
BIHOST?, if the private
Managed Server domain
directory resides on
shared storage.

NFS Volume 7

WEBHOST1

/u02/ oracl e/

Local storage for the
Oracle HTTP Server
software binaries (Oracle
home) and domain
configuration files used by
WEBHOST], if the private
Managed Server domain
directory resides on
shared storage.
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Volume in Shared Mounted to Host Mount Directories Description and Purpose

Storage

NEFS Volume 8 WEBHOST?2 /u02/ oracl e/ Local storage for the
Oracle HTTP Server

software binaries (Oracle
home) and domain
configuration files used by
WEBHOST2, if the private
Managed Server domain
directory resides on
shared storage.
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Preparing the Host Computers for an
Enterprise Deployment

It explains how to mount the required shared storage systems to the host and how to
enable the required virtual IP addresses on each host.

This chapter describes the tasks you must perform from each computer or server that
will be hosting the enterprise deployment.

Preparing for an Enterprise Deployment

Verifying the Minimum Hardware Requirements for Each Host
This section provides information about the minimum hardware
requirements for each host.

Verifying Linux Operating System Requirements
Review this section for typical Linux operating system settings for an
enterprise deployment.

Configuring Operating System Users and Groups
The lists in this section show the users and groups to define on each of
the computers that will host the enterprise deployment.

Enabling Unicode Support
This section provides information about enabling Unicode support.

Mounting the Required Shared File Systems on Each Host
This section provides information about mounting the required shared
file systems on each host.

Enabling the Required Virtual IP Addresses on Each Host
This section provides instruction to enable the required virtual IP
addresses on each host.

8.1 Verifying the Minimum Hardware Requirements for Each Host

This section provides information about the minimum hardware requirements for
each host.

After you have procured the required hardware for the enterprise deployment, log in
to each host computer and verify the system requirements listed in Hardware and
Software Requirements for the Enterprise Deployment Topology.

If you are deploying to a virtual server environment, such as Oracle Exalogic, ensure
that each of the virtual servers meets the minimum requirements.

Ensure that you have sufficient local disk storage and shared storage configured as
described in Preparing the File System for an Enterprise Deployment.

Allow sulfficient swap and temporary space; specifically:
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* Swap Space-The system must have at least 500 MB.

* Temporary Space-There must be a minimum of 500 MB of free space in/ t np.

8.2 Verifying Linux Operating System Requirements

Review this section for typical Linux operating system settings for an enterprise
deployment.

To ensure the host computers meet the minimum operating system requirements, be
sure you have installed a certified operating system and that you have applied all the
necessary patches for the operating system.

In addition, review the following sections for typical Linux operating system settings
for an enterprise deployment.

Setting Linux Kernel Parameters
Setting the Open File Limit and Number of Processes Settings on UNIX Systems
Verifying IP Addresses and Host Names in DNS or hosts File

8.2.1 Setting Linux Kernel Parameters

The kernel-parameter and shell-limit values shown below are recommended values
only. Oracle recommends that you tune these values to optimize the performance of
the system. See your operating system documentation for more information about
tuning kernel parameters.

Kernel parameters must be set to a minimum of those in Table on all nodes in the
topology.

The values in the following table are the current Linux recommendations. For the
latest recommendations for Linux and other operating systems, see Oracle Fusion
Middleware System Requirements and Specifications.

If you are deploying a database onto the host, you might need to modify additional
kernel parameters. Refer to the 12c (12.2.1) Oracle Grid Infrastructure Installation Guide
for your platform.

Table 8-1 UNIX Kernel Parameters
|

Parameter Value
kernel.sem 256 32000 100 142
kernel.shmmax 4294967295

To set these parameters:

1. Loginasr oot and add or amend the entries in the file / et ¢/ sysct | . conf .
2. Save the file.
3. Activate the changes by issuing the command:

/ sbin/sysctl -p
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8.2.2 Setting the Open File Limit and Number of Processes Settings on UNIX Systems

On UNIX operating systems, the Open Fi | e Li mi t is an important system setting,
which can affect the overall performance of the software running on the host
computer.

For guidance on setting the Qpen Fil e Li m t for an Oracle Fusion Middleware
enterprise deployment, see Host Computer Hardware Requirements.

Note:

The following examples are for Linux operating systems. Consult your
operating system documentation to determine the commands to be used on
your system.

For more information, see the following sections.

Viewing the Number of Currently Open Files

Setting the Operating System Open File and Processes Limits
8.2.2.1 Viewing the Number of Currently Open Files

You can see how many files are open with the following command:

[usr/shin/lsof | we -I

To check your open file limits, use the following commands.
C shell:

lint descriptors

Bash:

ulinit -n

8.2.2.2 Setting the Operating System Open File and Processes Limits

To change the Open File Limit values:

1. Loginasr oot and edit the following file:
/etc/security/linits.conf

2. Add the following lines to the | i mi t s. conf file. (The values shown here are for
example only):

* soft nofile 4096
* hard nofile 65536
* soft nproc 2047
* hard nproc 16384

The nof i | es values represent the open file limit; the npr oc values represent the
number of processes limit.

3. Save the changes, and close the | i mi t's. conf file.
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4. Reboot the host computer.

8.2.3 Verifying IP Addresses and Host Names in DNS or hosts File

Before you begin the installation of the Oracle software, ensure that the IP address,
fully qualified host name, and the short name of the host are all registered with your
DNS server. Alternatively, you can use the local host s file and add an entry similar to
the following:

| P_Address Ful ly_Qualified_Nanme Short_Name

For example:

10. 229. 188. 205 host 1. exanpl e. com host 1

8.3 Configuring Operating System Users and Groups

The lists in this section show the users and groups to define on each of the computers
that will host the enterprise deployment.

Groups

You must create the following groups on each node.
e oinstall

e dba
Users

You must create the following user on each node.
¢ nobody-An unprivileged user.

e oracl e-The owner of the Oracle software. You may use a different name. The
primary group for this account must be oi nst al | . The account must also be in the
dba group.

Note:

e The group oi nst al | must have write privileges to all the file systems on
shared and local storage that are used by the Oracle software.

¢ Each group must have the same Group ID on every node.

¢ Each user must have the same User ID on every node.

8.4 Enabling Unicode Support

This section provides information about enabling Unicode support.

Your operating system configuration can influence the behavior of characters
supported by Oracle Fusion Middleware products.

On UNIX operating systems, Oracle highly recommends that you enable Unicode
support by setting the LANGand LC_ALL environment variables to a locale with the
UTEF-8 character set. This enables the operating system to process any character in
Unicode. Oracle Business Intelligence technologies, for example, are based on
Unicode.
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If the operating system is configured to use a non-UTF-8 encoding, Oracle Business
Intelligence components may function in an unexpected way. For example, a non-
ASCII file name might make the file inaccessible and cause an error. Oracle does not
support problems caused by operating system constraints.

8.5 Mounting the Required Shared File Systems on Each Host

This section provides information about mounting the required shared file systems on
each host.

The shared storage configured, as described in Shared Storage Recommendations
When Installing and Configuring an Enterprise Deployment, must be available on the
hosts that use it.

In an enterprise deployment, it is assumed that you have a hardware storage filer,
which is available and connected to each of the host computers you have procured for
the deployment.

You must mount the shared storage to all servers that require access.

Each host must have appropriate privileges set within the Network Attached Storage
(NAS) or Storage Area Network (SAN) so that it can write to the shared storage.

Follow the best practices of your organization for mounting shared storage. This
section provides an example of how to do this on Linux using NFS storage.

You must create and mount shared storage locations so that BIHOST1 and BIHOST2
can see the same location if it is a binary installation in two separate volumes.

For more information, see Shared Storage Recommendations When Installing and
Configuring an Enterprise Deployment.

You use the following command to mount shared storage from a NAS storage device
to a Linux host. If you are using a different type of storage device or operating system,
refer to your manufacturer documentation for information about how to do this.

Note:

The user account used to create a shared storage file system owns and has
read, write, and execute privileges for those files. Other users in the operating
system group can read and execute the files, but they do not have write
privileges.

For more information about installation and configuration privileges, see
"Selecting an Installation User" in the Oracle Fusion Middleware Installation
Planning Guide.

In the following example, nasf i | er represents the shared storage filer. Also note that
these are examples only. Typically, the mounting of these shared storage locations
should be done using the / et ¢/ f st abs file on UNIX systems, so that the mounting
of these devices survives a reboot. Refer to your operating system documentation for
more information.

1. Create the mount directories on BIHOST1, as described in Summary of the Shared
Storage Volumes in an Enterprise Deployment, and then mount the shared
storage. For example:

mount -t nfs nasfiler:VOL1/ oracl e/ products/ /u0l/oracle/products/

2. Repeat the procedure on BIHOST2 using VOL2.
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Validating the Shared Storage Configuration

Ensure that you can read and write files to the newly mounted directories by creating
a test file in the shared storage location you just configured.

For example:

$ cd newy nounted directory
$ touch testfile

Verify that the owner and permissions are correct:

$1s -l testfile

Then remove the file:

$rmtestfile

Note:

The shared storage can be a NAS or SAN device. The following example
illustrates creating storage for a NAS device from BIHOST1. The options may
differ depending on the specific storage device.

mount -t nfs -o
rw, bg, hard, noi ntr, tcp, vers=3, ti meo=300, r si ze=32768, wsi ze=32768 nasfiler:VOL1/
Oracle /u0l/oracle

Contact your storage vendor and machine administrator for the correct
options for your environment.

8.6 Enabling the Required Virtual IP Addresses on Each Host

This section provides instruction to enable the required virtual IP addresses on each
host.

To prepare each host for the enterprise deployment, you must enable the virtual IP
(VIP) addresses described in Reserving the Required IP Addresses for an Enterprise
Deployment.

It is assumed that you have already reserved the VIP addresses and host names and
that they have been enabled by your network administrator. You can then enable the
VIPs on the appropriate host.

Note that the virtual IP addresses used for the enterprise topology are not persisted
because they are managed by Whole Server Migration (for selected Managed Servers
and clusters) or by manual failover (for the Administration Server).

To enable the VIP addresses on each host, run the following commands as r oot :

/sbin/ifconfig interface:index |PAddress netmask netmask
/sbin/arping -q -U-c 3 -1 interface |PAddress

wherei nterfaceisethO,orethl,andi ndexisO, 1, or 2.
For example:

/sbin/ifconfig eth0:1 100.200. 140. 206 net mask 255. 255. 255. 0

Enable your network to register the new location of the virtual IP address:

/sbin/arping -q -U-c 3 -1 eth0 100. 200. 140. 206
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Validate that the address is available by using the pi ng command from another node,
for example:

/'bi n/ pi ng 100. 200. 140. 206
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Preparing the Database for an Enterprise
Deployment

This chapter describes procedures for preparing your database for an Oracle Business
Intelligence enterprise deployment.

This chapter provides information about the database requirements, creating database
services and about the database backup strategies.

Preparing for an Enterprise Deployment

Overview of Preparing the Database for an Enterprise Deployment
This section provides information about how to configure a supported
database as part of an Oracle Fusion Middleware enterprise deployment.

About Database Requirements
Check that the database meets the requirements described in these
sections.

Creating Database Services
When multiple Oracle Fusion Middleware products are sharing the
same database, each product should be configured to connect to a
separate, dedicated database service.

Using SecureFiles for Large Objects (LOBs) in an Oracle Database
Beginning with Oracle Database 11g Release 1, Oracle introduced
SecureFiles, a new LOB storage architecture. Oracle recommends using
SecureFiles for the Oracle Fusion Middleware schemas, in particular for
the Oracle SOA Suite schemas.

About Database Backup Strategies
This section provides brief information about the necessity of database
backup strategies.

9.1 Overview of Preparing the Database for an Enterprise Deployment

This section provides information about how to configure a supported database as
part of an Oracle Fusion Middleware enterprise deployment.

Most Oracle Fusion Middleware products require a specific set of schemas that must
be installed in a supported database. The schemas are installed using the Oracle
Fusion Middleware Repository Creation Utility (RCU).

In an enterprise deployment, Oracle recommends a highly available Real Application
Clusters (Oracle RAC) database for the Oracle Fusion Middleware product schemas.
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9.2 About Database Requirements

Check that the database meets the requirements described in these sections.

Supported Database Versions

Additional Database Software Requirements

9.2.1 Supported Database Versions

Use the following information to verify what databases are supported by each Oracle
Fusion Middleware release and which version of the Oracle database you are currently
running:

e For a list of all certified databases, refer to O